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Abstract

Orientation Dependence of the Anomalous Hall Effect in 3d-Ferromagnets

by

Eric Shawn Roman

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Ivo Souza, Chair

This dissertation describes calculations of the magnetization dependence of the intrinsic
Hall conductivity in three elemental ferromagnets: iron, cobalt and nickel. We compare our
calculations with experimental measurements of these anomalous Hall coefficients, and
we show thatab initio calculations of the anomalous Hall conductivity from the Karplus-
Luttinger theory explain the observed changes in the anomalous Hall coefficients of these
metals as the magnetization direction is varied.
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Chapter 1

The Hall Effect in Ferromagnets

The Hall effect in normal nonmagnetic metals is proportional only to the internal mag-
netic fieldB, but in a ferromagnet the Hall effect has an additional part,proportional to the
magnetizationM . The dependence of the Hall fieldEH on the magnetizationM can result
in anisotropy of the Hall effect. In recent years, Karplus and Luttinger’s theory of the in-
trinsic part of the anomalous Hall effect has been used to perform ab initio calculations of
the Hall conductivity in some materials, with fair quantitative agreement with experiments.
In previous work, the variation of the intrinsic Hall conductivity with the direction of the
magnetization has not been considered.

The study of the magnetization dependence is interesting for several reasons. A recent
review of the anomalous Hall effect expresses a need for further study of the microscopic
mechanisms of the anomalous Hall effect [1]. The intrinsic Karplus-Luttinger mechanism
is one of the various contributions to the anomalous Hall conductivity. Calculations of this
contribution from first principles, combined with measurements of the Hall coefficients,
allow us to estimate the size of the remaining side-jump and skew scattering contributions.
Interest also arises from more fundamental considerations, since the intrinsic conductivity
is a macroscopic manifestation of a geometric property, theBerry curvature, of the elec-
tron band structure. The geometric effects are sensitive tothe fine details of the electronic
structure. Early theoretical efforts were hampered due to the lack of sufficient accuracy in
the wave functions. The accurate Hamiltonians available ina first principles calculation
allows us to gain insight as to how the anomalous Hall effectsbehave in realistic systems,
and serve as a complement to model Hamiltonians using simplified descriptions of these
materials. A final goal of this work is to serve as a starting point for future studies of the
magnetization-dependent anomalous Hall conductivity. The magnetic field orientation is
one of the few parameters that can be easily adjusted by both experiments and in theoretical
calculations, and this allows detailed comparisons to be made betweenab initio theory and
experiments. Therefore, this work is expected to be of interest to future theorists calculat-
ing the side-jump and skew scattering contributions, and also to experimentalists studying
anisotropic transport.

This dissertation contains calculations of the intrinsic Hall conductivity in the anisotropic
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case. We calculate the anisotropy in the intrinsic Hall conductivity for three elemental fer-
romagnets: iron, cobalt and nickel. The anisotropic Hall effect in these materials has been
studied experimentally, so they are good candidates for a theoretical study. Each material
shows different aspects of anisotropy. Hexagonal cobalt, because it is a uniaxial crystal,
shows strong first-order anisotropy in the anomalous Hall conductivity. In cubic crys-
tals, anisotropy appears at third-order in the magnetization, and this is seen clearly in bcc
iron, where the anomalous Hall effect is nearly isotropic, but not in fcc nickel, where the
anisotropy is significant. We compare our calculations withexperimental measurements
of these anomalous Hall coefficients. We show thatab initio calculations of the anoma-
lous Hall conductivity from the Karplus-Luttinger theory explain the observed changes in
the anomalous Hall coefficients of these three transition metals when the magnetization
direction is varied.

The dissertation is organized as follows. In Chapter 1 we discuss the history and
phenomenology of the anomalous Hall effect (AHE), and describe how to calculate the
anomalous Hall coefficientRs in a conventionalab initio framework. Chapter 2 describes
the anisotropy of the anomalous Hall effect in cobalt crystals, showing how first order
anisotropy manifests itself in hcp cobalt. Chapter 3 describes the AHE in bcc iron, where
it is shown that the theoretical anisotropy is small, explaining why anisotropy of the AHC
has never been observed in bcc Fe. Chapter 4 describes the AHE in Ni, where the intrinsic
part of the AHE accounts for much, but not all, of the variations measured experimentally.
We show that in nickel about half of the discrepancy between previous calculations and
measurements of the AHE arise from a theoretical error in decribing the exchange splitting
of thed-bands. We argue that the remainder of the discrepancy between the AHE predicted
by ab initio theory and that observed experimentally is due to impurity scattering terms
which are out of the scope of the Karplus-Luttinger theory. Chapter 5 summarizes our
conclusions and suggests directions for future work.

1.1 Background

In 1879, Hall showed that a nonmagnetic wire carrying a current in a magnetic field
induces a voltage transverse to that field [2]. This phenomenon is known as the (ordinary)
Hall effect. Hall subsequently found that in ferromagnets, the effect is almost an order of
magnitude larger. The effect in ferromagnets later became known as theanomalous Hall
effect(or extraordinary Hall effect) [3]. The origin of the ordinary Hall effect has been
known to be a consequence of the Lorentz force, but the originof the anomalous Hall
effect has been controversial.

A theory of the anomalous Hall effect (AHE) was put forth by Karplus and Luttinger
[4], who showed that a Hall current perpendicular to the electric field and odd under mag-
netization reversal is established in a ferromagnetic crystal as a result of the spin-orbit
interaction (SOI). The relationship between the AHE and theSOI became understood, but
a long debate ensued on whether the relevant SOI is associated with the crystalline po-
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tential (intrinsic) or with impurity atoms (extrinsic). The asymmetric impurity scattering
of the spin-polarized charge carriers (skew-scattering) leads to a linear dependence of the
(transverse) anomalous Hall resistivityρH = Ey/ jx on the longitudinal resistivityρxx; an
additional scattering process, side-jump, yields the samescalingρH ∝ ρ2

xx as the intrinsic
Karplus-Luttinger mechanism. For a review see Ref. [1].

Unlike the extrinsic contributions, which depend on the details of the impurity poten-
tial, the Karplus-Luttinger anomalous Hall conductivity (AHC) can be evaluated from the
crystal band structure as a Brillouin zone integral [5]:

σa
i j =−e2

h̄

∫

BZ

d3k
(2π)3 ∑

n
fnkΩnk,i j , (1.1)

wherefnk is the Fermi-Dirac distribution function andΩn,i j (k) is the Berry curvature tensor
(defined in section 1.4.1). of each cell-periodic spinor Bloch state|unk〉 First-principles
calculations for Fe, Co, Ni [5, 6, 7], SrRuO3 [8] and Mn5Ge3[9] have consistently found
good agreement with room-temperature experiments, establishing the importance of the
intrinsic mechanism.

Recent experiments have focused on isolating the different contributions to the AHE
[10, 9, 11]. Skew-scattering can be separated from the othertwo terms by fitting the mea-
sured anomalous Hall resistivity to the form

ρH = aρxx+bρ2
xx, (1.2)

whereb = σa
xy+bSJ. The coefficientsa (skew-scattering) andb (intrinsic plus side-jump)

can be read off a plot ofρH/ρxx versusρxx, whereρxx is varied through doping or temper-
ature changes. Recent experimental work by Tian has improvedon the scaling relationship
(1.2) [11]. Tian varies the diagonal resistivity independently of the temperature and found
the relationshipρH = αρxx0 + βρ2

xx0 +bρ2
xx. Recent theoretical work has more rigorously

related the microscopic scattering mechanisms to the conductivity to different orders in the
scattering lifetime, thus providing a better understanding of the coefficientsa andb in (1.2)
[1, 12].

1.2 The Anomalous Hall Effect

In a magnetic fieldH and magnetizationM the electric fieldE is of a conducting mate-
rial is related to the current densityJ by a generalized Ohm’s law [13]

Ei = ρi j (H,M)Jj . (1.3)

The antisymmetric part ofρ defines theHall resistivity. In a crystal with cubic symmetry,
takingJ = Jxx̂, andB = Bẑ, eq. (1.4) reduces to

Ey = ρHJx, (1.4)
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whereρH is known as theHall resistivity.
The Hall resistivityρH of a ferromagnetic material follows an empirical relationship

[13]
ρH = R0µ0H +R1µ0M (1.5)

in SI units, whereH is the macroscopic magnetic field (in A/m) inside the sample,M is the
sample magnetization (A/m),R0 is theordinary Hall coefficient, andR1 is theextraordinary
Hall coefficient(R0 andR1 in Ω m/T). Using the constitutive relationshipB = µ0(H +M)
(1.5) can be written

ρH = R0B+Rsµ0M (1.6)

whereRs is theanomalous Hall coefficientgiven by

Rs = R1−R0, (1.7)

andB is the magnetic flux density inside the material.
The behavior ofρH asB is increased is shown in figure 1.2. IfB is large (B≫ µ0Ms),

the magnetization approaches the saturation limitµ0Ms, and from (1.6) we find:

ρH = R0B+Rsµ0Ms (B≫ µ0Ms). (1.8)

This equation describes a line of slopeR0 and interceptRsMs, and provides us with a way
to extract the anomalous Hall coefficient from a measurementof ρH in large fields. In the
low B limit (B≪ µ0Ms), using the relative magnetic permeabilityµr , then we may write
µ0M = (1−1/µr)B, so thatρH = [R0 +(1−1/µr)Rs]B . In a ferromagnet,µr is large in
small fields, so that

ρH = (R0 +Rs)B (B≪ µ0Ms). (1.9)

We see that for small fields, we have a line of slopeR0 +Rs.

1.3 Phenomenological description

Before discussing the origins of the anomalous Hall conductivity, we review the phe-
nomenology [14, 15]. Electrical conduction in ferromagnets is described by a magnetization-
dependent conductivity tensor:

Ji = σi j (H,M)E j . (1.10)

We assume that the conductivity tensor componentsσi j can be approximated by a polyno-
mial in Mi

σi j (M) = σ (0)
i j +σ (1)

i jp Mp +σ (2)
i jpqMpMq + . . . , (1.11)

We have ignored the terms inH, since these describe the orientation dependence of the
ordinary Hall conductivity. In 1.4.2, we discuss the justification for using this expansion in
more detail. When we speak ofnth-order anisotropy, we mean that the expansion in (1.11)
overMp has been carried out ton-th order.
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Figure 1.1: The Hall resistivityρH in a ferromagnet is not linear in the magnetic field
strengthB, but also depends on the magnetizationM. For small fields (B≪ µ0Ms), ρH ≈
R0+RsB. In large fields (B≫ µ0Ms) the magnetization saturates andρH ≈Rsµ0Ms+R0B.

Rsµ0Ms

(R0 +Rs)µ0Ms

µ0Ms

ρH

B

(R0 +Rs)B

R0B+Rsµ0Ms

The polynomial expansion inMp implies that theσi jp1...pn are symmetric in all but the
first two indices, so

σi j ...pm...pn... = σi j ...pn...pm.... (1.12)

Eq. (1.12) is the first of three symmetry relations that we useto simplify the form of the
conductivity expansion.

The second symmetry condition on the form of the conductivity is a consequence of
microscopic reversibility, resulting in the Onsager relation

σi j (M) = σ ji (−M). (1.13)

This relationship (1.13) implies that the symmetric and antisymmetric parts ofσi j

σs
i j (M) = 1

2

(

σi j (M)+σ ji (M)
)

= 1
2

(

σ ji (−M)+σi j (−M)
)

= σs
i j (−M) (1.14)

σa
i j (M) = 1

2

(

σi j (M)−σ ji (M)
)

= 1
2

(

σ ji (−M)−σi j (−M)
)

= −σa
i j (−M) (1.15)

are respectively even and odd functions of the magnetization M . Eqs. (1.14) and (1.15)
imply also that the current densityJ is also comprised of both an evenOhmic currentJs

and an oddHall current Ja. The Hall current reads

Ja = E×σa, (1.16)

whereσa
k = (1/2)εi jkσa

i j . Ja is perpendicular toE but not necessarily toM , sinceσa and
M may not be collinear. SinceJ ·E = 0, the antisymmetric Hall current is dissipationless,
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and Joule heating is associated only with the even termsJs. Even in single crystals,σa ‖M
only whenM points along certain high-symmetry directions.

The microscopic contribution to the Hall conductivity is antisymmetric (odd), and the
experiments measuring the Hall coefficientRs all measure the odd part of the voltage by
reversing the magnetic field. We will not discuss the symmetric part of either the resis-
tivity or the conductivity in this dissertation. Unless otherwise stated,ρ or σ refer to the
antisymmetric part.

The third symmetry condition applying to the conductivity arise from the symmetry of
the crystal. The conductivity tensor remains invariant under the action of the crystal’s point
group [16, 17]. The action of the point group onσ is considered in detail in appendix B. If
R is a representation of a point group symmetry onσ , then invariance underR means that

Rσi j (M) = detRσi j (M). (1.17)

The direct inspection method may be used to find an invariant form of the conductiv-
ity polynomial, unless the point group contains a 3-fold rotation axis [17]. This method
provides a practical way to reduce the polynomial expansionto a manageable form. We
have found it necessary to expandσ to fifth order in the magnetization to describe the
conductivity of nickel, requiring us to calculate the symmetries of a seventh order tensor.

1.3.1 Symmetry and Anisotropy

By introducing the direction cosinesαi and unit vectorsei , we expressM in components
Mi = Mαiei. The expansion coefficients may then be writtenai jp1...pn = (1/Mn)σi jp1...pn

and we can separate isolate the angular dependence in (1.11):

σi j (M) = a(0)
i j +a(1)

i jpαp +a(2)
i jpqαpαq + . . . . (1.18)

We call the Hall effect in a materialisotropicif, with α̂ a unit vector in theM direction, the
Hall conductivity has the form

σi j (M) = σεi jkαk. (1.19)

In components, (1.19) reads

a123 = a231 = a312 and (1.20)

ai j ... = 0 otherwise. (1.21)

When the material is isotropic, (1.16) becomesJ = (σ/M)E×M . We defineanisotropyin
the Hall conductivity as any deviation from isotropy. Usingthe symmetry conditions (1.12),
(1.13), and (1.17) for a cubic crystal,a123 = a231 = a312. Therefore, to first order inM, a
cubic crystal is isotropic, but to third order inM, cubic crystals can show an anisotropic Hall
conductivity. In a tetragonal or a hexagonal system, symmetry relations statea231 = a312,
so anisotropy can appear to first order inM in these crystals.
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The anisotropy of the Hall effect may also be expressed in terms of spherical harmonics.
The spherical harmonic form of (1.18) is desirable because we calculate theσi j (M) appear-
ing on the left hand side of (1.18) at constant|M |. Theαi are related byα2

1 +α2
2 +α2

3 = 1,
implying that the polynomials inαi appearing in (1.18) are not linearly independent over
the sphere at constant|M |. This linear dependence implies that thea(n)

i j ... cannot be de-
termined fromσ(M) if |M | is held constant. We need linearly independent polynomials
defined over a sphere|M |= constant to describe the anisotropy inσM .

The spherical harmonicsYm
l span the set ofl -th order polynomials on a sphere. We can

expandσi j (θ ,φ) in terms of theYm
l

σi j (θ ,φ) =
∞

∑
l=0

l

∑
m=−l

am
l Ym

l (θ ,φ), (1.22)

where

am
l =

∫ 2π

0

∫ π

0
Ym

l (θ ,φ)σi j (θ ,φ)∗ sinθ dθ dφ . (1.23)

and θ and φ are the usual spherical coordinates. Withσi j real, these relations may be
written in terms of real spherical harmonicsCm

l andSm
l , defined by

Cm
l (θ ,ψ) =

1√
2
(Y−m

l +(−1)mYm
l ) = (−1)m

√
2 ReYm

l (1.24)

Sm
l (θ ,ψ) =

i√
2
(Y−m

l − (−1)mYm
l ) = (−1)m

√
2 Im Ym

l . (1.25)

Then (1.22) becomes

σi j (θ ,ψ) =
∞

∑
l=0

l

∑
m=0

[Am
l Cm

l (θ ,ψ)+Bm
l Sm

l (θ ,ψ)] , (1.26)

where the coefficientsAm
l andBm

l are related to theam
l by

a0
l =

√
2A0

l (1.27)

am
l =

(−1)m
√

2
[Am

l − iBm
l ] (1.28)

a−m
l =

1√
2

[Am
l + iBm

l ] , (1.29)

and the coefficientsAm
l andBm

l are real sinceσi j (θ ,φ) is real.
The Cm

l and Sm
l retain the orthonormality of theYm

l . Orthogonality is a convenient
property for the discussion of the coefficientsAm

l , as it eliminates the covariance between
terms of different orders inl . This orthogonality guarantees that a least squares values
of the coefficientsAm

l at one order ofl remain constant as we increase the order of the
expansion [18].
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The coefficientsAm
l of (1.22) feature prominently in the subsequent discussionof the

anisotropy in the Hall conductivity. Since theBm
l can be expressed in terms of theAm

l for
the systems studied here, there is little to gain by considering them separately. In this work,
we find the parametersAm

l using a least squares fit ofσi j (θ ,φ) over a suitably defined grid
overθ andφ . The details are given in the subsequent chapters.

TheAm
l , like their Cartesian counterparts thea(n)

i j ... are related by the symmetry condi-

tions (1.12), (1.13), and (1.17). The relations between theAm
l and thea(n)

i j ... can be derived
by first constructing a polynomial expansion in Cartesian coordinates with the expected
symmetries, and then transforming this polynomial into spherical harmonics using (1.23).
These relationships are described in detail in appendix B. Wehave derived expressions for
σi j (θ ,φ) up to fifth order (l = 5) in α to describe the conductivity of cubic systems.

As an example, consider an isotropic system. From (1.20), theσi j in an isotropic system
are given by

σ23 = a123α1 (1.30)

σ31 = a123α2 (1.31)

σ12 = a123α3. (1.32)

From the definitions of the real spherical harmonics, we haveC1
1 =

√

3/(4π)α1, S1
1 =

√

3/(4π)α2, andC0
1 =

√

3/(2π)α3. Substituting the isotropy expression (1.20) in terms
of Am

l , we find

σ23 = A1
1C

1
1(θ ,φ) (1.33)

σ31 = B1
1S1

1(θ ,φ) (1.34)

σ12 = C0
1C0

1(θ ,φ), (1.35)

with

A1
1 = B1

1 =

√

4
3π

a123 (1.36)

A0
1 =

√

2
3π

a123 = (
√

2/2)A0
1. (1.37)

In hcp crystals, the orientation dependence is given to third order by the expansion by
(see Appendix B)

σ23 = A1
1C

1
1(θ ,φ)+A1

3C
1
3(θ ,φ) (1.38)

σ31 = A1
1S1

1(θ ,φ)+A1
3S1

3(θ ,φ) (1.39)

σ12 = A1
1C

0
1(θ ,φ)+A0

3C
0
3(θ ,φ), (1.40)

whereClm(θ ,φ) andSlm(θ ,φ) are real spherical harmonics. Becauseσ12 is independent of
φ , while σ23 andσ31 have respectively cosine and sine dependences,σa andM share the
same azimuthal angle, and their polar-angle mismatch is independent ofφ .
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1.3.2 Experimental Geometry of the Anomalous Hall Effect

When discussing the isotropic Hall effect, it is conventional to use coordinates where
the coordinate axes are placed along orthogonal directionsdefined by the primary current,
the direction of voltage measurement, and the magnetic field. For the anisotropic Hall
effect, we can choose only two of these three directions to lie on the coordinate axes. We
define thex-axis as the primary current direction. In experiments where the Hall voltage
is fixed, and measured independently of the magnetic field, itis convenient to define they-
axis as the direction along which the voltage is measured. Inexperiments where the voltage
measurement is rotated with the magnetic field, it is convenient to define they′-axis as the
normal to thex-axis andB. In our ab initio calculations, the magnetic field direction is
varied directly, so the second convention is also useful theoretically.

The Hall effect, being described by an antisymmetric tensor, may also be expressed
by a Hall resistivity (pseudo)-vectorA, defined byρi j = εi jkAk. This vectorA is used by
several authors to discuss anisotropy [19, 15]. This vectorA describes the Hall resistivity
by

E = J×A. (1.41)

In this section, we relateA the usual Hall resistivityρH , in both coordinate systems.
We introduce a laboratory coordinate system, as shown in figure 1.2. The primary

currentJ is fixed in thex-direction, the Hall voltage is measured in they-direction, and
the z-direction is perpendicular to bothx andy. From (1.41), the induced electric field
always lies in theyz-plane, perpendicular toJ, even if the material is anisotropic. The Hall
resistivityρH , defined by

ρH = (1/J)E · ŷ = (1/J)J×A · ŷ =−ẑ·A, (1.42)

measures only part of the total Hall fieldE, sinceE may have a component alongẑ.
In the alternativey′z′ system, we choosey′ andz′ as shown in figure 1.3. In thisy′z′

system,ŷ′ = (B× x̂)/B is a unit vector in theyz-plane, and̂z′ = x̂× ŷ′ completes the triad.
The unit vectorẑ′ is the projection ofB perpendicular to the currentJ = Jx̂, soẑ′ lies along
Byŷ+Bzẑ. We may then writeB = Bz′ ẑ′+Bxx̂. ExpressingE in terms ofŷ′ andẑ′, we have:

E = JxAz′ ŷ′+JxAy′ ẑ′. (1.43)

The Hall fieldE remains in they′z′-plane, orthogonal toJ.
When the Hall resistivity is isotropic,A is parallel toB for all directions ofB, or

E = ρHJ×B. In the primed coordinates,E = ρHJxBρ ŷ′, so thatEx = Ez′ = 0. The induced
Hall field E lies entirely alongŷ′, andEy′ = RHBz′J. In terms ofA, we see that, for an
isotropic material

Az′ = RHBz′ (1.44)

Ay′ = 0. (1.45)
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Figure 1.2: Laboratory coordinate system for anisotropy measurements. Thex-direction is
defined to be the direction of the primary currentJ. The direction of voltage measurement,
perpendicular toJ, defines they-direction. A third direction̂z = x̂× ŷ completes the triad.

E

A

J

B

z

y

x

Anisotropy in the resistivity has two chief consequences. First, a second component of
the Hall resistivityAy′ appears, perpendicular both toJ and to the usual Hall fieldJ×B.
Second,Az′ can depend on each component ofB. If we measured the Hall voltage along
y′ in figure 1.3, the Hall resistivity could change in magnitudeas a function ofB. With
this observation, we see that we can quantify the anisotropyof the Hall effect usingAz′ and
Ay′ . The deviation ofAy′ from 0, and the deviation ofAz′ from its average are independent
measures of the Hall effect anisotropy.

In general,E in an anisotropic material has components that are both perpendicular
(along ŷ′) and parallel (alonĝz′) to the magnetic field. The componentEy′ is no longer
independent of the direction ofB, but can change asB is rotated. The componentEz′ is no
longer zero, and implies the existence of a nonzero voltage measured along the direction
normal toJ and alongB.

1.3.3 The Intrinsic Conductivity and the Hall Coefficient

To compare our calculations of the Hall conductivityσ to the Hall coefficientRs, we
must invert the conductivity tensor, find the correspondingantisymmetric components of
the resistivity tensorρi j (M), and calculate the resulting Hall fieldE in the laboratory coor-
dinate system. We use the following expression for the conductivity, where the subscripts
refer to the crystal coordinate system.

σ(M) =





1/ρ11 σ12(M) −σ31(M)
−σ12(M) 1/ρ22 σ23(M)
σ31(M) −σ23(M) 1/ρ33



 (1.46)

No attempt has been made to compensate for other magnetoresistive effects in the estimates
of Rs. Published experimental values have been used for the diagonal resistivityρii and for
the saturation magnetizationMs, since these quantities are difficult to evaluate from first
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Figure 1.3: Alternativey′z′-coordinates constructed by placing thez-axis along the mag-
netic fieldB. These coordinates are convenient theoretically, since the direction ofB is
known. The dotted components shown below vanish if the Hall effect is isotropic.

B

A

E

z’
’y

principles. In the chapters that follow, we present first thedirect calculations ofσ , and
convert toRs when comparing with measurements. For an example, see table3.4.

The symmetry relationships discussed above for the conductivity σ also apply to the
Hall resistivityρH . The permutation symmetry (1.12), Onsager relations (1.13), and point
group symmetry (1.17) have exactly the same form ifσ is replaced withρ, and therefore
the tensors obey the same relationships. For example, the resistivity tensor may be broken
into a symmetric and antisymmetric parts, and by analagy with (1.20) we can define an
isotropic Hall resistivityρi j (M) = εi jkρHαk, in analogy with (1.19).

1.4 Microscopic Contributions to the Anomalous Hall Ef-
fect

There are three main contributions to the anomalous Hall conductivity in ferromagnets.
Karplus and Luttinger showed the existence of a scattering-independentintrinsic mecha-
nism. Later, Smit found a second mechanism for the anomalous Hallconductivity, theskew
scattering mechanism, caused by scattering in the presence of spin-orbit coupling. In 1970,
Berger found an additional contribution to the anomalous Hall conductivity, theside-jump
mechanism, arising from the displacement of the center of a wave packet[20]. Smit argued
that the intrinsic contribution vanishes, and controversycontinued as to which mechanism
caused the anomalous Hall effect [21, 22].

The intrinsic and side-jump mechanisms each predict a conductivity that is independent
of the impurity concentration. Consequently, for both mechanisms,Rs ∝ ρ2, whereρ is the
diagonal resistivity. On the other hand, the skew scattering mechanism predicts thatRs ∝ ρ.
Early experiments tried to distinguish these mechanisms byvarying the diagonal resistivity,
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either with temperature or with impurity concentration, todetermine the exponent in the
relationRs = aρb. Early log-log plots ofRs versusρ show that the dependenceRs ∝ ρ1.94

for Fe andRs ∝ ρ1.42 for Ni [4]. These findings show that the intrinsic and side-jump
mechanisms dominate for iron, but that in nickel the skew scattering mechanism is also
important.

Rs = askewρxx+(σside− jump+σintrinsic)ρ2
xx (1.47)

When the sample is highly conductive,ρ is small, and the skew scattering dominates the
anomalous Hall effect. At higher temperatures, whenρ is large, it is the side-jump and in-
trinsic scattering terms that dominate. This is seen clearly in nickel. Volkenshtein measured
the anomalous Hall conductivity forT < 100 K, and found thatRs ∝ ρ at these tempera-
tures, but measurements ofRs in nickel atT > 300 K show thatRS∝ ρ2 for sufficiently high
temperatures [23, 24]. The impurity (side-jump and skew scattering) terms are difficult to
calculate, but the intrinsic conductivity can be calculated from first principles.

1.4.1 Origin of the Intrinsic Hall Conductivity

The ordinary Hall coefficient can be understood from the equations of motion for a
Bloch electron in a solid [25]:

h̄k̇ = −eE(r)−eṙ ×B(r) (1.48)

h̄ṙ =
∂En(k)

∂k
. (1.49)

Strictly speaking, (1.49) is valid only in crystals with both time-reversal and inversion
symmetry. The full form of (1.49) contains an additional term [26, 27], so that the complete
semiclassical equations of motion for a Bloch electron are

h̄k̇ = −eE(r)−eṙ ×B(r) (1.50)

h̄ṙ =
∂En(k)

∂k
− h̄k̇×bn(k), (1.51)

where
bn(k) = ∇×〈unk |i∇|unk〉 (1.52)

and the|unk〉 are the periodic parts of the wave functions

|ψnk〉= eik·r |unk〉. (1.53)

The quantitybn(k) is a vector identified with the antisymmetric part of the curvature tensor
Ωn,i j (k), where thep-th component is given bybn,p(k) = εpqrΩqr(k).

The group velocitẏr gains a contribution from the term−h̄k̇×bn(k). This contribution
is known as theanomalous velocityfrom its relationship to the anomalous Hall effect.
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Whenbn = 0, eqs. (1.50) and (1.51) reduce to their usual forms (1.48) and (1.49). The
similarity between the anomalous velocity term̄hk̇×bn(k) appearing in (1.50) and the
Lorentz termeṙ ×B(r) appearing in (1.51) has motivated many authors to describebn as
a magnetic field acting ink-space. The anomalous Hall effect follows as a direct result
of adding the anomalous velocity to the semiclassical Boltzmann theory of transport in a
metal. The off-diagonal components of the conductivity tensor include a contribution from
the anomalous velocity given by

σpq =−e2

h̄

∫

BZ

d3k
(2π)3 ∑

n
fnkεpqrbn,r(k). (1.54)

The expression (1.54), or equivalently (1.1) was first derived by Karplus and Luttinger [4].
For this reason, it is called the Karplus-Luttinger expression. Since (1.54) depends only on
the band structure of the material, and not the impurity concentration, it is known as the
intrinsic conductivity.

The symmetry of the crystal determines whetherbn(k) contributes to the anomalous
Hall conductivity [27]. In crystals with time-reversal symmetry, (1.51) implies thatbn(−k)=
−bn(k). With bn(k) odd in k, and fn(k) even ink, the Brillouin zone integral in (1.1)
vanishes. Therefore, if the Hamiltonian of the system is time-reversal invariant, the to-
tal intrinsic anomalous Hall conductivity vanishes. In a system with inversion symmetry,
(1.51) implies thatbn(k) = bn(−k). Therefore, when the Hamiltonian is invariant under
both time-reversal and inversion symmetry,bn(k) = 0 everywhere in the Brillouin zone.

The anomalous velocity term is related to the Berry curvatureof the bands. Defining
the Berry connection

an(k) = i〈unk |∇k |unk〉, (1.55)

then the Berry curvature is given by

bn(k) = ∇k×an(k). (1.56)

From perturbation theory, these definitions can be expressed as a sum over all bands:

an,p(k) = i ∑
m6=n

vnm,p(k)

Em(k)−En(k)
, (1.57)

and

bm,p(k) =−2h̄2 Im ∑
m6=n

εpqrvnm,q(k)vmn,r(k)

[Em(k)−En(k)]2
, (1.58)

wherevmn,i(k) = 〈umk |vi(k)|unk〉.

1.4.2 Phenomenological Description of the Karplus-Luttinger Contri-
bution

The expansion (1.11) is usually justified by assuming a validTaylor expansion ofσi j

in M, but it is not clear that the Karplus-Luttinger formula (1.1) admits such an expansion.
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The Fermi-Dirac function is discontinuous at the Fermi energy, and the Berry curvature is
singular at points of degeneracy in the Brillouin zone. We have little reason to expect that
the conductivity is even a continuous function of the magnetization, let alone sufficiently
differentiable to admit a Taylor expansion that converges quickly over allM.

Although it’s tempting to dismiss these issues as formalities, we should remain aware of
them in light of the following findings: First, singularities in the Berry curvature comprise
about half of the total intrinsic Hall conductivity in the 3d metals [7]. Second, previous
calculations ofσ in SrRuO3 found thatσ is varies erratically as a function of the Fermi
level [8]. Finally, it has been argued that in some materialsthe Fermi surface changes
topology under rotations of the magnetization [28]. Given the large variation ofΩnk seen
previously in the vicinity of the Fermi level, we must be somewhat cautious in assuming
smooth variation ofσ asM rotates [6].

We can appeal to the Stone-Weierstrass theorem to show that such an expansion exists
over an intervals whereσ is a continuous function inM. Standard theorems from Fourier
analysis show that, ifσ is square integrable over the sphere, then the spherical harmonic
expansion converges toσ , so we don’t need to rely on the use of Taylor’s theorem to
justify the expansion. The calculations ofσ in subsequent chapters make it evident that the
polynomial expansion is valid to within numerical limits.

1.5 First-Principles Calculations of the Intrinsic Anoma-
lous Hall Conductivity

1.5.1 Density Functional Theory

The electronic structure of a material, neglecting nuclearmotions, is described by the
Hamiltonian [29].

ĥ(r) = T +Vion+VCoulumb=
−h̄2

2m

N

∑
i=1

∇2
i −e2

Na

∑
j=1

N

∑
i=1

Z j

|Rj − r i|
+

e2

2

N

∑
i=1, j 6=i

1
|r i− r j |

. (1.59)

Eq. (1.59) is not solved directly, but further refined by a series of approximations. The
Hohenberg-Kohn theorem shows that the ground state solution to (1.59) is a functional of
the electron density. The Kohn-Sham formalism enables us toconstruct a single-particle
Hamiltonian with the same charge density as the interactingsystem, at the expense of intro-
ducing an unknownexchange-correlationpotential, which must be approximated. Finally,
the ionic Coulomb potential is replaced by a pseudopotentialto provide both faster conver-
gence of the valence electron wave functions and to introduce spin-orbit coupling.

The basic variable in the fully relativistic Kohn-Sham formulation is the density matrix:

ρ(r ,σ ,σ ′) = ∑
i

fiψ∗i (r ,σ)ψi(r ,σ ′), (1.60)
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σ is a spin index, theψi(r ,σ) are the two components of a single-particle spinor wave
functions, andfi is the occupancy of the stateψ. The charge density is then given by:

n(r) = ∑
i,σ

fiψ∗i (r ,σ)ψi(r ,σ). (1.61)

Eq. (1.60) is usually written in terms of the particle density n(r) and the magnetization
densitym(r)

ρ(r ,σ ,σ ′) =
1
2

[n(r)I +m(r) ·S] (1.62)

where the operatorS= σxx̂+σyŷ+σzẑ and theσi are the 2×2 Pauli spin matrices.
The functionsψi satisfy

(

− h̄2

2m
∇2 +∑

σ ′
Vsc f(r ,σ ,σ ′)

)

ψi(r ,σ) = Eiψi(r ,σ) (1.63)

whereVsc f(r ,σ ,σ ′) is theself-consistent potential. We can expressVsc f(r ,σ ,σ ′) as

Vsc f(r ,σ ,σ ′) = Vext(r)+e2
∫

n(r ′)
|r − r ′|dr ′+Vxc(r)−µBm(r) ·Bxc(r). (1.64)

The first term on the right-hand side of (1.64) is theexternal potential, which in our calcu-
lations is the pseudopotential from the ionic core. The second term is known as theHartree
potential. The last two terms are given by

Bxc(r) =−∇mExc (1.65)

Vxc(r) =
∂Exc

∂n
, (1.66)

whereExc is the exchange-correlation functional (discussed in 1.5.2). Both the Hartree
potential and the exchange-correlation potential are functionals of the charge densityn(r),
so (1.63) and (1.60) are a pair of nonlinear equations that must be solved both for the wave
functionsψi and the charge densityn(r).

The solution of these equations is usually accomplished viaa self-consistencyproce-
dure. First, a trial densityn(r) is constructed, and aVsc f is calculated from the trial density.
Next, (1.63) is solved for the wave functionsψi. Once a set ofψi have been found a new
trial density is constructed from (1.62), and the procedurerepeats until a chosen termina-
tion criteria is reached. The final self-consistent charge densityn(r) may then be saved and
used as an input to calculate other electronic properties.

1.5.2 The Local Spin Density and Generalized Gradient Approxima-
tions

The exchange-correlation functionalExc accounts for much of the electron-electron in-
teraction of the material. Although the exact exchange-correlation functional, i.e. one that
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reproduces the ground state density of the exact many-body Hamiltonian (1.59), can be
shown to exist, the exact functional is unknown, and we must resort to the use of an approx-
imation. Many approximate exchange-correlation potentials exist. The local spin density
approximation and the generalized gradient approximationare among the most commonly
used approximations. We have chosen to use the Perdew-Burke-Ernzerhof (PBE) parame-
terization of the generalized gradient approximation for the calculations of the anomalous
Hall conductivity.

1.5.3 Plane Wave Pseudopotential Method

In this section we describe the plane wave expansion of the Kohn-Sham equations and
describe the approximation of the external potential due tothe ionic cores by an equivalent
pseudopotential.

Although it would seem that the correct Hamiltonian for a relativistic calculation of the
band structure is the Dirac equation, Kleinman [30] showed that the relativistic effects can
be modelled with the use of a relativistic pseudopotential and a non-relativistic Hamilto-
nian. One can solve the Dirac equation for a spherical potential, and from this solution
construct an approximate pseudopotential for use in a non-relativistic Hamiltonian of the
form (1.63). This method is accurate to orderα2 in the fine-structure constant. Defining
the spin-averaged and spin-orbit parts of the pseudopotential

Vso
l (r) =

2
2l +1

[

V ion
l+1/2(r)−V ion

l−1/2(r)
]

, (1.67)

and

V
avg
l (r) =

1
2

[

V ion
l+1/2(r)+V ion

l−1/2(r)
]

(1.68)

the ionic pseudopotential is written

V ion
ps (r) = ∑

l

|l〉
[

Vso
l (r)L ·S+V

avg
l (r)+(1/4)Vso

l (r)
]

〈l | (1.69)

Translational symmetry of the electronic wave functions ina solid implies that they
satisfy Bloch’s theorem

ψnk = exp(ik · r)unk(r) (1.70)

whereunk(r) is periodic in r , andk is a vector, andn is an index identifying then-th
eigenfunction. The density matrix may then be written as

ρ(r ,σ ,σ ′) = ∑
nk

fnkψ∗nk(r ,σ)ψnk((r),σ ′), (1.71)

The spinor wave functions above are expanded in terms of plane waves,

ψnk(r) = exp(ik · r)∑
G

(

a(k +G)exp(iG · r)
b(k +G)exp(iG · r)

)

(1.72)

whereG is a vector in the reciprocal lattice



17

1.5.4 Wannier Functions

The success of our attempt to calculate the anomalous Hall conductivity from first prin-
ciples depends on our ability to calculate thek-derivatives in (1.55) and our ability to
perform the integration over the Brillouin zone in (1.1). Although thek-derivatives can be
evaluated using a sum over all states in (1.58), the computational cost of this scheme makes
it prohibitive for studying all but the simplest systems. While Yao used this approach in an
early calculation of the Hall conductivity, a more efficientscheme was introduced by Wang
et al. in 2006. In their scheme, the Wannier representation is employed as an intermediate
representation to calculate the terms appearing in (1.1). We have employed this scheme in
our calculations of the anomalous Hall conductivity. We describe the scheme in detail in
this section.

Conventionally, the Wannier functionsφn(r) are defined by

φn(r −R) =
1
Ω

∫

d3k exp(−ik ·R)ψnk , (1.73)

whereψnk is the n-th eigenfunction of the Hamiltonian [31]. This definition does not
specify a uniqueφn for a given Hamiltonian. The phases of theψnk are not defined, and
the band indexn is not well defined at points of degeneracy in the Brillouin zone. We
can combine these two statements by saying that the Wannier functions fail to be gauge
invariant under ak-dependent unitary transformation

ψ ′nk(r) = ∑
m

Umn(k)ψmk . (1.74)

This gauge dependence makes the numerical construction of Wannier functions difficult,
since a numerical formulation depends on the rapid convergence of the inverse transform

ψnk = ∑
R

φn(r −R)exp(ik ·R), (1.75)

which requires theφn to converge rapidly withR, so that the sum overR can be truncated
without introducing appreciable error. In other words, we require a gauge condition that
localizesφn(r).

Marzari and Vanderbilt described such a localization condition for a group of bands
separated by a band gap (e.g. the valence bands of an insulator), and termed the resulting
Wannier functionsmaximally localizedWannier functions. Souza et al. later removed
the gap condition and provided a practical scheme for calculating the (partially-occupied)
Wannier functions in a metal, by generalizing the definition(1.73) so that theψnk are no
longer eigenfunctions of the crystal Hamiltonian, but basis functions spanning a subspace
of the eigenfunctions. Theseunk are a basis chosen to span the eigenstates lying within
an energy windowEmin < En < Emax. The basis states defining the Wannier functions are
writtenuW

nk , and the Hamiltonian eigenstates asuH
nk .
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1.5.5 Wannier Interpolation

TheuW
nk span a subspace of theuH

nk . This property allows us to use theuW
nk as a basis set

with which to interpolate operators over this subspace (forexample, by interpolating the
Hamiltonian, we can interpolate the energy bands of the crystal). The two basis sets are
related a unitary transformation

uW
nk = ∑

m
Umn(k)uH

mk , (1.76)

where theU(k) are determined by the localization condition. The matrix elements of an
operatorÔ in this basis are then

O(W)(k) = U(k)O(H)(k)U†(k) (1.77)

where the matricesO(k) are defined by the matrix elements

Omn(k) = 〈umk |Ô(k)|unk〉. (1.78)

Now we define

O(W)(R) =
1
N ∑

k
exp(−ik ·R)O(W)(k). (1.79)

The sum in (1.79) is a discrete Fourier transform, where the integration is taken over the
Brillouin zone, in analogy with the continuous transform in (1.73). The localization in the
construction of theunk ensures that the sum converges to the integral. Once we calculate
O(W)(R), we can then calculate

O(W)(k′) = ∑
R

exp(ik ·R)O(W)(R). (1.80)

wherek′ is an arbitrary point in the Brillouin zone. The advantage of using (1.80) to
evaluate an operator is that theO(W)(R) need only be calculated once, and then (1.80)
may be used to evaluateO(W)(k′) at an arbitraryk-point. The Hamiltonian in the smooth
basisH(W) is no longer diagonal, since these smooth basis functions are not required to
be eigenfunctions of̂H. To construct eigenfunctions of the Hamiltonian in the smooth
basis, it is necessary to find matricesU(k) which diagonalizeH(W) at each pointk′ by a
transformation

H(H)(k′) = U†(k′)H(W)(k′)U(k′) (1.81)

whereH(H) is a diagonal matrix. The final steps in evaluating the interband matrix elements
of an operator are to calculateO(W)(k′) in (1.80), and then transform the operator into the
basis diagonalizingH, using the matricesU(k′) in (1.82):

O(H)(k′) = U†(k′)O(W)(k′)U(k′). (1.82)
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This procedure is calledWannier interpolation, since by (1.79), theO(W)(R) are the matrix
elements of Wannier functions constructed from smooth Blochfunctions.

The final steps of the Wannier interpolation procedure must be modified for the Berry
connectionan(k), since the derivative on the right-hand side of (1.55), operates directly on
the basis functions. The necessary modifications are described in detail in ref. [6]. Such a
quantity no longer obeys the relationship (1.82), but instead contains an additonal term

a(H)(k) = U†(k)a(W)(k)U(k)+ iU †(k)(∇kU(k)) . (1.83)

The same considerations apply to the Berry curvatureΩmn,pq(k), resulting in the transfor-
mation law

Ωpq(k)= ∂p

(

U†(k)a(W)
q (k)U(k)

)

−∂q

(

U†(k)a(W)
p (k)U(k)

)

− i[U†(k)∂pU(k),U†(k)∂qU(k)].

(1.84)
The Wannier interpolation procedure is implemented as follows. First, we use a cal-

culate a self-consistent Hamiltonian, using a full plane wave basis set. Second, we use
this self-consistent Hamiltonian to calculate the Bloch functionsunk on a coarse grid over
k-space. We then construct Wannier functions from theunk , using the localization crite-
ria to ensure that the matricesO(W)(R) decay quickly withR. Finally, we use (1.80) to
recalculate the band structure on a dense grid on the Brillouin zone. The advantage of us-
ing the interpolation procedure (from a small set of Bloch states), as opposed to directly
calculating the eigenfunctions of the self-consistent Hamiltonian at eachk is speed. The
sum in (1.80) can be evaluated almost 1000 times faster than the iterative diagonalization
of the self-consistent Hamiltonian can be performed for each k. The dense Brillouin zone
integrations needed to integrate the Berry curvature in (1.1) make Wannier interpolation
the only feasible method for accurate studies of the intrinsic anomalous Hall conductivity.
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Chapter 2

Cobalt

Parts of this chapter have been published in ref. [32].

In this chapter, we present a detailed first-principles study of the orientation dependence
of the intrinsic AHE in Co. Anisotropy in the AHE has been measured in single crystals of
the ferromagnetic elements (hcp Co [24], hcp Gd [33], fcc Ni [19], and bcc Fe [34]), and
more recently in ferromagnetic compounds [35, 36, 37]. On the theoretical side there has
been little progress beyond the basic phenomenological description. To our knowledge, the
only attempt at a microscopic model has been the tight-binding study of Ref. [35]. Because
the AHC is very sensitive to fine details in the band structure[5, 8, 6], a quantitativeab
initio theory of anisotropy is highly desirable. It is also not obvious that the phenomeno-
logical description of magnetocrystalline anisotropy [14, 15] applies to the AHC given by
Eq. (1.1). The Berry curvature undergoes strong and rapid variations ink-space, with sharp
peaks and valleys from avoided crossings near the Fermi level [5, 8, 6]. It has been ar-
gued that such behavior cannot be described perturbatively[5], and that it often gives rise
to a complex or even irregular behavior of the AHC as a function of exchange splitting
and Fermi level position [8]. This raises the possibility that the orientation dependence of
σa

i j may also not be smooth. We find instead that in hcp Co it is strongbut remarkably
smooth, and can be described by a phenomenological power-series expansion. The calcu-
lated anisotropy accounts for the experimental observations in both single crystals (angular
dependence) and polycrystalline films (angular average).

2.1 The Hall conductivity in hcp crystals

In this section we first present the phenomenological expansion of the anomalous Hall
conductivityσa of an hcp ferromagnet to third order in powers of the magnetizationM , and
for fixed magnitude ofM we re-express it in terms ofl = 1 andl = 3 spherical harmonics.
The orientation dependence ofσa(M) can be described phenomenologically by expanding
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in powers of the direction cosines{αi} of M [14, 15]:

σa
i j (m̂) = ai jpαp +ai jpqrαpαqαr + . . . (2.1)

Here m̂ = αxx̂ + αyŷ + αzẑ is the unit vector along the spin magnetizationM , and it is
assumed that the magnitude ofM is independent of orientation, as is the case for hcp Co to
a very good approximation. Crystal symmetry and other considerations reduce the number
of independent coefficients in Eq. (2.1). They are tabulatedfor the hcp structure to third
order in Ref. [14]:

σa
1 = a231α1 +a23111(α3

1 +α1α2
2)+a31233α1α2

3 (2.2)

σa
2 = a231α2 +a23111(α3

2 +α2α2
1)+a31233α2α2

3 (2.3)

σa
3 = a123α3 +a12113(α3α2

1 +α3α2
2)+a12333α3

3. (2.4)

The uniaxial nature of the hcp structure impliesa231 6= a123, producing a misalignement
betweenσa andM to first order in the expansion.

There are six coefficients in Eq. (2.2), the number needed to describeσa to third order
as a function of the orientationand magnitude ofM . For fixed magnitude, the angular
dependence requires only four independent parameters, which are conveniently chosen as
the coefficients of an expansion in orthonormal real spherical harmonics defined in (1.24),
resulting in

σa
1 = A1

1C
1
1(θ ,φ)+A1

3C
1
3(θ ,φ) (2.5)

σa
2 = A1

1S1
1(θ ,φ)+A1

3S1
3(θ ,φ) (2.6)

σa
3 = A0

1C
0
1(θ ,φ)+A0

3C
0
3(θ ,φ). (2.7)

Using the conventions of appendix B to define the real spherical harmonics, the coefficients
are given by

A0
1 =

2
5

√

π
3
(5a123+2a12113+3a12333) (2.8)

A1
1 =−2

5

√

π
3
(5a231+a31233+4a23111) (2.9)

A0
3 =−4

5

√

π
7
(a12113−a12333) (2.10)

A1
3 =−4

5

√

2π
21

(a31233−a23111). (2.11)

The four coefficientsA0
1, A1

1, A0
3, and A1

3 were obtained from a least-squares fitting
to the first-principles calculations atT = 0. The rather good fit and, more generally, the
smooth orientation dependence of the calculated intrinsicAHC seen in Fig. 2.1 should be
contrasted with the oscillatory behavior found when scanning the chemical potential [8].
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The comparatively less dramatic angular dependence can perhaps be rationalized by noting
that the zero-spin-orbit limit is the same regardless of themagnetization direction (e.g.,
same crossings between Fermi surface sheets).

To characterize the anisotropy we writeσa as

σa = σmm̂+σθ θ̂ +σφ φ̂ , (2.12)

whereθ andφ are respectively the polar and azimuthal angles ofM = Mm̂. In macroscop-
ically isotropic systems such as polycrystalsσa ‖M , i.e.,σθ = σφ = 0.

2.2 Resistivity and Conductivity in hcp crystals

The comparison between the calculated Hall conductivitiesand the measured Hall re-
sistivities requires inverting the resistivity tensor. For θ = 0 andθ = π/2 the vectorsσa

andM are parallel. It then suffices to consider the components ofρ andσ in the orthogonal
plane. The 2×2 in-plane resistivity matrix reads

ρ =

(

ρ11 ρ12

−ρ12 ρ22

)

, (2.13)

with inverse

σ = ρ−1 =
1

ρ11ρ22+ρ2
12

(

ρ22 −ρ12

ρ12 ρ11

)

. (2.14)

Forθ = 0 this yields the familiar relation between the Hall conductivity σa
z = σxy, the Hall

resistivityρa = ρyx, and the longitudinal resistivityρxx:

σa
z =− ρxy

ρxxρyy+ρ2
xy

=
ρyx

ρ2
xx+ρ2

xy
≃ ρa(θ = 0)

ρ2
xx

, (2.15)

where we usedρxx = ρyy andρa≪ ρxx. Forθ = π/2 the in-plane resistivity is anisotropic
(ρyy 6= ρzz) and thus

σa
x ≃

ρa(θ = π/2)

ρyyρzz
=

ρa(θ = π/2)

ρxxρzz
. (2.16)

Dividing Eq. (2.15) by Eq. (2.16) yields the relation

σa(θ = 0)

σa(θ = π/2)
≃ (ρzz/ρxx)

ρa(θ = 0)

ρa(θ = π/2)
. (2.17)

Since the diagonal resistivity is not isotropic,ρzz 6= ρxx, and (2.17) shows that the ratio of
two Hall conductivities does not equal the ratio of the corresponding Hall resistivities, but
has the additional factorρzz/ρxx. In an isotropic crystal,ρzz/ρxx = 1, so the two ratios are
equal. If we use the room-temperature values for hcp Co from Ref. [38], ρzz= 10.280×
10−6Ω cm andρxx = 5.544×10−6Ω cm, then(ρzz/ρxx)≈ 1.85. Therefore, after rotating
θ from theab-plane to thec-axis, the ratio of the Hall conductivities is 1.85 times the ratio
of the corresponding Hall resistivities.
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2.3 Method

We have carried out fully-relativistic band-strucutre calculations for hcp and fcc Co at
the experimental lattice constants of 4.74 and 6.68 bohr respectively, using theQuantum
ESPRESSO code [39]. The pseudopotential was generated using similarparameters as in
Ref. [7]. The plane-wave basis cutoff for the expansion of thevalence wave functions
was set at 140 Ry, and the PBE generalized-gradient approximation[40] was used for the
exchange-correlation functional. The self-consistent ground state was obtained using a
16×16×16 Monkhorst-Pack mesh [41] ofk points and a fictitious Fermi smearing [42]
of 0.02 Ry for the Brillouin-zone integration. The calculation was initialized with the spin
magnetization pointing along a specified direction; when self-consistency was achieved
using a convergence threshold of 10−8 Ry for the total energy, the final cell-averaged mag-
netization was found to be parallel to the initial magnetization. Because of the spin-orbit
interaction, the spin densityσ(r) is not strictly collinear within the crystalline cell. In hcp
Co we find|∫celld

3r σ(r)| = 3.20µB, while
∫

celld
3r |σ(r)| = 3.53µB (both values are in-

dependent of the spin magnetization direction to the given accuracy). Hence it was not
necessary to impose an energy-penalty constraint to fixM during the energy minimization.

For each spin magnetization direction we froze the self-consistent potential and per-
formed a non-self-consistent calculation of the lowest 48 (28 for fcc Co) Bloch eigenstates
and eigenvalues over a 10× 10× 10 uniformk point mesh including theΓ point. From
these, maximally-localized Wannier functions were then calculated using the method of
Refs. [43, 44], as implemented in thewannier90 code [45]. For both fcc and hcp Co we
chose 18 WFs per atom, covering thes, p, andd characters and both spins. During the
disentanglement step used to select the Wannier subspace [44] the upper limit of the “outer
energy window” was set at 41.4 eV above the Fermi level. All states up to 11.4 eV above
the Fermi level were kept in the subspace by setting the “inner energy window” accord-
ingly. The maximally-localized Wannier functions spanning the resulting subspace were
then calculated by minimizing the spread functional [43]. The functional minimization
procedures carried in both steps (subspace selection and localization) were initialized by
projecting onto trial orbitals of the same type as used in Ref.[6] for bcc Fe: threet2g d-like
orbitals and sixsp3d2 hybrids per spin channel and per atom.

The AHC was calculated using (1.1). Thek space integral of the Berry curvature was
carried out using a Wannier-interpolation scheme [6] to sample efficiently the Brillouin
zone over a 125×125×125 uniformk-point mesh (200×200×200 for fcc Co), with a 5×
5×5 adaptively refined mesh around the points where the magnitude of the Berry curvature
exceeded 10̊A2. The magnetic circular dichroism (MCD) spectrum was computed in a
similar manner [46] on the same interpolation mesh used for calculating the AHC.
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Figure 2.1: Evolution of the components of the anomalous Hall conductivity parallel (σm)
and perpendicular (σθ ) to the magnetization [Eq. (2.12)] asM is tilted byθ from thec-axis
towards thea-axis. The solid lines are fits to the first-principles data, as described in the
text. The left and right insets shows respectivelyσm(π/2,φ), andσφ (θ ,0).

2.4 Results

The AHC of hcp Co was calculated for several orientations of the cell-averaged mag-
netization in theac-plane (φ = 0). The tilting angleθ was increased from 0 (M ‖ c-axis)
to π/2 (M ‖ a-axis) in steps ofπ/32, and for each step the vectorσa(θ ,φ) was calcu-
lated. Fig. 2.1 contains the numerical results:σm(θ ,0) and σθ (θ ,0) are shown in the
panels, while the insets contain additional data which confirms the absence of (or very
weak) basal-plane anisotropy. The vectorsσa andM start out parallel, but asM begins to
tilt away from thec-axis σa lags behind (σθ < 0), and they become parallel again upon
reaching the basal plane. The AHC is strongly anisotropic, decreasing in magnitude by
a factor of 481/116≃ 4.1 betweenθ = 0 andθ = π/2. This is in reasonable agreement
with the ratio of 2.93 measured in single crystals at 290 K [24]. While strong, the angular
dependence ofσa is smooth, and can be described by Eqs. (2.5-2.7). A least-squares fitting
to the data yields, in S/cm,A0

1 = 951.5, A1
1 =−204.1, A0

3 = 1.2, andA1
3 = 38.4, producing

the solid-line curves in Fig. 2.1.
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2.5 The Hall Conductivity in Polycrystalline Films

According to the spin-fluctuation model [47, 48], the thermal average〈σa〉T as a func-
tion of the polar and azimuthal anglesθ and φ of 〈m̂〉T is given by Eq. (2.5), with the
coefficientsAm

l therein replaced by

Am
l (T) = Am

l (0)

[

M(T)

M(0)

]l(l+1)/2

. (2.18)

This “l(l +1)/2 power law” model was used to generate the plot in the inset ofFig. 4.
We evaluate atT = 0 the orientational averageσa

poly = 〈σa · m̂〉 of the anomalous Hall
conductivity at T=0 from the data in Fig.2.1, findingσa

poly = 226 S/cm. The value ofσa
poly

can also be obtained from the fitted coefficients in Eq. (2.5).Expressingm̂ in terms ofl = 1
spherical harmonics and invoking the orthonormality condition, one finds

σa
poly =

A0
1−2A1

1

2
√

3π
= 221S/cm, (2.19)

where on the right-hand side we have used the values ofA0
1 and A1

1. The good agree-
ment between the two values confirms the validity of the phenomenological expansion.
Eq. (2.19) is valid to all orders in the spherical-harmonic expansion. If the nonlinear terms
in Eq. (2.2) are small,σa

poly can be estimated from the single-crystal AHC evaluated at
θ = 0 andθ = π/2 only:

σa
poly≃

1
3

σm(0)+
2
3

σm(π/2) = 238S/cm, (2.20)

whereσm(θ) = σa · m̂.
We now turn to the comparison with the measurements on polycrystalline films [10].

The films were magnetized along the growth direction by an applied field; assuming ran-
domly oriented crystallites, each with a bulk-like Hall current densityJa(θ ,φ), the net
Hall current density in the films can be estimated by performing an orientational average:
〈Ja〉= E×〈σa〉. Becauseσa displays azimuthal isotropy, it suffices to average Eq. (2.12)
over θ for fixed φ . The average ofσθ vanishes (see Fig. 2.1), resulting in an isotropic

AHC 〈σa〉 = 〈σm〉m̂ of magnitudeσa
poly =

∫ π/2
0 σm(θ)sinθ dθ = 226 S/cm. This should

be compared with the valueb = 205 S/cm obtained in Ref. [10] by fitting the experimental
data to Eq. (1.2). The experiment does not discriminate between the intrinsic and side-jump
components ofb, but the close agreement with the calculatedσa

poly reinforces the conclu-
sion [10] that the former dominates. Table 2.1 summarizes the comparison between our
calculations and experiments.

2.6 Discussion

The anomalous Hall conductivities of single crystals magnetized along thec and a
axes can be calculated from the experimental resistivities. We take the room-temperature
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Figure 2.2: Upper panel: MCD spectrum for two magnetization directions. Lower panel:
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self-rotation part of the orbital magnetization from the spectrum below̄hω.

Table 2.1: Anomalous Hall conductivity|σa| = σm in S/cm for selected high-symmetry
orientations of the magnetization in hcp and fcc Co. The AHC ofpolycrystalline samples
is calculated as an orientational average (see text).

Co Orientation Calc. Expt.
hcp c-axis 481 683 [24]

ab-plane 116 232 [24]
Polycrystal 226 205 [10], 275 [23]

fcc [001] 249
[110] 218
[111] 234
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anomalous Hall resistivities from Fig. 2 of Ref. [24]:ρa(θ = 0) = 2.5×10−8Ω cm and
ρa(θ = π/2) = 0.853×10−8Ω cm. Since the corresponding longitudinal resistivities are
not given in that work, we use the room-temperature values from Ref. [38],ρzz= 10.280×
10−6Ω cm andρxx = 5.544×10−6Ω cm. Plugging these numbers into (2.16) and 2.17 we
find the values given in Table 2.1,σa

z (θ = 0) ∼ 813 S/cm andσa
x (θ = π/2) ∼ 150 S/cm.

Given the disparate experimental sources used to obtain them, these numbers should be
taken as approximate.

Next we discuss the origin of the strong anisotropy. The AHE of uniaxial crystals is
anisotropic to first order in an expansion in powers of the magnetization (see Appendix B)
while in cubic crystals anisotropy appears only in third-order [19], and is expected to be
much weaker. For example, the AHC of fcc Co changes by less than10% as a function
of the magnetization direction (Table 2.1). Perhaps more surprising is the fact that the
AHE in hcp Co appears to be considerably more anisotropic thanboth the magneto-optical
spectrum [49] and the orbital magnetization [50, 51]. This is intriguing because the three
phenomena are related by linear sum rules [52], and hence anisotropy appears at the same
order.

The sum rules read〈ω−1Imσa〉ω = (π/2)σa(ω = 0) and 〈Imσa〉ω = (πec/h̄)M (I)
SR,

where〈 f 〉ω =
∫ ∞

0 f (ω)dω. σa(ω = 0) is the dc AHC; at finite frequenciesσa acquires
an imaginary part which describes the differential absorption of right and left circularly-
polarized light, or magnetic circular dichroism (MCD). The first sum rule expresses the
AHC in terms of the first inverse moment of the MCD spectrum. Thesecond relatesM (I)

SR,
the “gauge-invariant self-rotation” part of the orbital magnetization [52], to the zero-th
spectral moment.

The absorptive part ofσm(ω) is plotted in the upper panel of Fig. 2.2 forθ = 0,π/2.
The lower panel showsAAH

m (ω) = 2
π
∫ ωmax

ω
1

ω ′ Imσm(ω ′)dω ′. Forωmax→∞ (in practice we
useωmax= 7 eV)AAH

m (0) = σm(ω = 0), so thatAAH
m (ω > 0) is the cumulative contribution

to the AHC from optical transitions aboveω. While for either orientation there are sizeable
contributions to the AHC up toω ∼ 3.5 eV, its orientation dependence is concentrated
below 0.3 eV. At these low frequencies the MCD spectrum changes sign betweenθ = 0
andθ = π/2. This difference gets magnified in the AHC via the inverse-frequency weight
factor, producing the bifurcation below 0.3 eV of the twoAAH

m (ω) curves. All frequencies
are equally weighted in the orbital moment sum rule, which asa result is more isotropic.
This is seen in the inset, where we plotBSR

m (ω) = Vch̄
2πec

∫ ω
0 Imσa

m(ω ′)dω ′, the cumulative
contribution belowω to the gauge-invariant self-rotation per atom.

The origin of the low-frequency anisotropy can be seen in Fig. 2.3. The upper panel
displays the energy bands for the two magnetization directions. RotatingM from thec-axis
to thea-axis in the presence of the SOI turns various band crossingsinto avoided crossings
and vice-versa. When this occurs close to the Fermi level the Berry curvature alongM
can flip sign in the process, while retaining a large magnitude. This is what happens near
the L-point, as seen in the middle and lower panels, where we plot−Ωk · m̂ for the two
orientations (Ωk,k = (1/2)εi jk ∑n fnkΩnk,i j is the total Berry curvature atk). The sensitivity



28

-10

0

10

20

A
n

g
st

ro
m

2

-Ωk,z(0)
-Ωk,z(π/4)/cos(π/4)

-20

0

20

40

A
n

g
st

ro
m

2 -Ωk,x(π/2)
-Ωk,x(π/4)/sin(π/4)

-0.4

-0.2

0

0.2

0.4

E
n

er
g

y 
(e

V
)

θ=0
θ=π/2

Γ M L A H K Γ

EF

Figure 2.3: Upper panel: Energy bands close to the Fermi level for M ‖ c-axis (θ = 0) and
M ‖ a-axis (θ = π/2). Middle and lower panels:k-space Berry curvatureΩk(θ) for θ = 0,
θ = π/2, andθ = π/4. The full height of the resonance peaks near theL-point is of the
order of 103 Å2.
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of the AHC to changes in the electron states nearEF may also be understood from the fact
thatσa can be recast as a Fermi surface integral [7, 53], whereas theorbital magnetization
truly depends on all occupied states.

How can the spiky behavior ofΩk be reconciled with the smooth angular dependence
displayed byσa(θ) in Fig. 2.1? According to the phenomenological expansion (2.5),σa

i ∝
Mi to leading order (i = x,y,z). This will be the case for the AHC given by Eq. (1.1)
provided thatΩk,i ∝ Mi at eachk. This proportionality holds reasonably well even around
strong resonance peaks, judging from the comparison in Fig.2.3 betweenΩk calculated at
θ = π/4 and atθ = 0,π/2.

2.7 Temperature Dependence of the Anomalous Hall Con-
ductivity

We end with a discussion of temperature effects. The AHC hardly changes as the Fermi-
smearing temperature in Eq. (1.1) is varied from 0 K to 300 K (Fig. 2.1). This agrees with
the constancy of the coefficientb of polycrystalline films in the range 78-350 K [10]. The
angular dependence of the AHC can also give rise to a temperature dependence, via long-
wavelength thermal fluctuations in̂m [9]. According to this model, ifσa

i (T = 0) changes
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linearly with Mi upon rotatingM , thenσa(T) = [M(T)/M(0)]σa(T = 0). This model as-
sumes that the magnetization thermally fluctuates about an easy axis. The applicability of
this model to ferromagnetic Co is questionable, since interacting spin waves in ferromag-
nets show correlations, rather than simple thermal fluctuations, but this simple model does
seem to explain the temperature dependence in Mn5Ge3 [9].

Fig. 2.4 shows that in hcp Coσa
z depends linearly onMz, while theσa

x (Mx) curve is
significantly nonlinear (note that|A1

3/A1
1| ≫ |A0

3/A0
1|). As a result, thea-axis AHC should

decrease withT faster thanM(T), producing an increase with temperature of the ratio
σa

z (θ = 0)/σa
x (θ = π/2). An estimate of the magnitude of this effect can be obtained

using the “l(l + 1)/2 power law” [47, 48] for the coefficientsAm
l (T) (see section 2.5 for

details). The result, shown in the inset of Fig. 2.4, is a 17% increase between 0 K andTc.
This is a sufficiently large effect that is should be observable in principle, but in practice it
is preempted by the phase transformation into the fcc structure at 695 K, well belowTc =
1400 K. The AHC of polycrystalline Co has been found to drop at the hcp→fcc transition
temperature from∼ 1320 S/cm to∼ 660 S/cm [54]. These values seem inconsistent with
Table 2.1.

2.8 Conclusions

In summary, we have shown by means of first-principles calculations that the intrinsic
mechanism for the AHE describes quantitatively the observed strong angular dependence
in hcp Co single crystals. The key role of near-degeneracies across the Fermi level was
elucidated, and the AHE of polycrystalline Co films was reproduced by averaging the
single-crystal Hall conductivity over all magnetization directions. Further experimental
and theoretical studies of the orientation dependence of the AHE are needed. For example,
very little is known about the anisotropy of the skew-scattering contribution [37].
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Chapter 3

Iron

In this chapter we discuss the anomalous Hall effect in bcc iron. Yao [5] evaluated the
Karplus-Luttinger expression for the anomalous Hall conductivity of (GGA) iron, with the
magnetization is along[001], and found a conductivity of 751 S/cm, agreeing in sign and
magnitude with measurements performed by Dheer of 1029 S/cm. Since iron is a cubic
material, symmetry considerations show that the anisotropy of the Hall conductivity ap-
pears at 3rd-order in the magnetization, so we expect the anisotropy of bcc iron to be small,
and this has been confirmed by measurements. In refs. [55, 56], the authors were unable to
observe any anisotropy of the anomalous Hall coefficient, though other measurements [34]
found a large anisotropy. Here we present first-principles calculations of the anisotropy,
and compare these calculations with measurements. Our calculations show that the intrin-
sic anomalous Hall conductivity is almost isotropic. The deviation from isotropy is too
small to have been measured by the experiments of refs. [55, 56].

3.1 Method

The anomalous Hall effect calculations for iron were performed using density func-
tional calculations in the Perdew-Burke-Ernzerhof (PBE) parameterization of the gener-
alized gradient approximation (GGA) [40]. A relativistic norm-conserving pseudopoten-
tial was used to model the ionic core of the iron atom. Self-consistent calculations were
run usingQuantum ESPRESSO [39] version 4.0.5 with an energy cutoff of 160 Ry over a
16× 16× 16 k-point grid. The calculation was performed in the primitive bcc unit cell
using the experimental lattice constant of 5.42 a0. The magnetization is varied by setting
the initial direction of the magnetization for each run, andallowing the system to relax.
The magnetization direction at the end of the self-consistent calculation differs from that
of the starting magnetization by less than a degree. A separate self-consistent calculation
is required for each orientation of the magnetization.

An 8× 8×8 k-point grid was used to generate the Wannier functions. A new set of
Wannier functions is required for each orientation of the magnetization. The number of
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Wannier functions (18) was chosen to match the expected number of atomic wave functions
for j = 5/2, i.e. 2s-orbitals, 6p-orbitals, and 10d-orbitals. The 18 Wannier functions were
extracted from a set of 28 bands. The outer window for the disentanglement procedure
used is 70 eV, so that disentanglement was performed over allthe input bands, rather than
a subset. The anomalous Hall effect integrations are performed on a 128×128×128 grid,
which is further refined over a 7×7×7 grid if the Berry curvature exceeds 100Å2.

The parameters describing the anisotropy were calculated with a multiple linear regres-
sion fit to the non-vanishing terms of the spherical harmonicexpansion of the conductivity
for cubic crystals (crystal classOh). To third-order in the magnetization, the antisymmetric
Hall conductivity cubic material is given by the following tensor:

σ23 = A1
1C

1
1(θ ,φ)+A1

3C
1
3(θ ,φ)+A3

3C
3
3(θ ,φ) (3.1)

σ31 = B1
1S1

1(θ ,φ)+B1
3S1

3(θ ,φ)+B3
3S3

3(θ ,φ) (3.2)

σ12 = A0
1C

0
1(θ ,φ)+A0

3C
0
3(θ ,φ), (3.3)

where theCl
m andSm

l are real spherical harmonics (see appendix B for definitions), θ , and
φ are the usual polar and azimuthal angles of the magnetization relative to[001], and the
Am

l are spherical harmonic coefficients. TheAm
l are not all independent. Two independent

parameters (A1
1 andA1

3) are required for a description of the Hall conductivity tensor in
cubic materials to this order.

To determine the coefficientsAm
l from the numerical dataσi j (θ ,φ) we use multiple

linear regression. Theσi j are calculated for a selected set of field directionsθ andφ , and a
least squares matrix is used to determine theAm

l from the calculatedσi j . In the calculations
for iron, we determine each nonvanishingAm

l independently so the symmetry relations
relating, for example,A1

3 to A3
3 are not satisfied exactly. Deviations from the expected

symmetry arise if the Brillouin zone integration of the Berry curvature is not performed
to accurately or if the self-consistent band structure is not fully converged. Allowing the
non-vanishing coefficientsAm

l to vary independently, we can use the deviations from the
expected symmetry to estimate errors in the conductivity. The symmetry deviations serve
as an estimate of the accuracy of the conductivity calculations.

Some care is required in choosing the field directions since some choices produce a
least-squares matrix that cannot determine all of the coefficients, yieldAm

l that are sensitive
to small errors in the data, or data points that have no impacton the values of the fit parame-
ters (see appendix B for further details). The field configurations chosen for the anisotropy
calculations of iron are described in table 3.1.

3.2 Results

The results for our calculations are summarized in table 3.2. The relations implied
by (3.1) relate the coefficients given in table 3.2. For the first-order coefficients, we have
the relationsA1

1/A0
1 =
√

2 ≈ 1.414. From the table 3.2 forN = 256, we findA1
1/A0

1 =
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Table 3.1: Six field orientations are sufficient to calculatethe anisotropy of the anomalous
Hall conductivity to third-order in the magnetization. Theanglesθ andφ are the spherical
coordinates of the initial magnetization. The angleθ is measured from the[001]-direction,
andφ is the angle between the initial magnetization and the[100]-direction in the(001)-
plane.

φ θ
0 15
0 45
0 75

60 15
60 45
60 75

Table 3.2: Calculated values of theAm
l , in S/cm of iron, over anN×N×N grid in k-space.

TheAm
l are related to the Hall conductivity tensor through (3.1).

N A0
1 A0

3 A1
1 A1

3 A3
3

64 1053(5) −24(5) 1508(12) 15(9) −19(9)
96 1124(17) −32(15) 1609(9) 22(7) −65(7)

128 1116(5) −22(5) 1584(16) 30(14) −38(14)
192 1148(12) −30(11) 1637(9) 29(7) −55(7)
256 1155(9) −30(9) 1647(10) 30(8) −52(8)
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1.426(9). For the 3rd-order coefficients, the symmetry relations areA1
3/A0

3 = −1, and
A3

3/A0
3 =

√

5/3≈ 1.29. Comparing these relations with our numerical calculations, we
find thatA1

3/A0
3 =−1, andA3

3/A0
3 = 1.73. The numerical data for the 3rd-order coefficients

agrees with the expected symmetry relations in both sign andmagnitude, but due to the
small size of these 3rd-order coefficients, the relative uncertainty is large.

The results of these fits are shown in figure 3.1. In this figure,we compare the fits to
the data, from the parameters described above, to a separateanomalous Hall conductivity
calculation. The two smooth curves are the fits described above (for N = 128 to match
the additional Hall conductivity calculations). For thesecalculations, the magnetization is
rotated in the(001)-plane by a full 360◦; σzx andσyz are calculated for each magnetization
direction. To first order whenM lies in the(001)-plane,σyz ∝ cosφ andσzx ∝ sinφ . The
curve labeledσyz was determined from a fit toσyz over the 6 magnetization directions
described above. The coefficients for the curve describingσzx have been determined from
the corresponding parameters forσyz (A1

1, A1
3, andA3

3). This plot shows that the fits do
an excellent job describing the behavior of the conductivity in the (001)-plane. Further,
the parameterization ofσzx in terms of the coefficients determined forσyz introduces no
appreciable error. The symmetry relationships betweenσyz andσzx (analogous to (B.34),
(B.33) discussed in the appendix) are maintained numerically.

In figure 3.2, there are 3 plots shown. The line labeled ”3rd-order terms” contains
shows only the contribution toσyz from the 3rd-order terms in (3.1). The points labeled
”1st-order residual” show the difference between the calculatedσyz and afirst-order fit to
this data. If the first-order fit were exact, then the residualwould vanish everywhere. Any
deviation from zero is attributed to a 3rd-order variation of σyz with the magnetization. The
final curve, labeled ”3rd-order residual” shows the difference between the complete 3rd-
order fits shown in figure 3.1 and the calculation in the(001)-plane. We can see from the
graphs that a 3rd-order trend is present in the data. The third-order variation is of roughly
the same size as its residual. Applying at-test to the data to learn whether the 3rd-order
terms should be included at all, we learn that the 3rd-order terms are significant; all of the
3rd-orderC-coefficients in table 3.2 are 3 to 4 standard deviations awayfrom 0.

From the results described above, we may draw some conclusions about both the accu-
racy of the first-principles calculations for iron, and the behavior of the anisotropy of the
Hall conductivity of iron. First, figure 3.1 shows that our fits to the conductivity tensor are
sufficient to describe the behavior of the Hall conductivityover the entire magnetization
sphere. Second, the numerical accuracy of our calculation is sufficient to describe the first
order behavior of the anomalous Hall conductivity as the magnetization changes direction
to about 1% accuracy, and the third-order variation to a relative accuracy of about 30%.
We can say that the 3rd-order coefficients are nonzero, and obey the expected symmetries.
Third, the anomalous hall conductivity of iron is almost perfectly isotropic. We can es-
timate about a 3% deviation from perfectly isotropic behavior by noting that for a cubic
material, the leading term describing anisotropy is given by the 3rd-order coefficientsAm

3 .
Finally, we see no evidence of an observable 5th-order variation in the anomalous hall
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Figure 3.1: The anomalous Hall conductivity of iron as the magnetization is rotated through
the(001)-plane.
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conductivity. The 3rd-order description explains almost all the variation inσi j as the mag-
netization changes. Although this observation seems minor, it does disagree with Hirsch
and Weissman’s measurement of the anisotropy [34] of the Hall effect in iron. This point
is discussed further below.

3.3 The anomalous Hall effect of iron

In this section, we compare our results with other calculations and with indirect mea-
surements of the anomalous Hall conductivity. As discussedin the introduction, the anoma-
lous Hall coefficient is related to the resistivity through the relationship

Rs = aρ +bρ2. (3.4)

The coefficientb is proportional to the conductivity through the relationship Rs= σ/(µ0M)ρ2.
Therefore, we can determine the conductivity directly fromexperimental measurements
by varying the diagonal resistivityρ. The diagonal resistivityρ may be varied either by
changing the temperature, or by doping the material with a small amount of impurities. In
early experiments, when the scattering mechanisms were notas well understood, the Hall
coefficients are fit an equation of the form

R1 = α(ρ/ρ0)
β . (3.5)
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Figure 3.2: Residuals to fits of the magnetization in the(001) plane.
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The exponentβ was treated as an unknown to determine the dominant scattering mech-
anism. Such empirical fits can be used to estimate the conductivity, by taking β = 2 or
by takingR1 ≈ Rs and fitting the experimentalα andβ to (3.4). Kooi [57], Klaffky and
Coleman [58], and Okamoto [59] report their data in this exponential form, and the results
of the conductivity are described in table 3.3.

From Kooi’s tables and from the results of Okamoto, we have some evidence that the
anomalous Hall conductivity is, for low concentrations of silicon, independent of the silicon
concentration. Okamoto plottedR1 as a function ofρ and found that he could fit his data by
a curve of the formR1 = 0.06×10−10(ρ/ρ0)

1.94 with ρ = 10−8Ωm. In Kooi’s paper, we

Table 3.3: The anomalous Hall conductivity of iron

Description σ (S/cm)
Side-jump [20] 100
Intrinsic [5] 751
Intrinsic [7] 750
Klaffky and Coleman [58] 1440
Dheer [60] 1029
Tian[11] 1100
Okamoto[59] 1012
Kooi[57] 926
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Figure 3.3: The extraordinary Hall coefficientR1 as a function ofρ
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find R1 = 0.07×10−10(ρ/ρ0)
1.9 whereR1 is in Ωm/T andρ is in Ωcm. If takeRs≫R0 we

can estimate the conductivity sigma. Using the relationship σ = (µ0M/ρ2)R1 and taking
R1 = a(ρ/ρ0)

β , we find

σ =
µ0M

ρβ
0

ρβ−2. (3.6)

Since Okamoto foundβ = 1.94≈ 2, we can then use the approximation

σ =
µ0M

ρβ
0

ρβ−2 (3.7)

to estimateσ .
Note that we’ve takenM = Ms as constant for the samples, and equal to the saturation

magnetization of ironMs = 1.715 A/m [25]; i.e. we are not accounting for the change in
Ms due to Si doping, or the changes inM at room temperature. Doping from 1-5 percent
changes the resistivity of iron by more than a few percent according to Kooi’s tables, but
has much less of an impact on the magnetization. Berger [20] shows similar results for
Rs for other alloys. From these results (other than the Klaffkyand Coleman result) we
conclude that the experimental anomalous Hall conductivity σ is about 1000 S/cm.
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Table 3.4: The anomalous Hall coefficient,Rs, in 10−10 Ωm/T for iron at room tempera-
ture, for different orientations of the magnetizationM and primary currentJ, and the Hall
coefficient alongM ×J.

Current Electric field MagnetizationRs Reference
direction component direction

[100] [010] [001] 4.31 Dheer
9.70 Webster
4.22 Tatsumoto and Okamoto
6.0 Hirsch and Weissman
3.74 GGA (this work)

[111] [1̄10] [112̄] 4.31 Dheer
3.88 GGA (this work)

[001] [11̄0] [110] 9.80 Webster
4.22 Tatsumoto and Okamoto

29.8 Hirsch and Weissman
3.94 GGA (this work)

[11̄0] [001̄] [110] 11.4 Webster
3.94 GGA (this work)

[112̄] [1̄10] [111] 9.70 Webster
3.98 GGA (this work)

[1̄10] [112̄] [111] 3.92 Tatsumoto and Okamoto
3.98 GGA (this work)
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3.4 Anisotropy in the anomalous Hall coefficient

Table 3.4 summarizes the available measurements and calculations of the anomalous
Hall coefficients at room temperature. The most recent measurements of the anisotropy of
the anomalous Hall effect in iron has been performed by Dheer[60]. The first few lines
of the table, with the magnetization along the[001] axis, is the same arrangement used in
earlier calculations of the anomalous Hall conductivity bydone by Wang [7] and Yao [5].
The ab initio calculations agree with each other, and predictRs to be about 30% smaller
than is observed experimentally.

To measure the anisotropy of the anomalous Hall effect at room temperature, Dheer
measuredRs for a second set of samples, where the magnetization and primary current were
along different crystal axes. His conclusion is that the anomalous Hall effect is isotropic.
Dheer estimates theseRs measurements to be accurate to about 10 percent. Anab initio
estimate ofRs in this geometry shows thatRs should increase by about 4 percent, too small
to have been detected in Dheer’s experiments.

Dheer also measured the anomalous Hall conductivity in samples at 4.2 K and found
that, for fields along the[100] direction,Rs varied between 0.1× 10−10 Ωm/T to 0.5×
10−10 Ωm/T, depending on the sample purity and field orientation. Wecan estimate the
contribution of the intrinsic mechanism at these temperatures using the scaling relationship
Rs = σxyρ2

xx. Sinceρ298K/ρ4.2K ≈ 300 for Dheer’s whiskers, and the intrinsic conductivity
is independent of temperature, we find that the Berry curvature only contributes 3.49×
10−15 Ωm/T to the Hall resistivity at these temperatures. This value is far too small to
explain either the observedRs, or the anisotropy inRs at these temperatures. There are
two probable explanations for this low temperature behavior of the AHC of iron. First is
skew scattering. At 4.2 K, the samples are highly conductive, and the diagonal resistivity
is small. SinceRs ∝ ρxx for skew scattering, butRs ∝ ρ2

xx for the intrinsic contribution, it
is likely that the skew scattering dominates the intrinsic contribution at low temperatures.
We could then interpret the low temperature measuremnts as showing that skew scattering
is anisotropic at 4.2 K. The second explanation is anisotropy in the ordinary Hall EffectR0

at low temperature. Since Dheer only measuredR1, and did not determineRs from the low
temperature measurements, we cannot distinguish these twopossibilities.

Webster [55] measured the Hall coefficientR1 in iron plates. His measurement (R1 =
9.7×10−10 Ωm/T) disagrees in magnitude with Dheer’s measurements for the same field
directions. Webster’s measurement withJ along [11̄0] found Rs = 11.7× 10−10 Ωm/T,
but Webster also reports that the sample was damaged while being prepared, and discards
the measurement. In the other measurements for single crystals, he found that the Hall
resistance for iron is isotropic. He estimates that hisRs measurements are accurate to about
2 percent. His conclusion is that the Hall effect is isotropic in crystals of iron. In our
calculations, we predict a 3 to 6 percent change inRs for iron crystals.

Tatsumoto and Okamoto [56] measured the anomalous Hall effect in samples of 1.23
% silicon iron at room temperature for 3 field configurations.Although a small change in
the band structure due to the impurities could modify the anisotropy of the intrinsic contri-
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bution, we saw in section 3.3 in the analysis of Kooi’s data that the impurity concentration
has little impact on the conductivity along the crystal axes[57]. Tatsumoto and Okamoto
found that the extraordinary Hall coefficientR1 was isotropic in their samples, but that the
ordinary Hall coefficientR0 showed some anisotropy. The ordinary Hall coefficientR0

changes from 1×10−10 Ωm/T when the primary current was along the[100]-direction to
0.7×10−10 Ωm/T when the primary current was passed along the[11̄0]-direction. Since
Rs = R1−R0, this data indicates thatRs is anisotropic. However, it seems unlikely that
an anisotropic variation ofR0 could cancel a variation inRs to produce an isotropicR1.
The ab initio calculations predict thatRs for the (11̄0)− [111] sample should be larger
than the(001)− [100] sample by 0.22× 10−10 Ωm/T, but experimentally,Rs is smaller
for the(001)− [100] sample by 0.30×10−10 Ωm/T, due to the change inR0 between the
two samples. Tatsumoto and Okamoto with Dheer’s, we see thatboth measurements agree
that there is some anisotropy inRs, but that they disagree about whether the anisotropy
originates inR1 or R0.

One possible reason for the discrepancy between the Tatsumoto and Okamoto is the
change in the band structure due to the silicon impurities. Although we have argued that
this change should not alter the conductivity, it may be possible to simulate the effects of
these impurities by varying the magnetization of the iron. This could be done directly, with
a constrained magnetization calculation, or indirectly, by altering the exchange splitting of
iron in the same way we have performed for nickel in 4.1.2. A second explanation for our
small discrepancy with Tatsumoto and Okamoto’s results is the presence of additional side-
jump scattering introduced by the silicon impurities. Since we have no means of estimating
the side-jump scattering, we cannot rule out this possibility.

Hirsch and Weissman [34] measured the Hall coefficientsR0 andR1 in a rod of iron
at 300 K. They passed a primary currentJ along the axis of the rod (the[001] direction),
and measured the Hall voltage perpendicular to the rod. These experiments found that
the ordinary Hall coefficient for iron isR0 = 10.0× 10−10Ωm/T. The anomalous Hall
coefficientR1 can be fit to the formR1 = a−bcos4φ , wherea = 27.9×10−10Ωm/T, and
b = 11.9×10−10Ωm/T. Using the relationshipRs = R1−R0, we findRs = m0+m4cos4φ
wherem0 = 17.9×10−10Ωm/T, andm4 = −11.9×10−10Ωm/T. At φ = 0◦, whenM is
along the[100] direction, Hirsch and Weissman find thatRs = 6.0×10−10 Ωm/T, about
50% larger than the measurements of either Dheer or Tatsumoto and Okamoto, listed in
the first set of directions in 3.4. Atφ = 45◦, corresponding to the third set of orientations
listed in table 3.4, Hirsch and Weissman findRs = 29.8×10−10Ωm/T. As shown in table
3.4, every other measurement of anisotropy in the Hall coefficients of iron concluded that
the anomalous Hall effect in iron is isotropic. Given the disparity between Hirsch and
Weissman’s measurements and the other available measurements, the results of Hirsch and
Weissman should not be taken as evidence of anisotropy of theanomalous Hall effect in
iron.
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Figure 3.4: The anomalous Hall coefficientRs of iron, measured transverse toM and[001],
as the magnetization rotates through the(001)-plane. The measurements of Hirsch and
Weissman [34] disagree with measurements by Tatsumoto and Okamoto [56], with mea-
surements by Webster [55], and withab initio calculations presented here.
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3.5 Conclusions

Our calculations for the anomalous Hall conductivity of iron show that the Hall con-
ductivity tensor is nearly isotropic in this material. We predict deviations from perfectly
isotropic behavior of a few percent, too small to have been detected in the existing ex-
periments. This result is consistent with the findings of Dheer, with the measurements of
Tatsumoto and Okamoto (though there is a small discrepancy for one sample), and those of
Webster. Our results are not consistent with Hirch and Weissman’s measurements for the
anisotropy in iron, but as we have shown, their measurementsdiffer by almost a factor of
10 from the other measurements of the anisotropy of the Hall coefficients in iron.

Tatsumoto and Okamoto also studied the anisotropy of the Hall coefficients while the
iron sample was strained. Although we have not attempted to simulate these experiments,
such simulations are possible, and would make an interesting study for future work.
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Chapter 4

Nickel

This chapter describes the anomalous Hall conductivity of bulk fcc nickel. Previousab
initio calculations of the intrinsic Hall conductivity (withM along the theoretical easy axis,
[001]) predictRs =−18.4×10−10Ωm/T [7], but measurements of the anomalous Hall co-
efficient in nickel show a smallerRs. Lavine, for example, foundRs =−5.70×10−10Ωm/T
[61] whenM is along the[111] axis (experimental easy axis). In this chapter, we show that
a semi-empirical correction to theab initio calculations to improves the agreement with
experiments, and make corresponding predictions of the anisotropy ofRs in nickel.

4.1 The Electronic Structure of Nickel

The standard approximations used inab initio calculations, namely the local density
approximation (LDA) and the generalized gradient approximation (GGA) do not accurately
describe the electronic structure of fcc nickel [62]. First, the GGA predicts the exchange
splitting in nickel to be 0.7eV but experimentally the exchange splitting is only 0.3eV.
Second, the GGA predicts the width of the 3d-bands to be 4.5eV but experiments find
3.7eV. Finally, GGA predicts that a hole pocket should exist alongΓ-X, corresponding to
theX2↓ band, but this does not seem to agree with experiments.

There is some disagreement in the available experimental data regarding thisX2↓ pocket.
Hodges, Stone, and Gold performed de Haas-van Alphen measurements of Ni and did not
find an orbit that matched the predicted extremal area of the second hole pocket predicted
by theory[28]. Gersdorf found that it was necessary to include such a pocket to explain
the magnetic anisotropy of Ni [63]. Gersdorf believed that theX2↓ band crosses the Fermi
level as the magnetization direction is rotated. Kamakura et al. [64] used soft x-ray angle-
resolved photoemission to map the energy bands of Ni, and found that this second hole
pocket does exist, since the theX2↓ band crosses the Fermi surface along theΓ-X line.

The parameters for these calculations are as follows. The lattice constant of nickel is
set to the experimental lattice constant, 3.52× 10−10m [25]. The cutoff energy for the
wave functions is 140Ry. The initial self-consistent calculation is performed on a 16×
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Figure 4.1: The figures shows the band structure of Ni, along the Γ-X lines, when the
magnetization lies along[001]. The left half of each plot shows a path in the[001]-direction,
and the right half is taken along the[100]-direction. The energies of the bands are relative
to the Fermi energy. Part (a) shows the GGA band structure, while part (b) shows the GGA
bands after an empirical correction has been made to the exchange splitting of thed-bands.
The bottom part of each figure shows the contribution to the Berry curvature.
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16×16 k-point grid, and the non-self-consistent calculation for the Wannier interpolation
is performed on an 8×8×8 k-point grid. For the initial self-consistent calculations, we use
cold smearing with a broadening parameter of 0.02Ry. The GGA band structure is plotted
in figure 4.1.

A pureab initio calculation of the anomalous Hall conductivity suffers from the defi-
ciencies in the band structure introduced by the GGA. Our GGAcalculations have found
the intrinsic Hall conductivity of nickel [7] to be−2281S/cm. This value is larger than the
measured experimental conductivity−646S/cm by more than a factor of 3.

It has been known for some time that corrections to the LDA band structure of nickel
can improve the theoretical exchange splitting to yield better agreement with both Fermi
surface and ARPES measurements [65]. Weling and Calloway found that, in order to fit
both the Fermi surface and the ARPES measurements, the exchange splitting of thet2g

andeg bands are best described by splittings of 0.4eV and 0.1eV [66]. Liebsch applied
self-energy corrections and predicted that the exchange splittings for thet2g andeg bands
are 0.37eV and 0.21eV, in good agreement with measurements [65]. An approximate shift
of the one-electron LDA eigenvalues to match the self-energy was used in to calculate the
optical conductivity tensor, yielding better agreement with the experimental spectrum [67].

Of the discrepancies introduced by the GGA, the most likely to influence the Berry
curvature calculations, is the error in the exchange splitting. The small energy denominator
in (1.58) will be off by roughly a factor of 2 almost everywhere in the Brillouin zone. The
error in the Fermi surface can be partially corrected by adjusting the exchange splitting, as
we will see later. The final discrepancy, the error in the d-band width at the L-point, should
not impact the calculations of the intrinsic conductivity,since transitions from bands far
away from the Fermi surface do not contribute significantly to the total Berry curvature.
Before describing the Hall conductivity of nickel in detail,in the next section we will
describe a method for adjusting theab initio exchange splitting to match the experimental
results.

4.1.1 Wannier functions in Ni

Suppose we want to calculate the Brillouin-zone averaged matrix element of an operator
Ô. In terms ofO(W)

nm (q), a matrix element between two Bloch states,

〈Onm〉BZ =
Ωcell

(2π)3

∫

BZ
O(W)

nm (q), (4.1)

and converting the integral to a sum

〈Onm〉BZ =
1
N ∑

q
O(W)

nm (q). (4.2)
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We can express (4.2) in terms of the matrix element ofÔ between two Wannier functions
O(W)

nm (R) = 〈n0|Ô|mR〉. By definition,

|nR〉= 1
N ∑

q
e−iq·R|u(W)

nq 〉 (4.3)

so that

O(W)
nm (R) =

1
N ∑

q
e−iq·RO(W)

nm (q), (4.4)

and therefore, atR = 0

O(W)
nm (0) =

1
N ∑

q
O(W)

nm (q). (4.5)

Comparing (4.5) with (4.2), we see that

〈Onm〉BZ = O(W)
nm (0) = 〈n0|Ô|m0〉. (4.6)

Equation (4.6) shows that the matrix element between two Wannier functions atR = 0 is the
Brillouin-zone average of the matrix element between the corresponding Bloch functions.
In what follows, we will use this result to analyze the band structure of nickel in terms of
Wannier functions.

Table 4.1 lists the average energies and spins of some typical Wannier functions in
nickel. These Wannier functions were constructed from anab initio calculation of nickel,
with the magnetization tilted 15◦ from [001]. We can identify two groups of Wannier
functions: a group of 8-dimensionalsp3 hybridized bands, and a group of 10-dimensional
space ofd-bands. These groups can be further classified into spin-up and spin-down states.
Although the Wannier localization maintains the orbital character of these bands, the local-
ization procedure is less sensitive to the spin character ofthe states; the resulting Wannier
functions are a mix of spin-up and spin-down states. In this calculation, the magnetization
is tilted by 15◦ from the[001]-direction. The average spin of the Wannier functions aligned
along the magnetization direction agrees with the component of the spin along direction,
σz = cos15◦ ≈ 0.9659.

Looking closer at thed-bands we can see that they split are composed of 2 sets of
subbands, a 3-fold degenerate subband and a doubly degenerate subband. We interpret the
3-dimensional subband ast2g orbitals, and the 2-dimensional subband aseg orbitals. The
t2g orbitals show an exchange splitting of 0.79eV and theeg orbitals are split by 0.57eV.
Also note that the splitting for thesp3 orbitals is only 0.03eV. Overall, the initial Wannier
functions used here are consistent with a description from atight-binding model.

4.1.2 Modifying the exchange splitting in Ni

We can address some of the deficiencies in the GGA descriptionof Ni by modifying
the exchange splitting of thed-bands. The Wannier formalism gives us a framework for
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Table 4.1: Properties of the Wannier functions of GGA nickel, calculated with the mag-
netization tilted 15◦ from thez-axis. The labeln identifies the corresponding band, in no
particular order. The column labeled〈Hnn〉BZ lists the Brillouin-zone average energy of the
band in eV. The Fermi energy is 13.88 eV. The column labeled dim shows the number of
bands with average energies within 1 eV of each other. We can decompose thed-bands
into eg andt2g states according to their degeneracy. Thed-band splitting of the Wannier
functions corresponds to octahedral symmetry.

n id dim 〈Hnn〉BZ (eV) 〈Sz
nn〉BZ (h̄/2)

1 sp3 8 26.2423 0.9657
2 sp3 8 26.2421 0.9658
3 sp3 8 26.2423 0.9657
4 sp3 8 26.2421 0.9658
5 eg 10 12.7277 0.9659
6 t2g 10 12.8202 0.9659
7 t2g 10 12.8202 0.9659
8 eg 10 12.7279 0.9659
9 t2g 10 12.8203 0.9659

10 sp3 8 26.2160 -0.9658
11 sp3 8 26.2161 -0.9658
12 sp3 8 26.2160 -0.9658
13 sp3 8 26.2161 -0.9658
14 eg 10 12.1557 -0.9659
15 t2g 10 12.0271 -0.9659
16 t2g 10 12.0271 -0.9659
17 eg 10 12.1550 -0.9659
18 t2g 10 12.0271 -0.9659
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doing so. We saw in the previous section that a naive localization of the Wannier functions
produces two sets of Wannier functions polarized along the magnetization direction, and
that these Wannier functions can be interpreted in terms of atomic wave functions. These
properties allow us to implement a correction to theab initio band structure to adjust the
d-band splitting.

We add a term to the self-consistent HamiltonianH0 that shifts the average energies of
thed-bands by an amount∆:

H = H0 +Hd (4.7)

where

Hd(R) =
1
2

(

Pd,↓−Pd,↑
)

δR,0∆, (4.8)

andPd,n are projection operators onto thed-band subspace along a direction ˆn. Due to
the form of these projection operators, we must take some care in identifying the spin-up
and spin-down Wannier functions, since the Wannier functions are not entirely polarized
along the magnetization direction. Although table 4.1 shows that the Wannier functions are
nearly spin-polarized, each Wannier function has a small component of the opposite spin.
This component is large enough problems in the exchange splitting described by (4.8).

We can force the Wannier functions to have a definite spin polarization by requiring
them to be eigenfunctions of a spin-operator. There is, however, a severe drawback to
this approach. The eigenvalues of the spin operator in a ferromagnetic system are almost
entirely±1. Since there are only two eigenvalues, the spin eigenfunctions mix the spin-
polarizeds, p, andd-like Wannier functions. We then lose the ability to match the Wannier
functions with atomic states. If we cannot identify thed-states, then we cannot adjust their
exchange splitting. An additional constraint on the eigenfunctions is required.

We choose to eliminate the spin matrix elements only betweenstates of similar char-
acter. States of similar character are identified by choosing a small energy window. If the
average energy of any two states differs by less than the window threshold, the states are
said to be of the same character. The spin-operator is then diagonalized over the space of
Wannier functions of a given character. The energy window must be chosen small enough
that the hybridizedsandp Wannier functions do not hybridize with thed, but large enough
that all 10d-states are identified as having similar character. The results of such an analysis
are shown in table 4.1, where we list the dimension of each observed subspace. We then ro-
tate the Wannier functions so that the spin operator is diagonal in each subspace. With this
procedure, an arbitrary rotation within each subspace is still allowed, but the overall orbital
character of the states is preserved. The resulting Wannierfunctions will be termedspin
purified Wannier functions. Table 4.2 shows how spin purification modifies the Wannier
functions of Ni.

The success of the exchange adjustment to the Hamiltonian requires a proper identi-
fication of the spin-up and spin-downd-bands. The results shown in table 4.1 seem to
show that the Wannier localization is able to properly identify the spin-polarized states, so
it might be possible to omit the spin purification step and usethe original self-consistent
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Table 4.2: The Wannier functions of 4.1 after spin purification and adjusting the exchange
splitting of thed-bands. Thes and p Wannier functions are no longer hybridized. The
d-band Wannier functions now have a lower (square planar) symmetry.

n id Hnn(0) (eV) H0,nn(0) (eV) ∆ (eV)
1 s 20.9721 20.9721 0
2 p 28.0510 28.0510 0
3 p 27.8760 27.8760 0
4 p 27.9636 27.9636 0
5 dx2−y2 12.3946 12.1946 0.2
6 dyz 12.1632 11.9632 0.2
7 dz2 12.2622 12.0622 0.2
8 dxy 12.3453 12.1453 0.2
9 dxz 12.1641 11.9641 0.2
10 p 27.8766 27.8766 0
11 p 27.9594 27.9594 0
12 p 28.0432 28.0432 0
13 s 21.0913 21.0913 0
14 dz2 12.5862 12.7862 -0.2
15 dx2−y2 12.6822 12.8822 -0.2
16 dxz 12.5377 12.7377 -0.2
17 dyz 12.5334 12.7334 -0.2
18 dxy 12.6389 12.8389 -0.2
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Table 4.3: Exchange splitting of the Nid-bands, in eV. The experimental results are taken
from [68]. The mean exchange splitting is taken from table 4.1. The exchange splitting at
theL-point was found from the band structure.

L mean
t2g GGA 0.87 0.82

Adjusted GGA 0.47 0.42
experimental 0.33

eg GGA 0.68 0.59
Adjusted GGA 0.29 0.19
experimental 0.17

Wannier functions in the adjusted Hamiltonian (4.7). If this were possible, we could vary
the exchange splitting of theeg andt2g states independently. We attempted this in some
early experiments. The results, while promising if the magnetization lies along[001], as
we rotate the magnetization along other directions, the resulting band structures are unreli-
able. The size of the average GGAd-band exchange splitting identified by this procedure
fluctuated by large amounts as the magnetization was changed, even though there was no
such change in the original self-consistent GGA exchange splitting.

4.2 The Anomalous Hall Conductivity and the Exchange
Splitting

Table 4.2 shows the exchange splitting of thed-bands whenM ‖ [111]. TheL column
shows the exchange splitting when measured at theL point in the Brillouin zone, and the
mean column shows the exchange splitting determined directly from the Wannier function
HamiltonianH(R) at R = 0. The table shows that the mean exchange splitting overesti-
mates the exchange splitting at theL point by 0.05eV to 0.10eV. In comparison with the
experimental values, the adjusted GGA exchange at the L point is too large by between
0.12eV and 0.14eV.

A band structure calculated using the adjusted exchange splitting is shown in figure
4.2 for two different orientations of the magnetization:[001] and [111]. On rotating the
magnetization, much of the band structure remains unchanged, but there are some regions
near the X-point and the L-point where the energy bands differ noticeably. Thed-band
width, measured at theL-point, remains unchanged from the uncorrected GGA value of
4.5eV.

Part (b) of Figure 4.1 shows the behavior of the adjusted bands near the X-point. The
X2↓ band still crosses the Fermi surface, but the band is closer to the Fermi level than for
the uncorrected GGA band structure. If we demand that theX2↓ Fermi surface in figure 4.1
agree with Gersdorf’s suggestion for the magnetic anisotropy, and the results of Bunemann
et al., then an additional adjustment to the exchange splitting of about 0.04eV is required.
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Figure 4.2: The band structure and Berry curvature of fcc Ni when an empirical correction
has been applied to match the experimental exchange splitting. Two orientations of the
magnetization ([001] and[111]) are shown here. The energies of the bands are less sensitive
to the orientation of the magnetization than the intrinsic Hall conductivity. The largest
contributions to the intrinsic Hall conductivity are in thevicinity of the X and L points.
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There remain some discrepancies with the experimental bandstructure. The spin purifi-
cation procedure destroys the hybridization of thed-band Wannier functions intoe2g and
t2g orbitals. If we were able to maintain the hybridization during the spin purification, then
it would be possible to separately adjust the exchange splitting of each orbital, to match the
experimentally observed difference in exchange splittingbetween thee2g andt2g orbitals.

In figures 4.3 and 4.4 we show the effects of varying the exchange splitting on the
average spin moment and the anomalous Hall conductivity. Figure 4.3 shows the average
spin magnetic moment as the exchange splitting is modified. The spin moment varies
smoothly and close to linearly, with the exchange splitting. Figure 4.3 shows how the
conductivity varies with exchange splitting. As we reduce the exchange splitting from the
GGA value of 0.73eV to 0.33eV the anomalous Hall conductivity drops from−2281S/cm
to −1571S/cm. Although this is still far from the experimental value,−700S/cm, the
adjusted GGA exchange splitting eliminates half of the discrepancy with the experimental
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Figure 4.3: The spin magnetic moment of Ni as a function of theexchange splitting.
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conductivity.

4.3 Temperature Dependence of the Intrinsic Hall Con-
ductivity

Although the intrinsic part of the anomalous Hall conductivity is determined from the
band structure, and not from temperature dependent scattering processes, the intrinsic Hall
conductivity becomes temperature dependent when we allow the occupancy of the bands to
vary. While previous work in iron [5] has shown that the intrinsic temperature dependence

Table 4.4: The anomalous Hall coefficientRs in Ni

Rs Reference
(10−10Ωm/T)

-4.54 Hiraoka
-5.70 Lavine
-5.76 Volkenshtein
-18.4 Wang (GGA)
-18.4 This work (GGA)
-11.7 This work (adjusted GGA)
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Figure 4.4: The intrinsic Hall conductivityσxy of Ni as a function of the exchange splitting.
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is small, this may not be the case for nickel. In nickel, it hasbeen argued that the proximity
of the d-bands to near the Fermi level affects the magnetic anisotropy [28]. Since the
magnetic anisotropy is also a function only of the band structure and occupation, similar
temperature dependence may occur for the intrinsic Hall conductivity.

We can estimate the temperature dependence of the intrinsicpart of the anomalous Hall
conductivity by using a Fermi-Dirac distribution in the expression for the anomalous Hall
conductivity, (1.1). This model of the temperature dependence is highly simplified, taking
into account only the changes in occupation of the electronsand neglects effects from the
long-wavelength thermal fluctuations discussed in section2.7. The results are plotted in
figure 4.3. The temperature dependence ofσ is roughly independent of the magnetization
direction. Orienting the magnetization along [111] produces almost the same temperature
dependence asM along [100]. The GGA predicts that the conductivity should decrease in
magnitude by about 400 S/cm as the temperature rises from 200K to 600 K. The adjusted
GGA predicts an increase of only 150 S/cm over the same region. Both models predict that
the conductivity should increase in magnitude from 0 K to 150K.

4.4 Orientation Dependence

The orientation dependence of the anomalous Hall conductivity in Ni has been mea-
sured by Hiraoka. Hiraoka modeled his data in terms of a 5th-order expression for the
conductivity. To compare theab initio data with Hiraoka’s experimental data, we use a
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Figure 4.5: Temperature dependence of the intrinsic Hall conductivity
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similar 5th-order expansion. By symmetry, the nonvanishingterms of the conductivity are
given by:

σ23 = A1
1C

1
1(θ ,φ)+A1

3C
1
3(θ ,φ)+A3

3C
3
3(θ ,φ)+A1

5C
1
5(θ ,φ)+A3

5C
3
3(θ ,φ)+A5

5C
5
5(θ ,φ)(4.9)

σ31 = B1
1S1

1(θ ,φ)+B1
3S1

3(θ ,φ)+B3
3S3

3(θ ,φ)+B1
5S1

5(θ ,φ)+B3
5S3

3(θ ,φ)+B5
5S5

5(θ ,φ)(4.10)

σ12 = A0
1C

0
1(θ ,φ)+A0

3C
0
3(θ ,φ)+A0

5C
0
5(θ ,φ)+A4

5C
4
5(θ ,φ). (4.11)

The coefficients given above are not all independent. There are 4 linearly independent
coefficients:A0

1, A0
3, A0

5, andA4
5. We can relate the coefficients ofσ23 to those ofσ12 with

the relations:

A1
1 =

√
2A0

1 (4.12)

A1
3 = −1

2

√
3A0

3 (4.13)

A3
3 =

1
2

√
5A0

3 (4.14)

A1
5 =

1
8

√
30A0

5 +
1
8

√
21A4

5 (4.15)

A3
5 = −1

8

√
35A0

5 +
9
16

√
2A4

5 (4.16)

A5
5 =

3
8

√
7A0

5 +
1
16

√
10A4

5. (4.17)
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Relations for the nonvanishingBm
l are given in appendix B. Unlike the 3rd-order case,

whereσ12 is independent of the azimuthal angleφ , the appearance of them= 4 termA4
5

shows thatσ12 can now vary asφ is rotated.
To calculate the coefficientsAm

l to this order we again vary the magnetization direction
over the sphere and use a least squares fit to determine theAm

l from theσi j . We vary both
θ andφ independently over a uniformN×2N grid on the surface of the sphere such that
φk = πk/N for k = 0...2N− 1 andθ j = (k+ 1/2)π/N for k = 0...N− 1, where the 1/2
is introduced to avoid sampling at the poles. Such a grid of 2N2 samples is sufficient to
determine a spherical harmonic expansion of orderN−1 [69].

Although computationally demanding, this procedure is fairly robust. The values of
the coefficients do not depend on the form of the expansion (i.e. the covariance is small),
and the values of the coefficients are not more sensitive to some data points than others.
Also, this procedure allows us to estimate the accuracy of our calculations by testing other
models (i.e. 3rd-order models, or models that violate the expected symmetry) of the data.

4.4.1 5th-order dependence

Our results for the Hall conductivity anisotropy are summarized in tables 4.5 and 4.6. In
table 4.5 we show the coefficients describingσ12 over the magnetization sphere in both the
GGA approximation, and after using our adjusted exchange splitting. In table 4.6 we show
the parameters forσ23. Using the relations (4.12)-(4.17), we can calculate the discrepancies
between the calculatedσ12 andσ23, as an additional estimate of the error in theab initio
calculations.

Table 4.7 shows the results of this calculation. The columnsrepresent the difference
in the corresponding coefficient, For example, theA1

1 column showsA1
1−
√

2A0
1, and from

(4.12) each column in the table should be zero. The uncertainties listed in the table were
propagated from tables 4.5 and 4.6. The discrepancy from symmetry in the first order and
third order GGA expansion are all less than 20 S/cm, and the discrepancies increase as the
order of the expansion increases. The discrepancy in the fifth order expansion for the GGA
are almost half the magnitude of the corresponding coefficients, indicating that we have
run into a limit from numerical accuracy. For the adjusted GGA, we have better agreement
between the two components overall, but the first order-discrepancy is much larger. While
somewhat troubling, the discrepancy of 20 S/cm is only about1% of the magnitude ofA1

1,
which is -2817 S/cm. TheAm

5 in the adjusted GGA agree to within 2 standard deviations,
the worst beingA3

5 which differs by 12±6 S/cm.
TheAm

l are proportional to the Hall conductivity, averaged over all magnetization an-
gles. The adjusted GGA results show that the average Hall conductivity

√

(1/2)A0
1 =

1416S/cm, while its value forM ‖ [001] of σ = 1571S/cm. SinceA0
1 is an average over

all angles of the magnetization, it can serve as an estimate the Hall conductivity of a poly-
crystalline sample. The anomalous Hall coefficientRs of a polycrystalline sample should
be about 11% smaller than that of a monocrystalline sample, when all fields are along the
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Table 4.5: Spherical harmonic coefficientsAm
l in S/cm describingσ12 in Ni.

A0
1 A0

3 A0
5 A4

5
GGA −2890(8) −271(8) 52(7) 105(14)
Adjusted GGA −2007(3) −104(4) 23(3) 52(6)

Table 4.6: Spherical harmonic coefficientsAm
l in S/cm describingσ23 in Ni.

A1
1 A1

3 A3
3 A1

5 A3
5 A5

5
GGA −4091(5) 251(4) −318(5) 43(3) 82(4) 113(5)
Adjusted GGA −2819(5) 85(4) −101(5) 50(3) 11(4) 35(5)

cubic axes. The third-order coefficientsAm
3 are large, on the order of 100S/cm, indicating

that the anisotropy of nickel should be large enough to measure accurately. The fifth-order
Am

5 are small, only a few percent of theAm
1 . Although the calculations here are unable to

determine theAm
5 accurately, the discussion in the preceding paragraph shows that these

numbers should be accurate in both sign and order of magnitude.

4.5 Discussion

Hiraoka measured the anomalous Hall conductivity in stripsof Ni cut at different orien-
tations of the crystal axes in order to measure the anisotropy of the anomalous Hall effect.
Hiraoka performed these measurements at two different temperatures: liquid nitrogen (77
K) and room temperature (297 K). Hiraoka fit his data to the following form:

Rs = C+C1s+C2t (4.18)

wheres= α2
1α2

2 + α2
2α2

3 + α2
3α2

1 andt = α2
1α2

2α2
3, and theαi are the direction cosines of

the magnetization. The constant termC is isotropic, and equal to the magnitude of the
Hall coefficient when the magnetization is along [001]. The next two termsC1 andC2.
are proportional to the third-order and fifth-order anisotropy in ρH . These coefficients are
related to theAm

l as follows:

C =
ρ2

xx

µ0Ms

√

1
2π

(√
3A0

1 +
√

7A0
3 +
√

11A0
5

)

(4.19)

Table 4.7: Discrepancy in theAm
l , in S/cm, of Ni from cubic symmetry.

A1
1 A1

3 A3
3 A1

5 A3
5 A5

5
GGA 3(12) −17(8) 14(10) 53(13) −37(7) −41(11)
Adjusted GGA −20(7) 5(5) −15(6) −4(6) 13(5) −1(7)
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C1 = − ρ2
xx

µ0Ms

1
16
√

π

(

40
√

14A0
3 +49

√
22A0

5−3
√

385A4
5

)

(4.20)

C2 =
ρ2

xx

µ0Ms

63
16

√

11
π

(

3
√

2A0
5−
√

35A4
5

)

(4.21)

The three coefficientsC, C1 andC2 are linear combinations of the 4Am
l . It is not possible

to calculate theAm
l directly from the experimental data, since the 3 available experimental

coefficients are not sufficient to determine the 4 unknownAm
l .

In the discussion that follows, to calculate the Hall coefficient from the conductivity, we
use the usual relationRs = σAHCρ2

xx/(µ0Ms). At room temperatureρxx = 7×10−8Ωm and
Ms = 0.482MA/m. At 77 K, we haveρxx = 0.55×10−8Ωm [70] andMs = 0.509MA/m.
These values, though reasonable, are a possible source of error when converting the theo-
retical conductivity to the experimental Hall coefficient,but are consistent with those used
by Hiraoka in analyzing his samples [19]

Table 4.8 and 4.9 compare our estimates of theRs from the conductivities described in
the previous section with the experimentally observedRs. The coefficientC should be equal
to the value shown in table 4.4. Again, at room temperature, both the GGA and adjusted
GGA predict a Hall coefficientC that is too large compared with experiments. Also, in that
same table, note that Hiraokas room temperature Hall coefficient is smaller than both the
measurements of Lavine and the measurements of Volkenshtein at 297 K.

Moving toC1, the third-order anisotropic term, the GGA predicts between 9.9×10−10Ωm/T
and 12.5×10−10Ωm/T, while the adjusted GGA predicts between 2.7×10−10Ωm/T and
3.8×10−10Ωm/T depending on which parameterization we use. Adjusting the GGA ex-
change splitting decreasesC1, but not so much to cause the sign to reverse, so that both
the GGA and the adjusted GGA predict aC1 to be positive, in contradiction with Hiraokas
measurements at room temperature. The magnitude of the adjusted GGAC1 is also too
large, much like the isotropic prediction of the isotropicC term. Finally, the fifth-orderC2

term is found theoretically to be about−9×10−10Ωm/T, which agrees in sign with Hi-
raokas measurement of−3.8×10−10Ωm/T, but is too large at room temperature, by about
a factor of 2.

We can also compare to Hiraoka’s measurements at 77 K. Here the calculated intrin-
sic conductivities are too small by about a factor of 2. The sign ofC1 still disagrees with
Hiraoka’s measurements, while the sign ofC andC2 agree with the measurements. The
anisotropy does not change sign either in the theory or in theexperiments. At these temper-
atures, unlike room temperature, the adjusted GGA (as well as the GGA values, not shown)
are now smaller compared to the experimental values, by about a factor of 3.

Figures 4.6 and 4.7 compare the anomalous Hall coefficientRs calculated from Hi-
raoka’s fit to his experimental data, a measurement reportedby Lavine [61], and the calcu-
lation by Wang [7], along with our results. The plots show that these results are consistent
with previous theoretical calculations, and that Hiraoka’s experiments agree with Dheer’s
measurements along the[001] direction at room temperature.

Thomas and Marsocci [71] presented an argument based on perturbation theory, and
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Table 4.8: Anisotropy of the anomalous Hall coefficientRs of Ni at 297 K in 10−10 Ωm/T

C C1 C2 Remarks
GGA -18.4 12.5 -30.6 σ23

-18.2 11.5 -27.5 σ31

-17.9 9.9 -23.8 σ12

Adjusted GGA -11.6 2.7 -8.4 σ23

-11.6 2.8 -8.0 σ31

-11.9 3.8 -12.6 σ12

Experimental -4.5 -1.8 -3.8 Hiraoka, 297 K
-9.5 -6.3 Chen and Marsocci

Table 4.9: Anisotropy of the anomalous Hall coefficientRs of Ni at 77 K in 10−12 Ωm/T

C C1 C2 Remarks
GGA -6.8 1.6 -4.9 σ23

-6.8 1.7 -4.7 σ31

-6.9 2.2 -7.4 σ12

Experimental -13.9 -4.9 -14.2 Hiraoka, 77 K

estimated the magnitude of the anisotropy inR1 to be about 3%. Our results for the ad-
justed GGA show thatσ varies by about 3.5%, and about 6.7% for the GGA. Chen and
Marsocci [72] measured the anisotropy of the Hall coefficients in thin films of Ni, but they
conclude that their measurements are unreliable, due to thedifficulty of correcting for the
demagnetizing-field in the sample. They fit the Hall resistivity ρ12 to a third order expres-
sion, and found thatC =−9.5×10−10Ωm/T andC1 =−6.3×10−10Ωm/T. These results
agree with Hiraoka’s results, in thatC1 andC have the same sign, but the Hall coefficient
R1 is too large by almost a factor of 2. Also, they note that the error in theirC1 is almost as
large asC1 itself, due to errors in accounting for the demagnetizationof the film.

Volkenshtein measured the temperature dependence of the anomalous Hall conductiv-
ity from 4.2 K to 300 K. They found that from about 77 K to 100 K the extraordinary
Hall coefficientR1 shows a linear relationshipR1 ∝ Aρ to the resistivity. This shows that
skew scattering is likely to dominate the Hall conductivityat lower temperatures in nickel.
Lavine measured the Hall resistivity of Ni over a range of temperatures from 77 K to
over 600 K. At higher temperatures,R1 ∝ ρ1.97, showing that the side-jump and intrinsic
mechanisms dominate, but at low temperaturesR1 ∝ ρ1.10, showing that skew scattering
dominates.
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Figure 4.6: Plot of the anomalous Hall coefficientRs in nickel at 297 K. The figures below
show the change inRs, from (4.18), asM rotates around the axisJ, using the parameters in
table 4.8.
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Figure 4.7: Plot of the anomalous Hall coefficientRs in nickel at 77 K. The figures below
show the change inRs, from (4.18), asM rotates around the axisJ, using the parameters in
table 4.9.
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4.6 Conclusions

In this chapter, we have discussed the anomalous Hall conductivity in Ni under a vari-
ety of conditions. First, we discussed the known limitations of the GGA in describing Ni.
We introduced a modification to the Wannier interpolation Hamiltonian to reduce the ex-
change splitting of thed-bands. We showed that this adjustment brings the electronic struc-
ture closer to what is observed experimentally, and described how adjusting the exchange
splitting affects the anomalous Hall conductivity. We found that our exchange splitting
adjustment corrects half of the discrepancy between the experimentalRs and the intrinsic
contribution toRs. We also discussed the temperature dependence of the intrinsic conduc-
tivity, and showed that the change in the conductivity, though only about 10%, should be
large enough to be observable. In the final section of the chapter we discussed the ori-
entation dependence of the anomalous Hall conductivity andcompared with the available
experimental data for Ni.

The calculations here agree with the measurements of Hiraoka, in that we predict a
large anisotropy in the Hall conductivity of Ni, but disagree in some important ways. First,
the Hall conductivity predicted here is again too large. Second, our calculations predict the
wrong sign for the third-order anisotropy of nickel, but improvements to the band structure
calculations could alter the third-order anisotropy. Thed-band width in our calculations
is too large, but as we argued earlier, although we don’t expect this to make a significant
difference in the conductivity. A more robust calculation could be made by using a self-
consistent Hamiltonian to calculate the band structure. Such a self-consistent calculation
could have a significant effect on the structure of thed-bands. Another method method
that has shown promise in describing Ni is the LDA+U method. LDA+U has been used to
calculate the magnetic anisotropy of nickel, and the predicted magnetic anisotropy energy
agreed with experimental measurements of the easy axis of Ni[73]. Similar calculations
may improve our ability to describe the Hall conductivity.

The most significant limitation, though, in the data described here is that we cannot
evaluate either the side-jump or skew scattering contributions to the Hall resistivity. It
is entirely possible that the skew scattering contributionto Ni is large and anisotropic.
Figure 4.7 shows that the intrinsic mechanism is too small toaccount for the observed Hall
resistivity at 77 K. At 77 K, Volkenshtein showed that the is dominated by skew scattering.
This is significant, since at room temperature, we saw that the intrinsic contribution to the
resistivity was too large. We can use this estimate of the intrinsic conductivity as an upper
bound. If we ignore side-jump scattering, then we can attribute the discrepancy between
the calculated intrinsic Hall resistivity and the observedHall resistivity to skew scattering.
We can then conclude that the skew scattering is anisotropic, and thatC1 < 0 for skew
scattering.
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Chapter 5

Conclusion

This work shows that the anomalous Hall conductivity in iron, cobalt, and nickel, over
all orientations of the magnetization, is adequately described by the Karplus-Luttinger the-
ory, when used with anab initio calculation of the electronic structure. In cobalt, these
calculations show that the observed Hall conductivity in polycrystalline thin films can be
explained by taking into account the first-order anisotropyof the magnetization. In iron,
anisotropy appears to third-order in the magnetization, but the magnitude of the third-order
term is too small to have been measured by past experiments. For nickel, in addition to
describing the anisotropy, we also showed that half of the discrepancy between previous
ab initio calculations and the measured anomalous Hall coefficient can be eliminated by
adjusting the theoretical exchange splitting of nickel to estimates of the experimental ex-
change splitting. Using this same adjustment, we calculated the third-order orientation
dependence of the intrinsic anomalous Hall conductivity, and showed that the third-order
intrinsic term does not explain the experimentally observed anisotropy in nickel. We spec-
ulated that this discrepancy is a result of skew-scatteringfrom the low temperature mea-
surements of nickel, where skew-scattering is expected to dominate the anomalous Hall
effect.

The motivation for this work came from several areas. First and foremost is the de-
sire to understand the microscopic mechanisms of the anomalous Hall effect. The intrin-
sic Karplus-Luttinger mechanism is only one of the contributions to the anomalous Hall
conductivity. Calculations of this contribution from first principles, combined with mea-
surements of the Hall coefficients, allow us to estimate the size of the side-jump and skew
coefficients. Second, the intrinsic conductivity is a macroscopic manifestation of a geo-
metric property, the Berry curvature, of the electron band structure. The geometric effects
are sensitive to the fine details of the electronic structure, so early efforts were hampered
due to the lack of sufficient accuracy in the wave functions. Studying the anomalous Hall
conductivity from first principles, using accurate Hamiltonians, allows us to gain insight
as to how these effects behave in realistic systems, and serve as a complement to model
Hamiltonians using simplified descriptions of these materials. A final goal of this work is
to serve as a starting point for future studies of the anomalous Hall conductivity as the mag-
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netization changes orientation. The magnetic field orientation is one of the few parameters
that can be easily adjusted by both experiments and in theoretical calculations. Therefore,
this work is expected to be of interest to future theorists calculating the side-jump and skew
scattering contributions, and also to experimentalists studying anisotropic transport.

5.1 Future Work

The calculations of the AHC anisotropy of nickel failed to explain the third-order
anisotropy. Although the error could be a remaining problemin the electronic structure,
the discrepancy could also be due to skew scattering at room temperature. A self-consistent
calculation of the band structure of nickel, using a modern treatment of the exchange and
correlation energies, can clarify the possible errors in the band structure. A calculation
should be performed using one of the methods that has been shown to agree with the mag-
netic anisotropy energy calculations of nickel. The most direct step in this direction is an
LDA+U calculation of nickel using spinor wave functions.

These intrinsic calculations of the conductivity are only the first step towards a complete
ab initio treatment of the anomalous Hall effect. The side-jump and skew scattering terms
remain important in some regimes, and no practical scheme has yet emerged for calculating
these terms. The results for nickel presented in this work show that the anisotropy of the
Hall conductivity in nickel is a promising starting point for future insight into the role of
these mechanisms, in particular the skew scattering. At higher temperatures, the intrinsic
effect should dominate the Hall coefficient of nickel. Therefore, a measurement of the AHE
anisotropy at higher temperatures may reveal that the third-order anisotropy changes sign
as the temperature increases.

Our estimates for polycrystalline samples of cobalt showedagreement with the existing
measurements, but we used a relatively crude approximationto model the polycrystalline
behavior. Better models of polycrystalline samples are required to connect the conductivity
calculations presented here with measurements of the anomalous Hall effect in polycrys-
talline samples.

In our comparison with Hiraoka’s measurements of nickel [19], and Tatsumoto and
Okamoto’s measurements of iron [56], we note here that theseresearchers also measured
the pressure and strain dependence of the anomalous Hall coefficients in these materials.
Simulations of the pressure and strain dependence could be useful to supplement the orien-
tation dependence described here.
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Appendix A

Units

In the magnetism literature the saturation magnetizationMs is rarely listed in units of
emu/cm3, but is usually expressed in the cgs unit of magnetic flux density G. To convert
into SI units,

M =
B
µ0

=
4π
µ0

B
4π

(A.1)

whereB/(4π) is the cgs magnetization inG, andM is in A/m, and 4π/µ0 = 103A/m/G.

A.1 Units and Conventions

Resistivity is measured ins−1 in Gaussian units, but in the older Hall effect literature it
is common to use the SI unit of resistivity, and Gaussian units for the magnetic quantities
B, H, andM, so the ordinary Hall coefficientR0 is in units ofΩ cm/G. We may convert
bothR0 andRs into SI units in the usual manner (1Ωcm/G= 102 Ωm/T), but we must take
some care when with the extraordinary Hall coefficientR1.

We definedR1 through the relationship (1.5). If we substituteH for µ0H and 4πM for
µ0M, we find

ρH = R0H +R14πM. (A.2)

In the older literature, we find instead of (A.2) the convention ρH = R0H +R1M, so if we
now define

R⋆
1 = 4πR1 (A.3)

then
ρH = R0H +R⋆

1M. (A.4)

These relationships are summarized in table A.1 When comparing the results presented
here with older work,R0 andRs should agree, but the reader must check to see whether
relationship (A.4) (e.g. [19], [34]) or (A.2) (e.g. [74], [13]) has been used. Hurd [13]
definesR1 with relationship (A.4) in chapter 5, but uses the definition(A.2) in the tables at
the end of the book!
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Table A.1: Relationships between cgs and SI definitions of quantities related to the anoma-
lous Hall conductivity
symbol name SI cgs
B magnetic flux density µ0(H +M) H +4πM
H magnetic field strength µ0H H
M magnetization µ0M 4πM
ρH Hall resistivity R0µ0H +R1µ0M R0H +R⋆

1M
ρH Hall resistivity R0B+R1µ0M R0B+4πRsM
R1 extraordinary Hall coefficient R1 = R0 +Rs R⋆

1 = 4π(R0 +Rs)
Rs anomalous Hall coefficient Rs = R1 +R0 Rs = R⋆

1/(4π)−R0

1 Ω m/T = 10−2 Ω cm/G (A.5)

1 Ω cm/G= 100Ω m/T (A.6)

A.2 Applied Fields

In this section we express the Hall resistivity in terms of the applied fieldHa, rather
than the internal fieldH. The two fields are related by the expression

H = Ha−NM (A.7)

whereN is the demagnetization factor of the sample. SinceM = (µr −1)H, the internal
field is related to the applied field by

H =
Ha

1+N(µr −1)
(A.8)

and we have
ρH = R0µ0Ha +(R1−NR0)µ0M. (A.9)

For large applied fields,M = Ms, so that

ρH = R0µ0Ha +(R1−NR0)µ0Ms. (A.10)

To understand what happens in small fields, we first use (A.8) to eliminateM from (A.9)
that

ρH =
R0 +R1(µr −1)

1+N(µr −1)
µ0Ha. (A.11)

Sinceµr is large for small applied fields, andN≈ 1 for a plate or rod in the usual geometry,
(A.11) reduces to

ρH =
R1

N
µ0Ha. (A.12)
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Comparing relations (A.9), (A.10), and (A.12) with (1.5), (1.8) and (1.9) we see that the
qualitative behavior of the Hall resistivity is the same in both cases, i.e. the ordinary Hall
coefficientR0 dominates in large fields. In small fields, we find thatρH = (R1/N)µ0Ha,
rather thanρH = R1µ0H. For an infinite plane, the demagnetization factorN = 1 if Ha is
normal to the plane, and there is no need to distinguish between µ0Ha from B, since the
resulting Hall coefficients are identical. IfN is on the order 1/µr , or N = 0, this argument
no longer applies. For thin films, when the applied magnetic field is in the plane of the film,
a separate analysis is necessary.



71

Appendix B

Symmetry of the Conductivity Tensor

B.1 Symmetries of the Conductivity Tensor

Birss [14] considers in detail the symmetries governing galvanomagnetic properties, in-
cluding the anomalous Hall coefficient. The nonvanishing components of the conductivity
tensor are determined by the relations:

σi j ...pm...pn... = σi j ...pn...pm... (B.1)

σi j (M) = σ ji (−M) (B.2)

Rσi j (M) = (detR)σi j (M). (B.3)

Despite early criticism that these results [75] do not properly account for microscopic re-
versibility in the presence of a magnetic field, the relationships above were later shown
correct [16].

B.2 Direct Inspection Method

To motivate the direct inspection method, we begin with an example. Consider a four-
fold rotational symmetry through thez-axis. This symmetry is generated by the operation
R takingx→ y, y→−x, z→ z. The action ofR on a tensor of rank 1, i.e. a vectorA =
Axx̂+Ayŷ+Azẑshows thatR(A) =−Ayx̂+Axŷ+Azẑ. The action ofRon each component
of A is given byR(Ax) =−Ay, R(Ay) = Ax, andR(Az) = Az. If A is invariant underR, then
R(Ai) = Ai, and we findAx = Ay = 0, whileAz remains free.

The direct inspection method formalizes the argument above, and relates it to the sym-
metries of tensors of arbitrary order. This method stems from the observation that the
contraction of a rankn-tensor overn coordinates is invariant under general orthogonal
transformations of those coordinates [76]. The direct inspection can be used to find the
nonzero components of a tensor [77, 78, 17]. Direct inspection is applicable when the ac-
tion of the symmetries on a tensor component can be represented as manipulations of the
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indices and sign reversal. Therefore, unless the material contains a six-fold or three-fold
axis, direct inspection can be used to determine all of the independent components of a
high-order matter tensor. When three-fold or six-fold symmetries are present, one must
consider the action of these symmetries separately, and direct inspection may still be used
for the remaining symmetries.

Fumi describes the generators of the point groups for the applicable (non-hexagonal)
crystal classes, and uses the direct inspection to derive the independent tensor components
for some crystal classes [77]. Fumi derives expressions forthird and fourth rank tensors
in hexagonal crystals, using the general group theory arguments, and direct inspection in
[79]. In [80] the authors derive results for general tensorsof fifth and sixth rank in all of the
crystal systems. Fumi and Ripamonti Later found another method for deriving symmetries
of high-order tensors with hexagonal symmetry [81], [82], [83].

Birss discusses the symmetries relevant to magnetic systemsin detail, and uses direct
inspection applied to analyze the galvanomagnetic tensor for crystals of cubic symmetry
(Oh) and hexagonal symmetry. Birss starts from the results for general tensors presented
by Fumi, and imposes the additional constraints from the polynomial expansion in the
magnetic field, and the generalized Onsager relations. In [78], Juretschke applies the same
strategy in the A7 crystal structure, to derive similar results for antimony.

B.3 Implementation of the Direct Inspection Method

The high-order polynomials necessary for the description of the Hall conductivity make
manually calculations of the unique nonvanishing components of then-th order galvano-
magnetic tensor both tedious and error prone. For example, the fifth order expansion inM
requires us to apply the symmetry relations above to a seventh rank tensor with 37 = 2187
coefficients. We describe here how to carry out such manipulations on a computer.

The tensor component symmetries are relationships of the form

Ti jk... =±Ti′ j ′k′.... (B.4)

Imagine a graph formed by these relationships, where each node represents a component
±Ti jk..., and the sign is required to represent a possible change in sign of the component. An
edge is drawn whenever two components are related by an equality. The connected nodes
of any such graph are then identical, and each connected component represents a unique
coefficient. An algorithm for finding the connected components of a graph is described in
ref. [84].

Each tensor componentTi jk... is represented by a stringS. The strings are of the form ”±
i jk . . . ”, where the length of the string is one more than the rank of the tensor, to accomodate
the possible sign change. For each symmetry, the symmetry operationg is applied to the
string to generate a new stringS′, and the new stringS′ is placed into the same set as
S. The process is repeated over all componentsS of a given rank. We apply only the
generators of the point groups, since the action of the generator over the entire allows us
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to avoid needlessly considering products of group elements. Once the symmetries have
been applied, the algorithm terminates with a list of connected nodes, and a representative
element for each connected subgraph. The final step is to introduce a tensor component 0,
and apply the condition that ifTi jk... =−Ti jk..., thenTi jk... = 0.

At the end of the symmetry calculation, we are left with a pairof representative ele-
ments for each nonvanishing tensor component, and a single representative element for all
of the vanishing tensor components. Since the nonvanishingterms of the polynomial ex-
pansion ofσi (theai j ···) are now known, it is a simple matter to construct polynomials inαi

appearing in (1.11). Once the polynomials inαi are known, the final step in the procedure
is to express these polynomials in polar coordinatesθ andφ .

B.4 Spherical Harmonics

The spherical harmonics are a convenient basis set for evaluating the orientation depen-
dence of the Hall conductivity. The normalization and phaseconventions for the spherical
harmonics are described in this section. The definitions provided here are consistent with
those of ref. [85]. The spherical harmonics,Ym

l , in the Condon-Shortley phase convention,
may be written as

Ym
l (θ ,φ) =

√

2l +1
4π

(l −m)!
(l +m)!

Pm
l (cosθ)eimφ , (B.5)

where the Legendre polynomials,Pm
l are defined form>= 0 by: [85]

Pm
l (x) =

(−1)m

2l l !
(1−x2)m/2 dl+m

dxl+m(x2−1)l , (B.6)

and form< 0

P−m
l (x) = (−1)m(l −m)!

(l +m)!
Pm

l (x). (B.7)

We may expand a function over the sphere in terms of theYm
l

f (θ ,φ) =
∞

∑
l=0

l

∑
m=−l

am
l Ym

l (θ ,φ), (B.8)

where

am
l =

∫ 2π

0

∫ π

0
Ym

l (l ,m,θ ,φ)∗ f (θ ,φ)sinθ dθ dφ . (B.9)

The integral in (B.9) may be performed directly on the polynomial expansion (1.11) to
relate the
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B.5 Real Spherical Harmonics

We define the real spherical harmonics:

Cm
l (θ ,φ) =

1√
2

[

(Y−m
l (θ ,φ)+(−1)mYm

l (θ ,φ)
]

= (−1)m
√

2 ReYm
l (θ ,φ) (B.10)

Sm
l (θ ,φ) =

i√
2

[

Y−m
l (θ ,φ)− (−1)mYm

l (θ ,φ)
]

= (−1)m
√

2 Im Ym
l (θ ,φ), (B.11)

where we have used the identity

Y−m
l (θ ,φ) = (−1)mYm

l (θ ,φ)∗. (B.12)

In terms of the real spherical harmonics, the expansion (B.8)becomes

f (θ ,φ) =
∞

∑
l=0

l

∑
m=0

[Am
l Cm

l (θ ,φ)+Bm
l Sm

l (θ ,φ)] . (B.13)

It is sometimes convenient to reorder the summation overl andm to isolate the angular
dependence onφ :

f (θ ,φ) =
∞

∑
m=0

∞

∑
l=m

[Am
l Cm

l (θ ,φ)+Bm
l Sm

l (θ ,φ)] . (B.14)

The coefficientsAm
l andBm

l are related to theam
l by

a0
l =

√
2A0

l (B.15)

am
l = (−1)m

√
2

[

Am
l − iBm

l

]

(B.16)

a−m
l = 1√

2

[

Am
l + iBm

l

]

(B.17)

If the function f (θ ,φ) is real, then the coefficientsAm
l andBm

l are also real. Then we may
write for m> 0

Am
l =
√

2Rea−m
l (B.18)

Bm
l =
√

2Ima−m
l (B.19)

and form= 0

A0
l =

a0
l√
2
. (B.20)

B.6 Cubic Crystals

We begin by discussing crystals in the crystal classOh. This class of crystals include
the face-centered cubic and body-centered cubic systems.
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B.6.1 Third-order relations

In a cubic crystal, we find that:

σ23 = a123α1 +3a12223(α1α2
2 +α1α2

3)+a12333α3
1 (B.21)

σ31 = a123α2 +3a12223(α2α2
1 +α2α2

3)+a12333α3
2 (B.22)

σ12 = a123α3 +3a12223(α3α2
1 +α3α2

2)+a12333α3
3 (B.23)

There is one independent 3rd-order component:a123 and two independent 5th-order com-
ponents:a12223anda12333.

σ23 = A1
1C

1
1(θ ,φ)+A1

3C
1
3(θ ,φ)+A3

3C
3
3(θ ,φ) (B.24)

σ31 = B1
1S1

1(θ ,φ)+B1
3S1

3(θ ,φ)+B3
3S3

3(θ ,φ) (B.25)

σ12 = A0
1C

0
1(θ ,φ)+A0

3C
0
3(θ ,φ) (B.26)

Relating the spherical harmonic coefficients back to the Cartesian tensor coefficients we
find that

A1
1 = 1/15

√
12π (5a123+6a12223+3a12333) (B.27)

A1
3 = 1/35

√
42π (3a12223−a12333) (B.28)

A3
3 = −

√

2π/35(3a12223−a12333) = −
√

5/3A1
3, (B.29)

B1
1 = 1/15

√
6
√

2π (3a12333+5a123+6a12223) = A1
1 (B.30)

B1
3 = 1/35

√
42π (3a12223−a12333) = A1

3 (B.31)

B3
3 =

√

2π/35(3a12223−a12333) = −A3
3, (B.32)

and finally

A0
1 = 1/15

√
6π (6a12223+3a12333+5a123) = (1/2)

√
2A1

1 (B.33)

A0
3 = − 2

35

√
14π (3a12223−a12333) =−(2/3)

√
3A1

3. (B.34)

There are two linearly independent spherical harmonic coefficients:A1
3 andA1

1.

B.6.2 Fifth-order relations

Hiraoka [19] expands the resistivity tensor to fifth order inα, starting with the relation-
ship

Ai(α) = αi
[

e+e1α2
i +e2α4

i +e3
(

α2
1α2

2 +α2
2α2

3 +α2
3α2

1

)]

. (B.35)

Since this expansion applies to the conductivity tensor, wemay use it directly. In terms of
spherical harmonics, this relationship becomes:

σ23 = A1
1C

1
1(θ ,φ)+A1

3C
1
3(θ ,φ)+A3

3C
3
3(θ ,φ)+A1

5C
1
5(θ ,φ)+A3

5C
3
3(θ ,φ)+A5

5C
5
5(θ ,φ)

(B.36)
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σ31 = B1
1S1

1(θ ,φ)+B1
3S1

3(θ ,φ)+B3
3S3

3(θ ,φ)+B1
5S1

5(θ ,φ)+B3
5S3

3(θ ,φ)+B5
5S5

5(θ ,φ)
(B.37)

σ12 = A0
1C

0
1(θ ,φ)+A0

3C
0
3(θ ,φ)+A0

5C
0
5(θ ,φ)+A4

5C
4
5(θ ,φ) (B.38)

where theBm
l andAm

l are related by

B1
1 = A1

1 (B.39)

B1
3 = A1

3 (B.40)

B3
3 =−A3

3 (B.41)

B1
5 = A1

5 (B.42)

B3
5 =−A3

5 (B.43)

B4
5 = A4

5 (B.44)

Hiraoka does not use the coefficientse, e1, e2, ande3 directly, but instead defines three
coefficients

C = e+e1 +e2 (B.45)

C1 =−2e1−3e2 +e3 (B.46)

C2 = 3e2. (B.47)

Aside from an overall constant of proportionality relatingC,C1 andC2 to the conductivities,
these coefficients are given in terms of theAm

l by the relations:

C =

√

1
2π

(√
3A0

1 +
√

7A0
3 +
√

11A0
5

)

(B.48)

C1 = − 1
16
√

π

(

40
√

14A0
3 +49

√
22A0

5−3
√

385A4
5

)

(B.49)

C2 =
63
16

√

11
π

(

3
√

2A0
5−
√

35A4
5

)

. (B.50)

B.7 Tetragonal Crystals

In this section we discuss the symmetries of the conductivity in crystals with the point
groupD4h. These systems include the face-centered tetragonal, body-centered tetragonal,
and A3 crystal structures. To third order in the magnetic field direction, the AHC tensor in
these crystals may be written as:

σ23 = a231α1 +3a23133α1α2
3 +3a23122α1α2

2 +a23111α3
1 (B.51)

σ31 = a231α2 +3a23133α2α2
3 +3a23122α2α2

1 +a23111α3
2 (B.52)

σ12 = a123α3 +3a12223(α2
1α3 +α2

2α3)+a12333α3
3. (B.53)
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There are 2 unique 3rd-order componentsa312anda123and 5 unique 5th-order components:
a23111, a23122, a23133, a12311anda12333.

If we express the relations above in terms of the (real) spherical harmonics, we find that
these equations can be written in terms of theCm

l andSm
l :

σ23 = A1
1C

1
1(θ ,φ)+A1

3C
1
3(θ ,φ)+A3

3C
3
3(θ ,φ) (B.54)

σ31 = B1
1S1

1(θ ,φ)+B1
3S1

3(θ ,φ)+B3
3S3

3(θ ,φ) (B.55)

σ12 = A0
1C

0
1(θ ,φ)+A0

3C
0
3(θ ,φ). (B.56)

We can relate the coefficients of the spherical harmonic expansion to the components of
the tensora. Transformingσ23, we find

A1
1 =

√
12π
15 (5a231+3a23111+3a23122+3a23133) (B.57)

A1
3 =

√
42π
35 (4a23133−a23122−a23111) (B.58)

A3
3 = −

√

2π/35(3a23122−a23111) . (B.59)

Similarly for σ31,

B1
1 =

√
12π
15 (5a231+3a23111+3a23122+3a23133) = A1

1 (B.60)

B1
3 =

√
42π
35 (4a23133−a23122−a23111) = A1

3 (B.61)

B3
3 =

√

2π/35(3a23122−a23111) = −A3
3, (B.62)

and finally forσ12

A0
1 =

√
6π

15
(5a123+6a12223+3a12333) (B.63)

A0
3 =− 4

35

√

7π/2(3a12223−a12333) . (B.64)

There are 7 independent Cartesian coefficients, but only 5 independent spherical har-
monic coefficients:A1

1, A1
3, A3

3, A0
1 and A0

3. The spherical harmonics provide all of the
information that is independent of the field magnitude. If wecompare the results for cubic
crystals with those of tetragonal crystals, we find that in the tetragonal crystals,A1

3 andA3
3

are independent, but they are related in the cubic systems. Similar relationships are seen in
(B.34) and (B.33). See section 2.1 for a related discussion of hcp crystals.




