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ABSTRACT OF THE DISSERTATION

Coordinated Sensing in Intelligent Camera Networks

by

Chong Ding

Doctor of Philosophy, Graduate Program in Computer Science
University of California, Riverside, December 2013

Dr. Amit K. Roy-Chowdhury, Chairperson

The cost and size of video sensors has led to camera networks becoming pervasive in our

lives. However, the ability to analyze these images efficiently is very much a function

of the quality of the acquired images. Human control of pan-tilt-zoom (PTZ) cameras

is impractical and unreliable when high quality images are needed of multiple events

distributed over a large area. This dissertation considers the problem of automatically

controlling the fields of view of individual cameras in a camera network responsible for

improving situation awareness (e.g. where and what are the critical targets and events)

in a region of interest. This is achieved by understanding the performance of video

analysis tasks and designing camera control strategies to improve these tasks through

the quality of the source imagery. Optimization strategies, along with a distributed

implementation, are proposed, and their theoretical properties analyzed. The proposed

methods bring together computer vision and network control ideas.

The approach introduced here consists of a system wide utility measure and

a distributed optimization method. The global utility function quantifies the system

performance with respect to the goals of the user. The design of several utility functions

is presented such as those for improving area coverage and tracking performance. These

vii



utilities can then be combined to create a global utility measure aligned with the desired

system behavior. Since exhaustive exploration of the parameter space of large camera

networks is intractable, the problem is converted into a cooperative control problem

where each camera optimizes local utility functions while negotiating with neighboring

cameras. The result is a tractable optimization that increases the global utility until

convergence at a local optima.

This approach has been applied to conventional surveillance tasks, such as

observing targets in a large area, as well as more complicated tasks involving competing

objectives. The performance of the proposed methodologies has also been evaluated on

a real life wireless network of pan-tilt-zoom (PTZ) capable cameras.
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Chapter 1

Introduction

Networks of video cameras are being installed for a variety of applications:

surveillance and security, environmental monitoring and disaster response. As these

sensors continue to progress and become more ubiquitous, smaller, faster, more powerful,

their range of utilities will only continue to grow. The increasing capability of such

systems leads to more complex applications and places even greater demand on the

underlying infrastructure.

The decreasing cost and size of video sensors has led to camera networks be-

coming increasingly pervasive in our lives. Already, it is common to see video sensors in

and around buildings, on robots, on phones, and soon, perhaps even on the things we

wear. With many of these types of complex, personalized systems, an incredible amount

of data needs to be processed and interpreted.

Existing camera networks often consist of fixed cameras covering large areas.

This results in situations where the targets are often not covered at the desired resolu-

tions or viewpoints, thus making analysis of the video difficult, especially when there

are specified requirements associated with the targets, such as tracking precision, face
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images for identification and so on. Since the total number of cameras is usually dictated

by various factors (e.g., cost, ease of deployment) beyond video acquisition fidelity, a

possible solution is to integrate the analysis and sensing tasks more closely. This can

be achieved by introducing and controlling the parameters of pan-tilt-zoom (PTZ) cam-

eras in the network to dynamically fulfill the analysis requirements. Dynamic target

assignment would provide maximal utilization of the network, allowing the cameras to

differentially focus on multiple regions of interest leading to effective feature acquisition.

Such a setup would provide greater flexibility while requiring less hardware and being

less costly.

The focus of most work in video analysis has been on improving the perfor-

mance of detection, tracking and recognition algorithms in a variety of settings. How-

ever, large-scale experimental analysis is consistently demonstrating the limitations in

the improvements that can be obtained by focusing solely on the processing side. Anal-

ysis of natural video databases that have been studied widely in the computer vision

community shows that the performance is strongly dependent on the quality of the ac-

quired video. However, research focused on video acquisition strategies driven by the

need to maximize performance goals have been quite limited (a cursory glance through

the programs of major vision and image processing conferences or the journal pro-

ceedings will show only a handful of methods that consider the acquisition aspects, as

opposed to hundreds that focus on video analysis).

Sending the video streams of all cameras to a server or cloud can easily over-

whelm the underlying communication infrastructure. A prominent example of this is

the ban on video chat on AT & T mobile networks due to fears of congestion. To better

scale these camera networks, the visual sensors would require the capability to analyze

their own data and perform collaborative decision making in coordination with other
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sensors. This would enable the sensors to maneuver themselves optimally, i.e., change

the pan, tilt and zoom (PTZ) parameters of the cameras, so as to obtain image sequences

that can be analyzed with a high degree of reliability. The optimization would be done

during operation of the system, based on the analysis of sensed data from the immediate

past, rather than the historic approach of positioning and orienting static visual sensors

a priori.

The focus of this research is on dynamically controlling a distributed network

of smart mobile camera platforms to complete a variety of important tasks. The first

question considered was how to select the fields-of-view (FOV) of all the mobile cameras

such that the entire region of interest is sufficiently observed by the camera network.

Once the entire region is observable by the camera network, traditional video analysis

solutions can be applied to perform detections, tracking, recognition, and other high

level computer vision tasks. The second question considered was whether the accuracy

of these high level tasks could be improved by dynamically reconfiguring the parameters

of the network. Many of the existing video analysis algorithms perform very well with

an exception on certain types of data. Could these problems be solved by directing video

sensors to only provide useful input data. The third question was then, how to combine

these tasks together. When should the cameras gather better data for recognition?

When should they improve tracking? What is the best distribution of resources?

A simulation environment and a real world test-bed were used to develop sens-

ing strategies for smart mobile camera networks. The real world test-bed consists of

a wireless network of pan-tilt-zoom (PTZ) cameras in an outdoor university setting.

Access to the cameras was provided solely through a web based API over the wireless

network, meaning that any video or communication with the cameras was affected by the

latency and bandwidth of the network. Ideally, the video processing and control would
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be done locally on the camera, but due to the constraints of the real world test-bed, this

was simulated by streaming the video to other computers for analysis.

1.1 Application Domains

Camera sensor networks have a wide range of applications. A few representative

ones are described in the following sections..

1.1.1 Security and Surveillance

Surveillance is one of the primary applications of camera networks, where hun-

dreds or even thousands of cameras monitor large public areas, such as airports, subways,

etc. Since cameras usually provide raw video streams, it is difficult to interpret simulta-

neous video feeds manually. Initial machine or automated analysis of the data is highly

desirable, and in some cases necessary, to guide and focus the operators attention. Also,

since interesting events are rare the task can get very tedious. Thus it is desirable to

utilize intelligent methods for extracting information from image data and come up with

a meaningful representation for the user.

1.1.2 Environmental Monitoring

Camera networks can be used to monitor inaccessible areas remotely over a

long period of time. Often in this scenario, the cameras are combined with other types

of sensors, such that the cameras are triggered only when an event is detected by other

sensors used in the network. An example could be monitoring farms to identify the wild

animals attacking livestock.
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1.1.3 Smart Environments

A smart environment is an area where different kinds of smart devices are

continuously working together to aid humans in their daily activities [11]. Multiple

sensors serve as “eyes” of the smart environments to capture in real-time the changing

characteristics of the user and the environment. Visual sensors are very important

components of the sensor network for their capability of capturing information-rich

data. Representative examples of smart environments are smart meeting rooms and

smart homes.

1.2 Thesis and Contributions

By developing optimal sensing strategies in a network of visual sensors, with

a focus on tightly integrating the sensing and processing tasks, targets can be effectively

imaged, tracked and identified.

Autonomous robots that can perform desired tasks in security, surveillance,

and disaster response operations without continual human guidance are the ultimate

goal of this research. Many of the environments in which such tasks occur are either

dangerous or mundane to humans. For example, disaster regions can remain very hostile

for those involved in search and rescue, while monitoring banks of surveillance cameras

is mostly uneventful and quite boring.

However, developing robots capable of carrying out all the necessary tasks (e.g.,

searching for and tending to victims, neutralizing dangers) without human guidance is

still far from realization. This contributions of this dissertation are thus focused on the

tangible goal of robots with controllable video sensors, that operate alongside humans,

to jointly accomplish a given mission.
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Consider a scenario where a response team is deployed in a disaster zone. For

the team to be effective, situation awareness (eg. where are the victims, adversaries,

critical events) is of the utmost importance. In many such scenario’s preexisting commu-

nication networks tend to be heavily disrupted requiring human and robotic members

to rely on less powerful ad-hoc networks.

The question considered is how to select the fields of view (FOVs) of all the

cameras such that the entire region of interest is covered. The design of utility functions

quantifying the area covered by the camera network is discussed and a possible utility

function is defined. A distributed control algorithm is used to optimize the settings of the

camera network. Simulation and real life experiments show the benefits of an camera

network able to dynamically adjust as the available sensors for performing coverage

change over time.

Once the entire region is observed by the camera network detection, tracking,

recognition and other high level computer vision algorithms can be performed. The

question that immediately follows is whether the images, video and features used in the

higher level algorithms can be improved by intelligently selecting the FOVs of the camera

network. This dissertation shows how utility functions can be designed towards these

system goals and provides a framework for dynamically optimizing the pan tilt zoom

settings such that the tracking performance is improved. Experiments performed both

in simulation and in a real life camera network show that both the tracking accuracy

can be improved and that high quality images of targets can be acquired to use for data

association and identification purposes.

The framework described in this dissertation also shows how multiple system

goals competing for resources can be defined and optimized in a completely decentralized

manner, where multiple smart cameras can decide and change their parameters. Also,
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Figure 1.1: Diagram depicting the framework for integrating scene analysis and PTZ
control.

the combined optimization of mobile camera platform routes and camera parameters,

and the consideration of stochasticity in the target dynamics is presented. Simulation

results show the behavior of mobile camera platforms tasked with optimally tracking a

stochastic target.

1.3 Framework Overview

Configurations of cameras with large fields-of-view (FOV) can monitor a large

area of the environment but may not be able to supply reliable images for recognition

tasks. Configurations where the cameras are zoomed in on specific areas of interest can

gather useful images for recognition, but result in a very limited view of the scene.

This framework is shown in Fig. (1.1) and can find application in any visual

surveillance system containing PTZ cameras. The raw video from each of the cameras

is first processed through a detector. Any resulting detections are then associated and

used to update the target tracks by the tracker. These tracks are then used to decide

on the next set of PTZ settings for each camera. Depending upon the physical setup

these modules could be located on a single machine or distributed across many.
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In a traditional completely centralized system, the raw video would be sent

from each camera to a central server where the detector, tracker and parameter selec-

tion modules would all be located. In the fully distributed case, each camera would

communicate only necessary information, e.g., the state estimates of the targets. The

local objective function of each camera must be aligned with the centralized objective

function such that any local decisions, using only locally available information, improve

the value of the centralized objective function.

1.4 Organization

The rest of this dissertation is organized as follows. Chap. (2) provides a

review of recent literature on problems being actively researched in camera networks.

Chap. (3) presents the system models, describing how targets move through time and

how measurements are acquired by the camera network. The functions quantifying

system performance for different tasks are defined and discussed in Chap. (4). Different

algorithms for the optimization of camera parameters are presented in Chap. (5). The

experimental results are discussed in Chap. (6) along with the implementation details.

Chap. (7) describes the extension to mobile camera networks. Finally, Chap. (8)

concludes the dissertation.
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Chapter 2

Literature Review

This chapter describes research related to camera networks grouped according

to their application domain. Many of the camera networks currently deployed consist

of a mixture of static and PTZ cameras. Historically these networks have consisted of

mostly static cameras, where the layout is designed to satisfy some predefined objective

such as covering an area.

2.1 Camera Network Topology

A fundamental task in wide-area surveillance using camera networks is to mon-

itor the flow of traffic in a region. In environments such as airports this could be the flow

of people navigating their way through the airport. For camera networks covering the

streets this could involve monitoring the flow of traffic and pedestrians. In order to ac-

complish this task, an understanding of the patterns of flow between cameras observing

the area is necessary.

The constraints present during the installation of the camera network can result

in networks where certain portions of the camera network share overlapping fields of
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view, while in other regions the fields of view are non-overlapping. If the cameras in

the network have non-overlapping field of views, there will be portions of the area that

cannot be seen or recorded by the camera network. When targets navigate through such

a area, it is critical to understand the relationship between the disconnected fields of

view. This can provide information on where a target leaving one field-of-view (FOV)

is likely to appear next.

The probability distribution that describes this likelihood is called the transi-

tion model and can be represented as a graph, where the cameras are nodes and the

edges connect adjacent cameras. Two cameras are adjacent if an object can travel be-

tween them without passing through any other cameras. The transition model describes

the probability of traffic moving along each path and the time it takes to travel along

that path (this can also be represented as a distribution). The camera network topology

learning problem is usually referred to as estimating both network topology and transi-

tion model. This learning can be done during a separate training phase or continuously

during operation of the camera network (e.g., in active and mobile camera networks the

network topology may be changing dynamically).

The topology learning problem can be divided into two types: non-overlapping

fields of view and overlapping fields of view. A significant portion of the work in this area

considers cameras with non-overlapping fields of view. Real life camera networks usually

consist of both overlapping and non-overlapping regions. In such cases overlapping fields

of view can be considered together as a single large field of view.

Mutual information was used in [82] as a measure of statistical dependence

to infer the camera network topology, and a Monte Carlo Markov Chain was using

for sampling correspondences between observations. To exploit the abundant visual

information provided by the imaging sensors, an appearance-integrated cross-correlation
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model was proposed in [54] for topology inference on vehicle tracking data, and person

identities were integrated with appearance in [95]. Ground-truth trajectory and object

appearance information was used in [32] to learn the topology of a set of cameras as

well as the pairwise illumination change between cameras during a training phase. A

Bayesian approach was described in [22] for learning higher-order transition models, i.e.,

where moving objects will probably go after they pass through one or more cameras. In

[21], a decentralized approach was proposed for camera network topology discovery based

on sequential Bayesian estimation using a modified multinomial distribution. In [46],

cross correlation and covariance over thousands of observations of departure and arrival

times were utilized to identify adjacent cameras. This method also works for overlapping

cameras, as negative transition time indicates that objects enter one camera’s view before

leaving another camera.

To infer the topology of camera networks with overlapping field of views, a

Sequential Probability Ratio Test (SPRT) was utilized to accept or reject the possibility

that two cameras observe the same scene based on accumulated sequential detections

[44]. A method for inferring which cameras in the network have overlapping fields of

view was presented in [10] based on a fixed-length message of automatically detected

key points that each camera broadcasts to the rest of the network; the message is called

“feature digest” which is a compressed representation of a camera’s detected features.

2.2 Wide Area Tracking

Target tracking is one of the most basic tasks required for higher level au-

tomated video content analysis. The tracking problem can be defined as estimating

trajectories of moving objects over time. Tracking a single target can have many com-
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plications, such as occlusion, variation in appearance, and image noise. Once multiple

targets are considered the critical issue of data association arises, i.e., the problem of

linking together a sequence of observations across image frames based on the fact that

they belong to the same object. This is critical in camera networks because it is very

likely that many objects will be observed simultaneously by the camera network and

they will move between and across the fields of view of multiple cameras. When con-

sidering wide area scene analysis, it is also necessary to be able to track over long time

intervals. Although a large number of trackers are presently available, their reliability

falls off quickly with respect to the the length of the tracks. Stable, long-term track-

ing is still a very challenging problem in camera networks. For multiple targets, the

interaction between the targets may cause errors such as switching between track iden-

tifiers, missed detections and false detections. In addition, wide area tracking over a

camera network requires solving the problem of handoff between cameras (i.e., which

camera is responsible for tracking which target), making it more difficult to construct

correspondences across camera views due to significant lighting and view changes.

In order to tracking multiple targets in camera networks, a lot of effort has

been devoted to solving the data association problem based on the results of object

detection. Multi-Hypothesis Tracking (MHT) in [67] and Joint Probabilistic Data As-

sociation Filters (JPDAF) in [4] and [5] are two representative methods. In order to

overcome the large computational cost of MHT and JPDAF, various optimization al-

gorithms such as Linear Programming [33], Quadratic Boolean Programming [40], and

Hungarian algorithm [61] are used for data association. In [92], data association was

achieved through a MCMC sampling-based framework.

Some of the existing methods on tracking in a camera network include [27],[32]

and [36]. In [27], a probabilistic approach was presented for finding corresponding
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vehicles across cameras on a highway. The appearance of vehicles was modeled by

the mean of the color and transition times were modeled as Gaussian distributions.

A graph-theoretic framework for addressing the problem of tracking in a network of

cameras was proposed in [32]. A Bayesian formulation of the problem of reconstructing

the path of objects across multiple non-overlapping cameras was described in [36] using

color histograms for object appearance. The authors in [66] used location and velocity

of objects moving across multiple non-overlapping cameras to estimate the calibration

parameters of the cameras and the target’s trajectory. In [41], a particle filter was used

to switch between track prediction for non-overlapping cameras and tracking within a

camera. The authors in [35], presented a method for tracking in overlapping stationary

and pan-tilt-zoom cameras by maximizing a joint motion and appearance probability

model. A multi-objective optimization framework was presented in [70] and [71] for

tracking in a camera network.

2.3 Camera Network Layout

The research in this domain focuses on methods to optimally place and orient

a network of cameras such that certain task requirements are satisfied. The degree to

which a particular camera network placement and configuration satisfies the require-

ments is determined by factors such as visibility, field-of-view, focus, resolution and

pose. The approaches described in this section provide a brief review of past perfor-

mance measures and optimization methods to find the best solution to the camera layout

problem. A comprehensive review of methods to determine camera network layout can

be found in [79].

13



In [90], the authors proposed a generate and test method for determining the

position of a camera network for 3D estimation. This method relied on estimating the

uncertainty ellipsoid given an arbitrary network of cameras, which could then be used to

aid in the placement and orientation of the cameras. An approach for camera network

design was proposed in [56] to minimize 3D measurement error. The optimal camera

network layout is determined by using a genetic algorithm that considers the error from

image based measurements, occlusion and other physical constraints.

The authors in [78] developed a synthesis based method where the placement of

the camera network was computed such that certain feature detectability requirements

were satisfied. Mittal and Davis [50] use the probability of visibility to determine the

location and settings of their camera network. They considered not only static occlusion

but also dynamic occlusion due to moving targets. This was further extended in [51] to

handle the presence of random occlusions.

Horster and Lienhard [26] used linear programming to determine camera po-

sitions in 2D floor plans for maximizing area coverage, minimizing cost given a area

coverage constraint, or optimizing camera orientation given fixed positions. Naish et al.

[53] compute the initial camera network layout given the expected trajectories of the

targets such that the sensing performance is maximized.

Optimal camera placement strategies proposed in [94] and [86] were solved

by using a camera placement metric that captures occlusion in 3-D environments, and

binary integer programming. The solution to the problem of optimal camera placement

given coverage constraints was presented in [19], and can also be used to come up with

an initial camera configuration.
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2.4 Distributed Processing

Currently most of the data collected by camera networks is analyzed manually,

a task that is extremely tedious and limits the potential of the installed network. This

has sparked a huge interest in automated analysis in camera networks. This section

briefly reviews some research on automated analysis in camera networks, a comprehen-

sive review of which can be found in [68]. Whether the analysis is done manually or

automatically, it is important to acquire images that can be analyzed reliably. As the

placement of the static cameras is fixed, the performance of the system can not adapt

to the sensed data or environmental conditions.

It is desirable that the video analysis tasks be decentralized in many applica-

tions. Depending on the application, here may be bandwidth constraints (e.g., mobile

networks), security issues, and difficulty in analyzing a huge amount of data centrally.

Distributed systems can also be easily installed and allow for operations in remote and

hostile environments, possibly alongside humans. They can provide very valuable infor-

mation to humans (e.g., search and rescue personnel) keeping them out of danger and

enabling operations in wider variety of environments than currently possible. Situations

such as these require cameras to act as autonomous agents capable of making decisions

in a decentralized manner. At the same time, however, the decisions of the cameras

need to be coordinated so that there is a consensus on how to complete the task. In a

distributed camera network, each camera node would need to processes its own image

data locally, extract relevant information and collaborate with the other cameras to

reach a shared, global analysis of the scene.

Although there are a number of methods in video analysis that deal with multi-

ple cameras, distributed processing in camera networks has received much less attention.
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For example, some of the well-known methods for learning a network topology [46, 82],

tracking over the network [66, 70], object/behavior detection, matching across cameras,

and camera handoff and camera placement [2, 20, 31, 76, 94] do not address the issue of

distributed processing. In [47], a cluster-based Kalman filter was proposed for decentral-

ized tracking, where a camera is selected as a cluster head and aggregates information in

the cluster. In [64], a mixture between a distributed and a centralized tracking scheme

was presented which uses both static and PTZ cameras in a virtual camera network

environment.

Recently, some problems in video analysis have been addressed in a distributed

manner. A distributed algorithm for the calibration of a camera network was presented

in [14]. The problems of object detection, tracking, recognition and pose estimation

in distributed camera networks were considered in [69, 89]. Distributed processing has

been extensively studied in the multi-agent systems and cooperative control literature

. Consensus algorithms [58] are one of the many types of distributed schemes used for

collective decision making. Consensus algorithms are run individually by each agent,

where through communication its network neighbors, over multiple iterations, ensures

that all agents converge to the same decision. The main advantage of consensus algo-

rithms is that this consensus is achieved purely through peer-to-peer communication

without the need for a central fusion node, nor the network topology.

A theoretical framework for defining and solving consensus problems for net-

worked dynamic systems was introduced in [59]. Consensus algorithms for reaching

an agreement without computing any objective function appeared in the work of [30].

Consensus schemes have also been gaining popularity in computer vision applications

involving multiple cameras, such as pose estimation [84] and activity recognition [73].

The Kalman Consensus Filter (KCF) [57] is a popular distributed algorithm used to
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compute the average consensus value. This was extended by the authors in [34] to relax

some of the constraints and improve the consensus estimates. such as the assumption

all targets are observable by each camera.

The authors in [83] extended consensus algorithms to perform linear algebraic

operations such as SVD, least squares and PCA in camera networks, while [77] presented

an approach to distributed tracking in camera networks. In [73] a method for distributed

tracking and activity recognition was proposed, using a consensus based approach. A

cooperative estimation mechanism called the networked visual motion observer was used

in [25] to solve the estimation of the pose of a moving target in a camera network.

2.5 Camera Selection

As camera networks have historically been composed of mostly static cameras

in prearranged locations for surveillance tasks, it is likely that many cameras in the

network are either looking at uneventful spaces and may have significant overlap in

their field-of-view with other cameras. Camera selection is an area of research that is

dedicated to the selection of a subset of cameras for completion of a surveillance task

such that scarce resources such as power, bandwidth and storage are conserved. This

section provides a brief review of the approaches and performance measures proposed

to solve this problem.

The mean squared error of the best 2D position estimate of a single target,

in the presence of occlusion, is used by the authors of [18] using a semi-definite pro-

gramming approach to handle camera selection. [28] considers how to select a ”good”

subset of sensors such that the error of the position estimate of a target is within an

error bound. Soro and Heinzelman [74] compare two camera selection methods for best
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imaging performance while minimizing power consumption. In the first method, cam-

eras that minimize the difference in view from the desired synthesized viewpoint are

selected. In the second method, the energy limitations of the battery powered cameras

are also considered.

The authors in [15] selectively use a subset of cameras depending on the scene.

The optimal set of cameras is selected such that the area of interest is sufficiently covered

and the frame rate and resolution are of sufficient quality. A review of multiple methods

for camera selection and handoff is provided in [43].

2.6 PTZ Camera Control

In many applications, a portion of the installed cameras have pan, tilt and

zoom parameters that can be modified dynamically. The increasing quantity controllable

cameras and the potential benefit of intelligent sensing makes it necessary to develop

strategies for this purpose. The network would then be capable of reconfiguring itself

by modifying these parameters. One of the advantages of having a dynamically self-

configurable network is that it may be prohibitively expensive or physically challenging

to have a static setup able to handle all possible situations. For example, suppose we

needed to focus on one person (possibly non-cooperative) or specific features (e.g., face)

of the person as he walks around in an area and obtain a high resolution image of him

while keeping track of other activities also going on in the terminal. To achieve this,

we will either need to dynamically change the parameters of the cameras where this

person is visible or have a setup whereby it would be possible to capture high resolution

imagery irrespective of where the person is in the area. The second option would be

very expensive and a huge waste of resources, both technical and economical. Therefore
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we need a way to control the cameras based on the sensed data. Currently, similar

applications try to cover the entire area or the most important parts of it with a set of

passive cameras, and have difficulty in acquiring high resolution shots selectively.

The issue of actively controlling the camera parameters is closely tied to camera

placement since they both affect the quality of images that can be captured. Another

relevant problem in camera control is to construct the mapping between the camera

parameter space and a reference frame, which can be either an image plane or a ground

plane. In [12], a method was proposed to map any pixel location in video image to its

corresponding camera PTZ parameter. The authors also addressed a geo-registration

technique to map the PTZ camera view-spaces to a wide-area aerial orthophotograph

(e.g., Google Map Image).

Early work done in active vision [6] looked at the problem of moving a camera

to improve imagery. Performing active vision in a distributed camera network, where

the cameras coordinate among themselves, remains relatively unexplored. Much of the

research in controllable camera networks in the last decade was focused on centralized

solutions to master-slave systems where static cameras directed the PTZ camera. The

path planning inspired approach proposed by [65] used static cameras to track all targets

in a virtual environment while the PTZ cameras were each assigned to obtain high

resolution video from a particular target. This approach showed that given the predicted

tracks of all the targets, a set of one-to-one mappings between cameras and targets can

be formed to acquire high resolution videos. A method for determining good sensor

configurations that would maximize performance measures was introduced in [49]. The

configuration framework was based on the presence of random occluding objects and

two techniques were proposed to analyze the visibility of the objects.
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A more recent approach in [62] and [48] uses the Expectation-Maximization

(EM) algorithm to find the optimal configuration of PTZ cameras given a map of ac-

tivities. The value of each discretized ground coordinate is determined using the map

of activities. This approach upon convergence of the EM algorithm, provides the PTZ

settings to optimally cover an area given the map of activities. A similar approach in

[75] showed how cameras can coordinate between themselves to perform area coverage

by playing a potential game.

The game theoretic aproach in [72] and [17] showed how local value functions

could be designed to constantly improve the tracking accuracy of all targets observed

by a self-configuring camera network. While the approaches in these papers were decen-

tralized and had high accuracy, they were focused largely on designing specific imaging

functions on a per-target basis, and not on the overall system optimization required

for more complex scenes involving interactions between multiple targets. Therefore, the

implementation results were limited to very simple settings. More discussion on how to

design games in general for distributed optimization can be found in [42].

Prior work in target tracking with the ability to obtain high resolution shots

was shown in [1] using a fixed cost function. This was extended in [16] where the system

tracking performance was used as a threshold to enable acquisition of high resolution

face images from targets in the area. The main contribution of this paper is to present

a much more general approach where interesting events that the targets are involved

in are detected, and the system automatically decides when, where and how to image

these targets.
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2.7 Experiments on Camera Networks

2.7.1 Simulation

Researchers from both computer vision and sensor networks are interested in

the sensing and control issues that arise in the visual surveillance of large public spaces.

However, deploying a large-scale physical surveillance system may not be easy for those

who are interested in experimenting with multi-camera systems. Access to existing

private and public camera networks for experimentation is also difficult to obtain. As

a means of overcoming this barrier, as well as to avoid privacy laws that restrict the

monitoring of people in public spaces, the Virtual Vision paradigm was introduced in

[80], which facilitates research through the virtual reality simulation of populated urban

spaces with camera networks. Within the virtual vision framework, a surveillance system

comprising smart cameras that provide perceptive coverage of a virtual reconstruction

of New York City’s original Pennsylvania Station was developed [81]. This virtual train

station is populated by autonomously self-animating virtual pedestrians; virtual passive

and active cameras generate multiple synthetic video feeds that emulate those generated

by real surveillance cameras monitoring public spaces.

Virtual vision has several advantages: The virtual cameras are very easily relo-

cated and reconfigured, the ground-truth data of the virtual world is readily accessible,

experiments are repeatable, and simulated camera networks can be actively controlled

thus enabling performance analysis of different camera control algorithms.

2.7.2 Real Life Testbeds

Experimentation in real camera networks can be very challenging for a number

of reasons. Engineering issues like data transmission rates or processing capabilities may
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limit the kinds of experiments that may be conducted. Moreover, since camera networks

span a wide area, it is hard to design controlled experiments that are also practically

relevant. The complexity of real-world environments where camera networks are most

likely to be deployed, like an airport or a shopping mall, are very hard to replicate in a

research setting. Below we list some systems that are currently available and which can

be used by researchers in their experimentation. This list is by no means complete; it

is intended to provide a sampling of some of the existing camera network experimental

testbeds.

In the early 2000s, a virtual world was developed at the University of Toronto

to serve as a software laboratory for carrying out camera networks research. This in-

volved a large scale digital reproduction of the Penn train station complete with cameras

and autonomous pedestrians [80]. The Sensorium at Boston University was built around

the year 2003 and is composed of wireless cameras spread over multiple rooms [55]. All

the projects at the Sensorium have the common goal of merging the physical and cyber

worlds allowing development of assisted environments for people with disabilities. An

Outdoor Video Sensor Network Laboratory, composed of over 30 PTZ cameras, has

been developed at U.C. Riverside. This system also has a number of indoor cameras,

infra-red and 3D sensors, and ground and aerial unmanned vehicles. A wide area video

understanding dataset was collected in this environment and is available to researchers

(Videoweb Activities Dataset) [13]. The cameras in this facility are connected over a

wireless network allowing for research in resource-constrained and distributed environ-

ments. In 2009, researchers at U.C. Santa Barbara installed a large network of static

and PTZ cameras in the hallways of all five floors of a campus building and at various

other locations on campus. They were interested in many different applications ranging

from the understanding the patterns of movements within a building to developing dis-
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tributed control algorithms [91]. On the other side of the globe, in the Nullarbor Desert

in Western Australia, researchers from the Imperial College of London, Ondrejov Ob-

servatory in the Czech Republic, and the Western Australian Museum, set up a network

of cameras track and find new meteorites [7]. This shows the potential for application

of camera networks in environmental monitoring of remote regions.
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Chapter 3

System Modeling and Tracking

This chapter describes the state and dynamical models necessary for tracking

and reasoning about the system and targets over time. First, the time propagation

models are presented. These show how the system and the targets behave through

time, while the measurement model describes the relationship between the camera and

detector from Fig. (1.1) to the targets in the scene. This is followed by an introduction to

the Kalman filter frameworks that comprise the tracking module used in the experiments.

3.1 Time Propagation Models

The purpose of this section is to define the time propagation and measurement

models of our system, which will form the basis for evaluating the performance of the

video analysis tasks.

3.1.1 State Variables

At time step k, the system state is described by the state vector x(k) ∈ RN . In

the case of tracking targets in a camera network, the 3D position of target j in the world
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coordinate system is represented by the vector pwj (k) = [xwj , y
w
j , z

w
j ]>. If the velocity of

the target, vwj (k) = [vwx,j , v
w
y,j , v

w
z,j ]
>, is also part of the state, then the state vector for

target j becomes xj(k) = [pwj (k),vwj (k)]>. Given the state xj(k) a motion model can

be used to predict how the target moves over a time interval and a measurement model

can be used to predict the corresponding measurements that will be acquired by the

camera network.

3.1.2 Motion Model

The motion model describes how the target is expected to move over a time

interval. A review of target motion models and tracking methods can be found in [9].

Traditional motion models have been defined by a constant physical parameter, such as

constant position pwj (k) = pwj (0) and constant velocity pwj (k) = pwj (0) + vwj (0). More

complex motion models utilizing scene geometry and learned motion patterns have also

been used in recent papers but require more application specific information.

As track j moves, with time step T = 1s, throughout the area, its trajectory

in discrete time is modeled in state space as,

xj(k + 1) = f(xj(k)) + ω, (3.1)

where f is the state transition function, relating the state between time step

k and k + 1, and the random variable ω ∼ N (06×1,Q) is the process noise. in practice

the state transition function is linearized around the point of interest xj by computing

Φj =
∂fj
∂xj

∣∣∣∣
xj

, (3.2)
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resulting in

xj(k + 1) = Φxj(k) + ω, (3.3)

as the linear discrete time trajectory model, where j = 1, . . . , Nt is the target number.

Using the constant velocity motion model

Φ =

 I I

0 I

 , (3.4)

is the state transition matrix where 0 and I ∈ <3×3. Welch and Bishop discuss how to

choose the process noise Q in [87].

3.2 Measurement Model

This section derives the measurement model for track j by camera i. The

position of the j-th track in the i-t camera frame is pcij =
[
xcij , y

ci
j , z

ci
j

]>
, the rotation

from world to the i-th camera frame is denoted by Rci
w and the position of the camera

in the world frame is pwci .

The position of track j in the i-th camera frame is related to it’s position in

the world frame by

pwj = Rw
cip

ci
j + pwci (3.5)

pcij = Rci
w(pwj − pwci). (3.6)
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Eqn. (3.6) can be written in homogeneous co-ordinates as

 pcij

1

 =

 Rci
w 0

0> 1


 I −pwci

0> 1


 pwj

1

 (3.7)

where 0 ∈ <3×1 and I ∈ <3×3 is the identity matrix.

Using the homogeneous co-ordinate representation, the i-th camera’s image

plane co-ordinates for the j-th track, pij = [xij , y
i
j , z

ci
j ]>, are

pij =


−fci
sx

0 0 ox

0 −fci
sy

0 oy

0 0 1 0


 pcij

1

 (3.8)

In Eqn. (3.8), pij are the homogeneous co-ordinates of the track position on the image

plane with zcij . The symbols ox and oy represent the co-ordinates of the location of

the image center in pixel co-ordinates, sx and sy represent the effective pixel size in

the horizontal and vertical direction, respectively, and fci is the focal length of the i-th

camera.

The result of performing feature detection on the image from Camera i is a

two-dimensional projection of the centroid position of the j-th track on the image plane

in pixel coordinates uij and it’s associated error covariance Ci
j . Accounting for noise,

the measurement from the i-th camera can be modeled as

uij = h(pwj ) + ηij =

 xi

z
ci
j

yi

z
ci
j

+ ηij , (3.9)

where we assume that ηij ∼ N (02×1,C
i
j). By defining the matrix of (known) intrinsic
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camera parameters Mint and the matrix of extrinsic camera parameters Mext as

Mint =


−fci
sx

0 0 ox

0 −fci
sy

0 oy

0 0 1 0



Mext =

 Rci
w −Rci

wpwci

0> 1

 ,

where 0 ∈ <3×1. We can rewrite Eqn. (3.7) as

pij = MintMext

 pwj

1

 , (3.10)

where the product MintMext gives us the Calibration Matrix.

3.2.1 Linearizing the Measurement Model

Given pwci , p̂wj , and Rci
w , Eqn. (3.10) allows computation of p̂ij = [ x̂ij , ŷ

i
j , ẑ

ci
j

]>

which enables prediction of the image plane measurement:

ûij = hij(p̂
w
j ) =

 x̂i

ẑ
ci
j

ŷi

ẑ
ci
j

 . (3.11)

Subsequent analysis will use the linearized relationship between the measurement error

uij − ûij and the position estimation error in global frame pwj − p̂wj :

uij ≈ ûij + hj(p
w
j − p̂wj ) (3.12)
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where hj =
∂hij
∂pwj

∣∣∣∣
p̂wj

. The derivation is as follows:

h|p̂cij =
δhij
δpwj

=

[
δhij
δp̂ij

] [
δp̂ij
δpwj

]

=

 1
ẑ
ci
j

0 − x̂i

(ẑ
ci
j )2

0 1
ẑ
ci
j

− ŷi

(ẑ
ci
j )2

MintMext
δ

δpwj

 pwj

1



= ΘMintMext



1 0 0

0 1 0

0 0 1

0 0 0


h|p̂cij = ΘΣ (3.13)

where,

Θ =

 1
ẑ
ci
j

0 − x̂i

(ẑ
ci
j )2

0 1
ẑ
ci
j

− ŷi

(ẑ
ci
j )2

 (3.14)

Σ = MintMext



1 0 0

0 1 0

0 0 1

0 0 0


. (3.15)

For the purpose of state estimation, we will require the observation matrix Hi
j =

∂uij
∂x |ûij ,x̂

which is

Hi
j = [h,0] (3.16)
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where 0 ∈ <2×3. The linearized measurement model for every measurement at time-step

k is thus given by,

uij(k) = Hi
j(k)xij(k) + ηij(k). (3.17)

Typically the camera intrinsic matrix Mint, extrinsic matrix Mext and measurement

noise Ci
j are obtained though the calibration process.

3.3 Kalman Filter Tracking

This section presents the equations for the centralized and distributed Kalman

filter methods that may be used to perform tracking on a camera network. The standard

Kalman filter is introduced first, followed by the distributed Kalman-Consensus filter to

show how target state estimates and associated error covariance can be determined in

camera networks that have centralized data processing or distributed processing across

the cameras.

3.3.1 Centralized Kalman Filter

The Kalman filter as described in [87] is used to estimate the instantaneous

state of a linear dynamic system. It is a two step process consisting of a prediction step

followed by a measurement update step.

Prediction Step

The state estimate and its error covariance matrix Pj are propagated between

sampling instants according to [29]:

x̂j(k + 1)− = Φx̂j(k)+ (3.18)

Pj(k + 1)− = ΦPj(k)+Φ> + Q. (3.19)
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Here x̂j(k+1)− is the a priori state estimate of the target at time step k+1 and x̂j(k)+

is the a posteriori state estimate at time step k, given measurement uij(k).

Measurement Correction Step

The state estimate and its error covariance are corrected using the measurement

information when a new measurement is available. The Kalman gain, quantifying the

change in state, is defined as

K(k) = Pj(k)−Hj(k)>
(
Hj(k)Pj(k)−Hj(k)> + Cj(k)

)−1
, (3.20)

and the corrected a posteriori state estimate is calculated by

x̂j(k)+ = x̂j(k)− + K(k)
(
uj(k)−Hj(k)x̂j(k)−

)
. (3.21)

The a posteriori error covariance is updated though

Pj(k)+ = (I−K(k)Hj(k)) Pj(k)− (3.22)

3.3.2 Kalman-Consensus Filter

The following is a verbal description of the consensus algorithm as shown in

Algorithm 1 and proposed in [60]. It is performed at each camera ci for each target j

that is viewed by Ci, the neighboring camera set of ci and defined as all cameras with

which ci can communicate. If ci is viewing a target j, it obtains j’s position on the

ground plane uij , Hi
j is the identity matrix since the state and measurements are both

in the world frame. After that, the corresponding information vector and matrix are

computed with the given measurement covariance matrix Ci
j . Camera ci then sends
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Algorithm 1 Distributed Kalman-Consensus tracking algorithm performed by every camera
ci at discrete time step k. The state of target j at camera ci is represented by xi,j with error
covariance matrix Pi,j .

Input: x̂i,j and Pi,j from time step k − 1
for each target j that is being viewed by ci do

Obtain measurement ui,j with covariance Ci,j

Compute information vector and matrix

zi,j = Hi
j
>

Ci
j
−1

uij and Zi,j = Hi
j
>

Ci
j
−1

Hi
j

Compute the predicted measurement

gi,j = Hi
j
T
Ci
j
−1

Hi
j x̄i,j

Compute the residue
resi,j = zi,j − gi,j

Send message mi,j = (resi,j ,Zi,j , x̄i,j) to neighboring cameras Ci
Receive messages ml,j = (resl,j ,Zl,j , x̄l,j) from all neighboring cameras cl ∈ Ci
Fuse information

yi,j =
∑
l∈Ci

resl,j , Si,j =
∑
l∈Ci

Zl,j

Compute the Kalman-Consensus state estimate

Mi,j = ((Pi,j)
−1 + Si,j)

−1

x̂+
i,j = x̂i,j + Mi,jyi,j + γMi,j

∑
l∈Ci

(x̂l,j − x̂i,j)

γ = 1/(||Mi,j ||+ 1), ||X|| = (tr(XTX))
1
2

Update the state and error covariance matrix for time step k

Pi,j ← ΦjMi,jΦj
> + Qj

x̂−i,j ← Φj x̂+
i,j

end for

32



a message mi,j to its neighbors which includes the computed information vector and

matrix, and its estimated target state x̂i,j at previous time step (k−1). Camera ci then

receives similar messages ml,j only from the cameras in its neighborhood that are also

viewing target j. The information matrices and vectors received from these messages,

and its own information matrix and vector, if ci is viewing target j, are then fused and

the Kalman-Consensus state estimate is computed. Finally, the ground plane state x̂i,j

and error covariance matrix Pi,j are updated according to the assumed linear dynamical

system.

3.3.3 Centralized Extended Kalman Filter

The Extended Kalman filter as described in [87] differs from the Kalman filter

in that the state transition and observational models need not be linear functions of the

state, but may be differentiable functions. This means that Φ and H are the Jacobian

matrices of the state transition and measurement functions, linearized around the cur-

rent estimate. In this work the state transition functions is assumed to be linear, while

the observational model is assumed to be non-linear. Therefore, only the observational

model is linearized around the current state estimate. It remains a two step process

consisting of a prediction step followed by a measurement update step.

Prediction Step

The state estimate and its error covariance matrix Pj are propagated between

sampling instants according to [29]:

x̂j(k + 1)− = Φx̂j(k)+ (3.23)

Pj(k + 1)− = ΦPj(k)+Φ> + Q. (3.24)
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Here x̂j(k + 1)− is the a priori state estimate of the target at time step k + 1

and x̂j(k)+ is the a posteriori state estimate at time step k, given measurement uij(k).

Measurement Correction Step

The state estimate and its error covariance are corrected using the measurement

information when a new measurement is available. The Kalman gain, quantifying the

change in state, is defined as

K(k) = Pj(k)−Hj(k)>
(
Hj(k)Pj(k)−Hj(k)> + Cj(k)

)−1
, (3.25)

and the corrected a posteriori state estimate is calculated by

x̂j(k)+ = x̂j(k)− + K(k)
(
uj(k)− h

(
x̂j(k)−

))
. (3.26)

The a posteriori error covariance is updated though

Pj(k)+ = (I−K(k)Hj(k)) Pj(k)− (3.27)

3.3.4 Extended Kalman-Consensus Filter

The Extended Kalman-Consensus filter allows us to track targets on the ground

plane using multiple measurements in the image plane taken from various cameras. This

allows each camera ci to have at any time step k, a consensus state estimate x̂i,j and

estimate error covariance Pi,j for each target j. Due to the nonlinear nature of the

observation model, the linear Kalman-Consensus filter proposed in [60] cannot be applied

as is. An extension to deal with the non-linearity of the observation model is required.

Taking into account the nonlinear nature of our dynamical model, an Extended Kalman-
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Algorithm 2 Distributed Extended Kalman-Consensus tracking algorithm performed by every
camera ci at discrete time step k. The state of target j at camera ci is represented by xi,j with
error covariance matrix Pi,j .

Input: x̂i,j and Pi,j from time step k − 1
for each target j that is being viewed by ci do

Obtain measurement ui,j with covariance Ci,j

Calculate Jacobian matrix Hi
j with respect to the observation model

Compute information vector and matrix

zi,j = Hi
j
>

Ci
j
−1

uij and Zi,j = Hi
j
>

Ci
j
−1

Hi
j

Compute the predicted measurement

gi,j = Hi
j
T
Ci
j
−1
hi(x̄i,j)

Compute the residue
resi,j = zi,j − gi,j

Send message mi,j = (resi,j ,Zi,j , x̄i,j) to neighboring cameras Ci
Receive messages ml,j = (resl,j ,Zl,j , x̄l,j) from all neighboring cameras cl ∈ Ci
Fuse information

yi,j =
∑
l∈Ci

resl,j , Si,j =
∑
l∈Ci

Zl,j

Compute the Extended Kalman-Consensus state estimate

Mi,j = ((Pi,j)
−1 + Si,j)

−1

x̂+
i,j = x̂i,j + Mi,jyi,j + γMi,j

∑
l∈Ci

(x̂l,j − x̂i,j)

γ = 1/(||Mi,j ||+ 1), ||X|| = (tr(XTX))
1
2

Update the state and error covariance matrix for time step k

Pi,j ← ΦjMi,jΦj
> + Qj

x̂−i,j ← Φj x̂+
i,j

end for

Consensus distributed tracking algorithm on the basis of the Kalman-Consensus filter

detailed in [60] is shown in Algorithm 2.

The following is a verbal description of the consensus algorithm as shown in

Algorithm 2. It is performed at each camera ci for each target j that is viewed by Ci, the

neighboring camera set of ci and defined as all cameras with which ci can communicate.

If ci is viewing a target j, it obtains j’s position on its image plane uij , and calculates

the Jacobian matrix Hi
j from its observation model and consensus state estimate x̂j .
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After that, the corresponding information vector and matrix are computed with the

given measurement covariance matrix Ci
j . Camera ci then sends a message mi,j to its

neighbors which includes the computed information vector and matrix, and its estimated

target state x̂i,j at previous time step (k− 1). Camera ci then receives similar messages

ml,j only from the cameras in its neighborhood that are also viewing target j. The

information matrices and vectors received from these messages, and its own information

matrix and vector, if ci is viewing target j, are then fused and the Extended Kalman-

Consensus state estimate is computed. Finally, the ground plane state x̂i,j and error

covariance matrix Pi,j are updated according to the assumed linear dynamical system.
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Chapter 4

Design of Camera Network

Objective Functions

Consider a network of Ncameras PTZ smart cameras each of which contains a

detector, a distributed Kalman-consensus tracker and some high level processing tasks

(as needed by the application). This chapter studies several different possible use cases

of a camera network and how to design utility functions to quantify the system perfor-

mance.

4.1 Measuring System Performance

In this section we present possible designs of the value functions for several

different objectives of our system with respect to the pan-tilt-zoom settings a ∈ A of

the entire camera network. To ease computation we quantize the area of interest into a

set of blocks B = {b1, b2, ..., bNblocks} as shown in Fig. (4.1).
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Figure 4.1: Example of discretization of the field of view (in blue) of a camera and the
probable positions of the tracked target (in red). Shaded blue regions are the blocks
satisfying the area coverage resolution requirement in eqn. (4.2). Blocks within the red
ellipse are blocks in the set Bj .

4.1.1 Area Coverage

The requirements of a surveillance application for detecting all targets within

a region of interest are naturally expressed in state space. In order to detect all targets

present in an area, the entire area must be viewed by cameras in the network. This

region of interest can take many different shapes and each camera may only be capable

of viewing a small subset of the entire region. By converting the region of interest into a

set of blocks we can then define the value to be a function of the blocks covered by the

camera network. Depending on the detector and desired detection performance, certain

resolution and overlap requirements may be present. This means that a good measure

of the area coverage should also contain variables for tuning the resolution requirement

and degree of overlap in the camera configurations. Consider the value function

Uarea(a) =

Nblocks∑
l=1

(
1−

Ncameras∏
i=1

(1− βi,l)

)
, (4.1)
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where βi,l is defined as

βi,l =


1− e

−λ1
ri,l

rmax,l if rmax,l > ri,l > rmin,l

0 otherwise

, (4.2)

rmin,l is the minimum acceptable resolution in terms of pixel height at which each

block should be viewed, rmax,l is the height in pixels of ci’s image plane, and ri,l is the

resolution at which block l is being viewed by ci.

The conditions under which this value function increases are when area covered

with an acceptable resolution increases or the area can be viewed at a higher resolution.

The term λ1 can be adjusted according to how well the detection and tracking performs

with respect to the height in pixels of the tracked objects on the image plane. This

definition of the value function for area coverage provides the user to specify the range

of resolutions to satisfy the performance requirements of the detector.

4.1.2 Tracking

A very popular topic in camera networks and computer vision in general is

tracking. The objective of a camera network based tracking application could involve

maximizing the tracking accuracy of all targets the system is responsible for. The user

of the system may have desired tracking accuracy for different targets or regions of

interest. For the system to be able to optimize along these goals, it must have a method

for determining the effect of the camera network settings a on the tracker performance.

The purpose of the tracking utility is to quantify how well camera ci believes

the system will track target j given some proposed settings for all cameras in the net-

work. Whether we are considering a centralized tracker or a completely distributed

system, either of the Kalman filter or the Extended Kalman-consensus filter is capable
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of providing a state estimate x̂j and error covariance Pj for each target. The state of

each target is represented in the world frame and contains both the position and velocity

and is represented as x̄j = [pwj ,v
w
j ]. The error covariance matrix Pj can be represented

in block form as

Pj =

 Ppp Ppv

Pvp Pvv

 , (4.3)

where Ppp represents the error covariance matrix of the position of target j. Assuming

calibration we can compute the linearized transformation matrix Hi
j [85] between the

world and image for each camera. As Hi
j is a function of the PTZ of the camera and the

target we can evaluate the expected error covariance of the target given the proposed

PTZ settings of all cameras as

P+
j =

(
(P−j )−1 +

Ncameras∑
i=1

Hi>
j (Ci

j)
−1Hi

j

)−1
, (4.4)

where Ncameras is the number of cameras viewing target j. The corresponding posterior

information matrix is denoted as Jj+ =
(
Pj+

)−1
. We now define the tracking utility as

the average trace of the information of all targets,

Utrack(a) =
1

NT

NT∑
j=1

trace(Jj+). (4.5)

Since Eqn. (4.4) is exactly the covariance update equation of the Kalman filter in

information form, the tracking utility defined here is the average trace of the information

of all tracked targets. Maximizing the the tracking utility Utrack over the parameters of

the camera network will result in the setting a that provides the largest improvement

to the tracking information of the tracker.
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4.1.3 Bayesian Value

Since utilities such as the tracking utility Utrack are a function of the target

states, they are actually dependent on the random variables pwj (k+1) (i.e. the predicted

position of the target at time step k+1) for j = 1, . . . , Ntargets. Therefore, the optimiza-

tion will be based on the expected value of the utility function over the distribution of

the uncertainty in the estimated position of the target. Hence, we define a Bayesian

value function V (U(a)) as:

V (U(a)) = E
〈
U(a; pwj , j = 1, . . . , NT )

〉
(4.6)

=

∫
U(a)pp (ζ) dζ. (4.7)

The dummy variable ζ is used for integration over the ground plane and pp is the Normal

distribution N (p̂wj ,P
−
pp) of the predicted position of target j in the global frame at the

next imaging instant, and P−pp represents the position covariance matrix.

The integral represents the area spanned by the FOV of the camera. Inside the

integral, the target dependent utility U(a) is multiplied by the probability distribution

function pp, where the maximum value for pp occurs at the estimated target position

p̂wj . Thus, integrating over the FOV makes the camera network select a settings profile

a such that most of the ellipsoid formed by the position covariance matrix P−pp around

the position estimate p̂wj , is in view, thus reducing the risk of not imaging the target.
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Figure 4.2: Example of how the scaling parameter sj changes over the lifetime of a
track. When a track is initialized sj begins increasing over time until a high resolution
image is obtained. Once this occurs the value is set to 0 for the remaining lifetime of
the track. It is possible for a track to die before sj becomes high enough to trigger a
high resolution acquisition.

4.1.4 High Resolution Imaging

For some other surveillance tasks in camera networks it is important to be able

to acquire high resolution images of specific targets for identification and recognition

purposes. The user would need to be able specify a minimum and maximum resolution.

Depending on the application certain targets may have different priorities that the user

would also need to set.

An imaging value function would then reward camera parameter settings across

the network that achieve high resolution imaging of the tracked objects. This function

needs to take into account the expected position p̂wj (k)+ and associated error covariance

P̂w
j (k)+ of the tracks. The set of blocks Bj ⊆ B are the blocks that are within three

standard deviations of p̂wj (k)+ in the area of interest as shown in fig. (4.1). Bj can also

be thought of as the set of probable positions that track j is located.

We define the high resolution imaging value function as,

Uimage(a) =

Ntracks∑
j=1

sj

(
1−

Ncameras∏
i=1

(1− ζi,j)

)
, (4.8)
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where ζi,j is defined as

ζi,j =


1− e−λ2

ri,j
rmax,j if rmax,j > ri,j > rmin,j

0 otherwise

, (4.9)

and rmin,j is the minimum resolution in terms of pixel height at the set of blocks Bj

should be viewed at and rmax,j is the maximum acceptable resolution. Here ri,j is the

weighted resolution at which all Bj can be viewed by camera ci,

ri,j =


∑

bl∈Bj (pj,lri,l) , if ∀bl ∈ Bj , ri,l > 0

0 otherwise

, (4.10)

where pj,l is the probability target j is at block l which is computed using p̂wj (k)+ and

P̂w
j (k)+ . The scaling parameter sj is used to weight the value of getting high resolution

images of target j. By dynamically changing this parameter over time we introduce

opportunistic acquisition of high resolution images into our system. We populate this

variable using a function monotonically increasing in time, initialized to a low value

when a new track j is added to the system. Once a high resolution image of the track

has been acquired sj = 0 for the remaining lifetime of the track. The behavior of this

variable over the lifetime of a track can be seen in Fig. (4.2).

4.1.5 Specified Pose Imaging

In certain applications it is important that targets be imaged at specific poses.

An example would be in the case of facial recognition an image of the target’s face would

be needed. Depending on the application there may be a range of satisfactory poses

that would be set by the user.

43



jTO
v

iCO
v

iC

jTO

jT

v
α ⎟⎟

⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛ •
=

ji

ji

TC

TC

OO

OO
vv

vv

arccosα

Ground plane

Figure 4.3: Camera viewing angle and target pose.

The pose value function Upose(a) would quantify how well the camera settings

satisfy the pose requirements of the targets. This function would need to take into

account the direction of the target as well as the direction of the camera. Let target Tj

maneuver in the area with a direction vector ~OTj . Defining a vector ~Oci from camera

ci’s position pwi to Tj ’s estimated position p̂wj , the view angle θi,j formed by Tj and ci

can be computed as,

θi,j = arccos

(
~OTj · ~Oci
‖ ~OTj‖‖ ~Oci‖

)
. (4.11)

An illustration of the view angle factor is shown in Fig. 4.3. The pose value function

can then be defined as,

Upose(a) =

Ntracks∑
j=1

(
1−

Ncameras∏
i=1

(1− υi,j)

)
, (4.12)

where υi,j is defined as

υi,j =


1− e−λ3

θi,j
θmax,j if θmax,j > θi,j > θmin,j

0 otherwise

, (4.13)

and θmin,j is the minimum acceptable angle between the target trajectory and the camera

orientation and θmax,j is the maximum acceptable angle. Assuming that the target is
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facing in the direction of motion this utility value will provide a measure of how well

the images aquired by the camera network satisfy the pose requirements for each target.

If there are other methods that can estimate the pose of the target, that vector can be

used in the place of the target direction to compute the relative angle and the resulting

pose utility.

4.2 Global Utility Function

Depending on the complexity of the task assigned to the camera network by a

user. One or more of these utilities may need to be considered at the same time. The

following section provides some example scenarios and a possible definition of the global

utility Uglobal.

4.2.1 Example 1 - Cover entire area with at least some minimum reso-

lution while maintaining high resolution imagery of certain tar-

gets

This example is quite common in surveillance applications where a large net-

work of cameras is used to cover a large area, and a human operator or automated

mechanism maintains important targets or events in high resolution. To cover the en-

tire area, the area can be divided into blocks in a way similar to [19] to make the

problem more tractable. Then we can use the area coverage utility Uarea to evaluate the

parameter settings, where the user specifies the resolution requirements. For the user

specified targets that need to be viewed constantly with higher resolution we also add

in the imaging utility Uimage. The resolution requirement of Uimage is set to the desired

values and the scaling parameter sj for the user specified targets are set to a constant
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high value. The global utility describing the system goals can then be defined as

Uglobal(a) = Uarea(a) + Uimage(a). (4.14)

By defining the global utility in such a way, there is a trade off between optimizing

the area coverage and the high resolution imaging of the targets. This desired balance

between the two goals can be located by changing the value of the scaling parameter sj

for each target j.

4.2.2 Example 2 - Cover the entrances to an area while optimizing

tracking performance of the people in the area

The purpose of this system is to minimize the tracking error of all targets within

the region under surveillance and obtain the best possible shots (in terms of tracking

accuracy) for each target. The choice of camera parameters determines the expected

assignment of targets to cameras, as well as the expected tracking accuracy and risk.

Given that the targets are moving, when the entire area is not covered, there is a trade

off between tracking gain and coverage risk. Each camera may view only a portion of

the area under surveillance. The importance of every location within the observed space

may not be equal and must also be considered. Monitoring entrances and exits to the

area under consideration will allow us to identify, and subsequently track all targets,

whereas monitoring empty space is of little use.

To achieve the system goal, the camera control is aware of the state of the

Kalman-Consensus filter and actively seeks to provide it with the most informative

measurements for state estimation. The imaging utility Uimage can be applied to persis-

tently cover the area entrances at a high resolution. The targets in this context would
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be the entrances, the resolution requirements would defined based on the detection and

recognition requirements of the user and the scaling factor sj would be set to a high

constant value. This means that the camera network will gain value from maintaining

settings that can observe the entrances. The tracking utility Utrack can be used to eval-

uate the tracking performance of the camera network. The targets in this case would

be the people walking around the area. Since the area is not completely covered the

tracking utility must also take into account the uncertainty in the location of the people

in the area. These two utilities can then be combined together to form the global utility,

Uglobal(a) = Uimage(a) + V (Utrack(a)). (4.15)
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Chapter 5

Optimization Strategies for

Camera Parameter Selection

This chapter describes how the pan-tilt-zoom (PTZ) paramenters of the camera

network can be determined at each time step. Given a global utility function represen-

tative of the system goals, the objective is to find the set of PTZ settings for all cameras

in the network that maximizes the utility value with respect to the target and state

estimates at any time instant. Let C = {c1, c2, ..., cNcameras} be the set of cameras, Ai

denote the set of PTZ settings for camera ci and A = {A1×A2× ...×ANcameras} be the

set of all possible settings of the camera network.

5.1 Communication & Vision Graphs

In a distributed camera network, the camera communications can be modeled

as a communication graph. The set of blocks representing the entire area is B and the

set of blocks that can be covered by camera ci, given all valid PTZ settings, is Bi ⊆ B.
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(a)

(b)

Figure 5.1: (a) Shows a particular set of FOV’s for 3 cameras as solid trapezoids.
The dotted rectangles show the possible area that can be covered given all the settings
available to each camera. (b) Shows the corresponding vision graph, connecting cameras
can have overlap in their fields of view.

Definition 1 The communication graph is a graph in which only cameras that can

directly send and receive information from each other are connected by an edge.

Definition 2 The vision graph is a graph where an edge from camera i′ to camera i′′

means that the set of blocks B′i ∩B′′i 6= ∅.

These graphs are important to our problem as the communication graph de-

termines who knows what and when, while the vision graphs determines which cameras

share operation regions. The example in Fig. (5.1(a)) shows 3 cameras each covering

a portion of the area. From the image we can see that the green camera and the blue

camera have overlaping operation regions, as do the blue and orange cameras. Thus,

the vision graph for this example is represented by Fig. (5.1(b)).
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5.2 Collaborative Sensing

5.2.1 Camera Utility

The global utilities must now be converted into local utilities in order for them

to be solved in a distributed fashion. Convergence proofs in game theory [52] require

that the local utilities are aligned with the global utility, i.e a change in the local utility

affects the global utility similarly. We achieve this by making the utility of our camera

equivalent to its contribution to the global utility, i.e.

Uci(a) = Uglobal(a)− Uglobal(a−i), (5.1)

where the set a−i is the set of settings profiles excluding the profile for camera i. This

is known as the Wonderful Life Utility (WLU) [88], and as shown in [52] and applied

in [3], leads to a potential game using the global utility as the potential function. This

allows us to maximize the global utility through the maximization of the utility of each

camera.

5.2.2 Potential Games

Below we summarize some known results in game theory based distributed

optimization as they pertain to the camera network problem [52].

Definition 3 A game is an exact potential game if there exists potential function φ:

A → R such that for every camera, ci ∈ C, for every a−i ∈ A−i and for every ai, a
′
i ∈ Ai,

Uci(ai,a−i)− Uci(a′i,a−i) = φ(ai,a−i)− φ(a′i,a−i),

where A = A1×...×ANc is the strategy space, and A−i = A1×...×Ai−1×Ai+1×...×ANc.
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Definition 4 A game is an ordinal potential game if there exists ordinal potential

function φ: A → R such that for every camera, ci ∈ C, for every a−i ∈ A−i and for

every ai, a
′
i ∈ Ai,

Uci(ai,a−i)− Uci(a′i,a−i) > 0⇔ φ(ai,a−i)− φ(a′i,a−i) > 0

Claim 5 If a game involving the set of cameras C has a continuous ordinal potential

function, φ, then the game has at least one Nash Equilibrium.

Proof. Let a ∈ A be the set of assigned camera parameters.

Let φ : A → R be an ordinal potential function. Consider the case where a single

camera changes parameters from ai to bi(ai, bi ∈ Ai).

Let ∆Uci be the change in utility caused by the change in parameters:

∆Uci = Uci(bi,a−i)− Uci(ai,a−i) > 0

Let ∆φ be the change in potential caused by the change in parameters:

∆φ = φ(bi,a−i)− φ(ai,a−i) > 0

Thus we can conclude that for a single camera’s parameters change we get

∆φ > 0⇐ ∆Uci > 0

This means we can start from an arbitrary a, and at each step one camera increases it’s

utility. Likewise, at each step φ is increased by ∆φ > 0. Since φ can accept only a finite

number of values, it will eventually reach a local maxima. At this point no camera can

achieve improvement, and we reach a Nash Equilibrium.

5.2.3 Negotiation Mechanisms

The dynamic nature of the targets in the region being observed requires that

our cameras communicate with each other in order to decide the set of parameters that
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will result in the optimal global utility. Each camera negotiates with its neighbouring

cameras to accurately predict the actions of the other cameras before deciding its own

action. The overall idea of the proposed negotiation strategy is to use learning algo-

rithms for multi-player games [52]. A particularly appealing strategy for this problem

is Spatial Adaptive Play (SAP) [?]. This is because it can be implemented with a low

computational burden on each camera and leads to an optimal assignment of targets

with arbitrarily high probabilities for the the WLU described above. Iteration stops if

a Nash equilibrium is attained or if the available operation time expires.

Application of SAP Negotiation Mechanism: At any step of SAP negotiations, a

camera ci is randomly chosen from the pool of cameras in the network according to a

uniform distribution over the cameras, and only this camera is given the chance to update

its proposed parameter settings. At negotiation step k, ci proposes a parameter setting

according to the following probability distribution based on other cameras’ parameters

at the previous step:

pi(k) = σ


1

τ


Uci(A

1
i ,a−i(k − 1))

...

Uci(A
|Ai|
i ,a−i(k − 1))



 (5.2)

for some τ > 0, where a(k − 1) denotes the profile of proposed parameter settings at

step k − 1, Ai = {A1
i , ..., A

|Ai|
i } is the enumeration of all possible parameter settings

of camera ci, and |Ai| is the number of elements in Ai. σ(.) is the logit or soft-max

function, and its mth element is defined as

(σ(x))m =
exm

ex1 + · · ·+ exn
.
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The constant τ determines how likely ci is to select a parameter setting. If τ → ∞, ci

will select any setting ai ∈ Ai with equal probability. As τ → 0, ci will select a setting

from its best response set

{ai ∈ Ai : Uci(ai,a−i(t− 1)) = max
a′i∈Ai

Uci(a
′
i,a−i(t− 1))}

with arbitrarily high probability. In our implementation, we let τ → 0. After ci updates

its settings, it broadcasts its parameters (i.e. pan, tilt and zoom) to all neighboring

cameras. The other cameras can then use that information to update their parameters

after being chosen at any negotiation step until a consensus is reached. This occurs

when the cameras have reached an Nash equilibrium, i.e., when no camera can increase

the global utility by changing its parameters.

The utility functions combined with the negotiation strategy guarantees that

at each time step the set of parameters chosen for the network of cameras is an optimal

solution for the system’s goals as defined by the global utility. In practice, we will not

need to do this at every time step. The optimization can be done whenever the utility

falls below a certain threshold.

5.3 Distributed Solution

As the size of the camera network grows, centralized approaches can become

very hard to scale. In this framework each camera is assumed to be an independent

entity with its own detector, tracker and control module. The cameras are assumed to

be connected to a subset of the rest of the cameras in the network and only have access

to information provided by these neighbors. A major benefit is that new cameras with

varying capabilities can be easily added or removed from the network.
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5.3.1 Distributed Parameter Selection

In order to gain the benefits of a fully decentralized camera network this al-

gorithm can be converted into a distributed solution that runs on each camera. This

section will show how to define and optimize local utilities at each camera such that the

global utility of the camera network converges towards a local maxima.

The distributed case that is very similar to the centralized case is when there is

an edge between all cameras in the communication graph. In this case all cameras have

access to the necessary information (the settings of the camera network and the state

and covariance of the targets) to compute the global utility of the system and optimize

the PTZ settings of the network. There are many possible methods that result in target

state estimate convergence throughout the entire network [34]. Given a consensus state

estimate for all the targets in the network. The challenge is to reach convergence on

ai, i ∈ a. This can be achieved by executing the following algorithm at each camera i.

Step 1: Compute the best PTZ setting aifor camera i and send the proposed

setting and Uglobal to all other cameras in the network.

Step 2: Receive the proposed settings a−i and Uglobal the other cameras in

the network.

Step 3: If camera i has the best proposed setting, execute the new setting.

Update the a using the best proposed setting.

This can be shown to be a potential game [52] guaranteeing that the cameras

will converge to a Nash equilibrium (N.E.). While this is a distributed solution there

are a few undesirable characteristics such as allowing only one camera can move at each

time step and requiring the settings from all the cameras and state and error covariance

from all the targets (as was the case in the solution presented in [17]). As the size of the
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camera network grows this can quickly become a problem. A more reasonable design

of a distributed system would only require cameras that have the potential to share

overlapping fields-of-view to be considered in the control algorithm.

Consider the case when the vision graph, given the PTZ constraints of the

camera network, is a subgraph of the communication graph. In such a network, cameras

can directly communicate with cameras whose operational regions overlap. The set of

blocks representing the entire area is B and the set of blocks that can be covered by

camera ci, given a valid PTZ setting, is Bi ⊆ B. If the set of blocks B′i ∩ B′′i 6= ∅, then

c′i and c′′i are connected. Using the example in Fig. (5.1(a)) this would mean that the

communication graph would have at least the connectivity shown in Fig. (5.1(b)). If

the communication graph has less connectivity then it is possible that multiple cameras

choose to complete the same task since they cannot know the settings of the other

camera within one communication step.

Using the current algorithm, all cameras require the state of all other cameras

which could take multiple hops across cameras to arrive. However, since the only cameras

that can affect the value of the local camera’s PTZ settings are those that are directly

connected to it, new local utilities need to be defined.

In the following sections, let Ci ⊆ C be the set of cameras containing ci and

its neighbors, Aci = ×i∈CiAi be the set of possible states of the cameras in Ci.
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5.3.2 Local Area Coverage

Instead of considering all cameras in the network, the local area coverage utility

is rewriten to only consider the pan tilt and zoom settings aci ∈ Aci as,

uarea(a
ci) =

∑
l∈Bl

1−
∏
i∈Ci

(1− βi,l)

 . (5.3)

This means that only cameras who are neighbors of ci can affect this utility value. By

defining the local utility in such a way, the change in value of the local utility, denoted

by ∆uarea, and global utility ∆Uarea, by a change in the PTZ parameters of camera in

ci from ai to bi (where ai, bi ∈ Ai) are related by:

∆uarea = uarea(bi,a
ci
−i)− uarea(ai,a

ci
−i)

=
∑
l∈Bi

1−
∏
i∈Ci

(1− βi,l)

∣∣∣∣∣∣
bi

−

∑
l∈Bi

1−
∏
i∈Ci

(1− βi,l)

∣∣∣∣∣∣
ai

= Uarea(bi,a−i)− Uarea(ai,a−i)

= ∆Uarea.

(5.4)

This is true because Bi contains all blocks that can be affected by a change in ai in Uarea

and all the cameras that can affect the value of blocks in Bi are in the set Ci ⊆ C. This

means that any increase in the local area coverage utility value uarea due to a change in

ai results in an equivalent increase in Uarea.
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5.3.3 Local High Resolution Imaging

The local value function for high resolution imaging of the tracked objects can

then be written as,

uimage(a
ci) =

∑
j∈T i

sj

1−
∏
i∈Ci

(1− ζi,j)

 , (5.5)

where ∀j ∈ T i, Bj ∩ Bi 6= ∅ defines the set of tracks T i ⊆ T . This definition has the

following relationship between the local and global utilities,

∆uimage = uimage(bi,a
ci
−i)− uimage(ai,a

ci
−i)

=
∑
j∈T ci

1−
∏
i∈Ci

(1− βi,l)

∣∣∣∣∣∣
bi

−

∑
j∈T ci

1−
∏
i∈Ci

(1− βi,l)

∣∣∣∣∣∣
ai

= Uimage(bi,a−i)− Uimage(ai,a−i)

= ∆Uimage.

(5.6)

This is true because only targets who have a probability of being in Bi can be affected

by a change in ai, and the only cameras that can affect blocks in Bi are the neighboring

cameras Ci. This means that any increase in the local imaging utility value uimage due

to a change in ai results in a equivalent increase in Uimage.

5.3.4 Local Utility Function

Given the new local value functions for area coverage and high resolution imag-

ing defined in eqns. (5.3) and (5.5). The utility function representing the local value of
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the system can be represented as

ulocal(a
ci) = uarea(a

ci) + uimage(a
ci), (5.7)

and the change in ∆ucilocal, global utility ∆Uglobal and the PTZ parameters of camera in

ci from ai to bi (where ai, bi ∈ Ai) are related by:

∆ucilocal = ulocal(bi,a
ci
−i)− ulocal(ai,a

ci
−i)

= ∆Uglobal.

(5.8)

Since a change in the local utility ∆ucilocal is equivalent to the change in the global utility

∆Uglobal for any ai. We can increase the global utility by increasing any camera’s local

utility.

5.3.5 Distributed Optimization Algorithm

Note that the above equations are defined such that a positive change in the

local utility ∆ucilocal corresponds to a positive change in the global utility ∆Uglobal. This

is necessary to ensure that local decisions are coordinated with the global objective of

the system. Given the local utility defined in eqn. (5.7) and its alignment to the global

utility of the camera network shown in eqn. (5.8), we modify the algorithm run at each

camera i so that more than one camera can change PTZ parameters at each time step.

Step 1: ci computes the best PTZ setting,

max
ai∈Ai

(∆ucilocal), (5.9)
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for camera i and sends the proposed setting ai and utility maxai∈Ai(∆u
ci
local) to all

neighboring cameras.

Step 2: Receive the proposed setting a′i and utility maxa′i∈A′i(∆u
c′i
local) from

each other camera in the network.

Step 3: If ci can provide the greatest improvement, i.e.,

max
c′i∈Ci

(max
a′i∈A′i

(∆u
c′i
local)) = max

ai∈Ai
(∆ucilocal), (5.10)

then execute the proposed settings. In the case that multiple cameras can provide the

same improvement any tie breaker such that g(ci, c
′
i) = g(c′i, ci) can be used.

Step 4: Send current settings of ci to all neighboring cameras.

Step 5: Receive current settings from all neighboring cameras and update aci .

5.3.6 Deterministic Equilibrium

The convergence characteristics of the above algorithm are now analyzed and

show that the cameras arrive at a Nash equilibrium (N.E.) with one or more cameras

deciding to change parameters simultaneously.

Definition 3. A path in the parameter space S of the camera network is a

sequence of camera network parameters (a1,a2, ...,aNS ) such that each two consecutive

camera network states differs in at least one camera state.

Definition 4. An improvement path is a path in which Uglobal(a
k) < Uglobal(a

k+1),

where ak and ak+1 differ in at least one camera state, for all k = 1, 2, ....

Definition 5. The camera network is at a Nash equilibrium if ∀a−i ∈ A−i and

∀ai, bi ∈ Ai, ∆Uglobal = Uglobal(bi,a−i)−Uglobal(ai,a−i) ≤ 0 and ∆ucilocal = ulocal(bi,a
ci
−i)−

ulocal(ai,a
ci
−i) ≤ 0.
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Claim 6 Given a fixed environment and an arbitrary set of initial camera settings, the

network of cameras will improve upon the global utility Uglobal until it reaches a Nash

equilibrium.

Proof. As there are a finite number of camera network configurations, it is easy to

see that every improvement path is finite and arrives at a Nash equilibrium. If the

camera network is not at a Nash equilibrium then there is a set of cameras such that

maxai∈Ai(∆u
ci
local) > 0. After applying the condition in Eqn. (5.10) the set of cameras

that decide to move is Cmove ⊆ C resulting in the camera network state amove. Also,

∀c′i, c′′i ∈ Cmove, c
′
i /∈ C ′′i and c′′i /∈ C ′i. This means that the contribution of c′i to the

global utlity is independent of the contribution of c′′i . The resulting change in the global

value can then be written as

∆Uglobal|amove =
∑

i∈Cmove

(∆ucilocal|amove). (5.11)

Since ∆ucilocal|amove > 0,∀i ∈ Cmove, then ∆Uglobal|amove > 0. Thus by Def. (4) and (5)

the camera network is either at a N.E. or moves to increase the global utility along an

improvement path.
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Chapter 6

Evaluation and System

Implementation

This chapter contains the extensive experiments and analysis that have been

performed to evaluate the camera control algorithm on various objective functions. The

first section describes the setup and results on a simulated network of cameras and

targets. Next, results are shown on a real-life camera network with known target tracks

(i.e., detection and tracking are not performed live, and actors follow predefined paths).

Finally a complete implementation is presented along with the results and analysis.

6.1 Simulation

This section contains the extensive experiments and analysis that have been

performed to evaluate the camera control algorithm. The approach was tested on a

simulated network of cameras. The goal of the simulation was to test the algorithm

under a variety of conditions that are not possible with real data due to the physical

limitations of the experimental setup. Also, the performance can be compared with

61



the ground truth. This simulation setup was very close to the real-life experimental

framework .

6.1.1 Area Coverage

The first goal is to determine a set of camera parameters to cover the entire

area at an acceptable resolution. To achieve this, the collaborative sensing approach

described above (Sec. 5.2) is used. The area under surveillance is set up as a rectangular

region of 20 by 30 meters. In the implementation presented here, the area is divided into

grids in a way similar to [19] to make the problem more tractable. Thereafter, each grid

of the area is treated as a virtual target (since the problem is covering the entire area).

In this simulation, the grids are of size 1×1 meter. The sensor network consists of 8 PTZ

cameras with a resolution of 320 × 240 pixels spread out around the perimeter of the

area as seen in Fig. 6.1(a). Initially, the camera parameters (pan-tilt-zoom) are assigned

arbitrarily so that the area under surveillance is not entirely covered by the cameras’

FOVs. Each grid in the area is treated as a virtual target. At each negotiation step the

cameras can update their parameter settings giving the settings of the other cameras

at the previous time step, to affect which of these virtual targets they are observing.

At each negotiation step, after a camera updates its pan-tilt-zoom parameters, these

parameters are transmitted to the other cameras in the network. The other cameras

can therefore calculate the new area that this camera is now covering. This process

is repeated at each negotiation step in which a camera is chosen in turn to update its

parameters. In this simulated setting, the negotiation converges to a completely covered

area at an acceptable resolution after typically 17 negotiation steps. The initialization

result is shown in Fig. 6.1(a). Areas in different shades of gray are covered. Any white

area is not covered. The shading gets darker for a block as more cameras cover it.
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Successful convergence is shown in Fig. 6.1(a), where the cameras have settled on their

parameters and no uncovered region (white areas) are present.

6.1.2 Area Coverage with a High Resolution Target

After the entire region is covered at an acceptable resolution, it follows that

every moving target in that area is also being viewed at an acceptable resolution given

the constraint of covering the whole area. However, a human operator could chose to

observe a feature (e.g. face) of a specific moving target at a higher resolution for a

specific application (e.g. face recognition). The zoom factor to view the targets at the

desired resolution is determined by the the number of pixels a target (assumed here to

have a height of 170 cm on the ground plane) occupies on the image plane. This chosen

target is the marked target in Fig. 6.1(b). Then, the camera that can view the specified

feature of the target at a high resolution takes the task of observing the target changing

its parameters. The results of the change can be seen in the dark FOV in Fig. 6.1(c).

Since the parameter change of that chosen camera, ci, left some parts of the area

uncovered, the other cameras have to change their parameters during the negotiation in

order to once again cover the whole area at an acceptable resolution. That parameter

change of the cameras is evident in Fig. 6.1(d). ci will now predict the position of the

target at time t. If ci determines that it will not be able to observe the high-resolution

target after a time instance tout, it will transmit tout to the camera network as well

as the predicted position of the target at tout so that it can handoff the observing to

another camera. As can be seen in Fig. 6.1(d), the high-resolution target is about

to exit the camera’s field of view and the camera broadcasts the handoff parameters

to the network. In Fig. 6.1(e) we see that another camera that was participating in
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Camera location Uncovered area

Acceptable resolution target High resolution target

(a) (b)

(c) (d)

(e) (f)

Figure 6.1: Simulated area under surveillance with several targets visible. White in-
dicates uncovered area. Shades of grey indicate coverage. (a) Result after initial con-
vergence shows the area of interest being completely covered by the cameras at an
acceptable resolution rv, therefore all the targets in the area are being viewed at least
rv. (b) shows the initial condition when a target (T hj , rh) has been selected for obser-
vation at a high resolution rh. In (c), ci, the camera with the dark FOV decided that
it could observe (T hj , rh) and adjusted its FOV accordingly. Note now there is a part
of the area uncovered due to ci ’s change of parameters. As seen in (d), some of other
cameras readjusted their parameters through the negotiation mechanisms to maximize
their utilities covering again the entire area under surveillance. At a later time, in (e),
when ci is not able to keep (T hj , rh) in its FOV anymore, based on knowledge of T hj
the other cameras adjust their parameters to maintain both area coverage and (T hj , rh).

The entire process above is repeated until (T hj , rh) exits the area as in (f).
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the negotiation decided that it could view the target at a high resolution at tout and

therefore took over the observation of the target. Again, this camera is now in charge of

observing the high-resolution target and predicting its position. The other cameras, one

more time, adjust their parameters to cover the entire area at an acceptable resolution.

This process is repeated until the target exits the area of interest as seen in Fig. 6.1(f).

Once the target has left the area under surveillance completely, all the cameras continue

with the negotiation maximizing their utilities to keep the entire area covered at an

acceptable resolution.

Fig. 6.2 shows typical plots of utilities vs. time for this simulation. Utilities

for real targets and virtual targets are shown in (a) and (b). (c) shows the global utility.

As can be seen, when a camera starts observing a target at a high resolution, some

area is left uncovered and the utility for virtual targets decreases. Note that the real

targets are randomly simulated, actual change of utilities depends on the real scenario,

and should not be the same for different scenarios.

6.1.2.1 Performance Analysis

Through another simulation, the performance of the proposed system is ana-

lyzed in the cases of area coverage and target tracking (which are two common modes of

operation). The goal of the simulation here is to show the effect of the number of targets

on the performance of the proposed method. The simulation was modeled very similarly

to the real world setup, allowing experiments that would otherwise be prohibitive due

to the setup and maintenance costs involved with active camera network experiments.

The simulated targets were evenly distributed around the available area.
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Figure 6.2: Typical plots of utilities for this simulation. (a) shows the coverage of the
entire area. The solid line represents the summation of utilities for the virtual targets,
i.e.,

∑Ng
j=1 UT vj and the dashed line represents the number of area blocks being covered

by the camera network at an acceptable resolution. The maximum number of block
coverage is 600, i.e. the entire area is being covered. The summation of utilities for the
real targets being viewed at higher resolution is shown in (b). The utility of real target
is 0 for a very short time period around 90th sec, because the cameras are in the process
of target handoff; hence, no camera views the target at high resolution in this period,
but the target is still viewed at an acceptable resolution (can be inferred from (a) as
entire area is being covered in that period). At all other times, the high resolution is
maintained on the real target.In (c), global utility is plotted, here the importance values
of real targets and virtual targets are set to be 50 and 1 respectively.
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(a) (b)

Figure 6.3: The effects of increasing the number of targets on tracking covariance and
image resolution of the targets. (a) shows that as the number of targets in the scene
simultaneously increases, the error covariance also increases. This is expected as the
cameras must now image a larger region. (b) shows that the increase in targets results
in the average resolution of all the targets being imaged decreases. Since more targets
require more of the area to be observed the cameras must zoom out. As the number of
targets increases to fill the entire area, the average tracking accuracy and resolution will
decrease to the area coverage case.

(a) (b)

Figure 6.4: The tracking covariance and resolution of a single target Tj ∈ Nt, for
|Nt| = 22. (a) shows that as the target moves throughout the area, there are time
instants where no measurement is acquired. This is reflected by the spikes in the error
covariance when doing target coverage. However it can also be seen that the network will
reacquire the target and the overall error covariance is significantly lower than when only
optimizing for area coverage. (b) shows the resolution of the target during the scene.
Notice that at some time instants the target is unobserved resulting in a resolution of 0
pixels. This does not mean the target is lost by the tracker, but that a measurement is
not acquired by a camera in the network.
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Figs. 6.3(a) and (b) show that as the number of targets increases, the average

tracking covariance does not change significantly, in contrast to the change in average

resolution. Note that the resolutions are still at a much better value comparing with

the system for Area Coverage (not shown in Fig. 6.3 for clarity of details). An example

of one of the targets is shown in Fig. 6.4. The reason for the small effect on tracking

covariance increases is due partly to the low weight to the risk in our experiments. This

allows the system to choose to leave some targets unobserved at any given time step

in favor of improving poorly tracked or poorly resolved shots of targets. We can see

in Fig.s 6.4(a) and (b) that at some time instants the target is unobserved. At these

instants, the number of pixels imaged is zero and the tracking covariance increases. It

is also clear that as the tracking covariance increases, the greater the incentive for the

system to image the target at a setting that minimizes the increasing error. Thus, the

system will zoom out in order to get an image of the target. This is seen in the plots in

Fig. 6.4 where the target is reacquired.

6.1.3 Facial Imaging and Tracking Accuracy

This section shows the results in simulation to discuss the performance of

the system tasked with optimizing the tracking accuracy of targets in an area while

opportunistically acquiring high resolution face images. The system is setup such that

the network optimizes tracking accuracy until a tracking threshold is satisfied before

considering taking high resolution face images of targets in the area.

At initialization, all the cameras adjust themselves to cover the entire region

under surveillance to acquire state estimates of targets already in the region. For the

simulation and corresponding real life experiment, value for obtaining a high-resolution
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Figure 6.5: Plots for the tracking covariance, image resolution, and the function g(UT ),
for NT = 5 targets. As the tracking covariance for all targets approaches the min. covari-
ance threshold of 10cm2,, a non-zero value for imaging utility weight g(UT ) is obtained.
Subsequently, at time-step t7, the resolution, pose and/or distance requirement is met,
and high-resolution images of targets T1 and T5 are captured at 58.0◦ and 21.7◦ from
the desired angle. This causes degradation in tracking performance and the tracking
covariance increases. After tracking specifications are met again, more high resolution
images are obtained at time-steps t20 and t24, for targets T1 and T5, at angular distance
of 11.4◦ and 13.1◦. The second set of high-resolution images for the same targets are
obtained, due to an improvement over the previous viewing angle.

image would only be added if the tracking performance of the network on all targets

met a pre-defined threshold. Also, maximizing the Bayesian Value accounts for the risk

of failing to image the target. The area under surveillance was set up as a rectangular

region of 20 by 30 meters. For the purpose of simulation, a sensor network of NC = 4

calibrated cameras is set up, located on the four corners of the rectangular region, and

the simulation is run for T = 30 secs. All cameras were assumed to have a resolution of

320× 240 pixels.
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Figure 6.6: Plots of utilities for our simulation. The global utility UG(a) represents the
summation of tracking and imaging utilities. The tracking utility UT (a) is a measure
of the tracking performance of the least accurately tracked target. As UT (a) satisfies
tracking threshold P̄ , a non-zero value for the function g(UT ) is obtained. If pose,
resolution and distance requirements for imaging the target are satisfied, then a spike
for the imaging utility UI(a) can be seen. At time-step t4, the tracking threshold is
satisfied, and a non-zero value for g(UT ) is obtained. At time-step t6 the pose, resolution
and/or distance requirement for a target is satisfied and thus a high value for UI(a) is
seen. This results in capture of a high-resolution image of a target, but also leads to
degradation in tracking performance, which can be seen in reduction in UT (a) at t6.
Another high-resolution image is obtained at t23, leading to degradation in tracking.
But, in spite of degradation in UT (a), it stays above P̄ , thus enabling g(UT ) to have a
non-zero value.

The tracking utility UT is different from the one described earlier in that rather

than minimize the average trace of the covariance, it minimizes the trace of the covari-

ance of the worst tracked target. The weight g(UT ) is a function that scales the value

of the face imaging utility depending on how well the tracking threshold is satisfied.

The imaging utility UI considers both the pose and resolution of each target and with

the minimum and maximum acceptable pose changing over time as face images closer

70



to the desired frontal face view are acquired. This was achieved by setting the mini-

mum acceptable pose to be closer to the desired pose than any previously acquired face

images.

From Fig.(6.5) it can be seen that the cameras cooperate to reduce the track-

ing covariance at every time step. Once the tracking accuracy is near the predefined

threshold, cameras that have the ability to obtain desirable high resolution images of

features may then gain utility for acquiring them. Due to measurement noise, the pre-

dicted information and the actual information gained from a measurement may not be

equal causing the network to not meet the tracking specification. This causes the weight

g(UT ) to drop at time-step t6 preventing cameras from gaining utility from acquiring

high resolution images of features. More high resolution shots are captured at time-steps

t20 and t24. These images are acquired since the tracking requirements are satisfied and

the cameras can obtain high resolution images of the features at better poses.

Fig.(6.6) shows the individual utility functions across simulation time. When

the tracking specification is sufficiently satisfied, a sufficiently high value for the weight-

ing function g(UT ) is obtained, which enables the imaging utility UI(a) to be added to

the global utility UG(a). Thus, in times of opportunity, UI(a) is added to UG(a), subject

to tracking specification being satisfied, maximizing the global utility.

6.2 Real-life Camera Network with Known Tracks

6.2.1 Area Coverage with Multiple High Resolution Targets

The sensor network consists of 9 PTZ cameras with a resolution of 320 × 240

pixels. This setting is used to show the performance of the approach with an increasing

number of zooming cameras.
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(a) (b)

(c) (d)

(e) (f)

Figure 6.7: Results of game theoretic camera control with the number of cameras that
zoom in increasing. The coverage of the entire space is shown on the right-bottom of
each sub-figure, where blue areas are covered, white areas are not. The darker the color
of a block, the greater the number of cameras that are assigned there. The results with
multiple cameras zooming in are showed in (b)-(e). The number of cameras that zoom
in is increasing from 1 to 4. From (b) to (e), the view of new zooming in camera is
bounded by red lines. It is seen that as the number of zoomed in cameras increases,
more areas are left uncovered. (f) shows the re-initialization results when we reset the
cameras with none of them zooming in.

Fig. 6.7 demonstrates the ability of the game theoretic approach to self-

organize to maintain coverage while allowing some cameras to zoom in for high res-

olution images. Fig. 6.7 (a) shows the initial convergence result that covers the entire

area at an acceptable resolution. The coverage is shown on the bottom-right (blue areas
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are covered, white areas are not; the darker the color of a block, the greater the number

of cameras that are assigned there). Fig. 6.7 (b) shows that when one camera zooms

in (camera c8, bounded with red lines) the other cameras automatically adjust their

settings (camera c5 zooms out) to keep the area covered. Fig. 6.7 (c)-(e) show the

affect of increasing the number of cameras zooming in from 2 to 4. It is seen that as

the number of zoomed in cameras increases, more areas are left uncovered. Fig. 6.7 (f)

shows the re-initialization result when we reset the cameras with none of them zooming

in - the network of cameras can again keep the entire area covered. By comparing 6.7

(f) with (a), it can be noticed that the parameter settings in (f) are different with those

in (a), although both of them could satisfy the coverage requirements. This illustrates

that the Nash equilibrium is not unique.

6.2.2 Cover Area Entrances while Optimizing Tracking Accuracy

This sections shows the results on a real-life camera network optimizing the

tracking accuracy of all targets in an area, and is compared to a camera network opti-

mizing for area coverage.

The camera network for this experiment was composed of 5 PTZ cameras

surrounding a 600m2 courtyard. The area was divided into a number of grids, each

of size 1cm2. Tracked targets were assumed to have a height of 1.80m. Each camera

acquires images of resolution 640×480 pixels. Thus rji is the largest number of pixels in

the vertical direction occupied by Tj in the image plane of some camera in the network.

The cameras were arranged such that 4 of the cameras were located on the same side

of the courtyard, with one camera on the opposite side. In the region of interest there

were 5 targets in addition to two entrances and exits. Since the entrances and exits
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(a) Time Step k = 0 (b) Time Step k = 2

(c) Time Step k = 19 (d) Time Step k = 36

Figure 6.8: Dynamic camera control images. Blue regions mark the field of view, lighter
regions identify camera overlap. Targets are marked in green with red label. (a) shows
the initial setting of the camera network when the entire area is covered. It is plain to
see that targets are very small and hard to make out. (b) - (d) show images over the
course of the scenario as targets move around the area. There are significantly more
pixels on each target than when optimizing only for area coverage.

must be monitored always, they were treated as static virtual targets, leading to a total

of 7 targets. Each camera in the setup was an independent entity connected through

a wireless network, with the entire system running in real time. For this experiment

the targets were assigned specific paths to walk and the detections used were generated

from these predefined paths. In an actual application the detections would be generated

through use of an actual detector, such as a image based person detector.

At initialization, all of the cameras apply the utility function defined in Sec.4.1.1

for the Area Coverage to cover the entire region under surveillance and to detect targets

already in the region. The target detection modules in each camera determine the image

plane position of each target in its field of view. This information is then passed along

to the Extended Kalman-Consensus filter and is processed along with the information
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(a) (b)

Figure 6.9: Comparison of the average tracker covariance and average resolution of
all targets being actively tracked by a system for Target Coverage vs. one for Area
Coverage. (a) shows the average trace of tracker covariance of targets (i.e., Pj

i ) as they
move throughout the area. What can be seen is that for the same paths, the system
optimizing for tracking performance results in a smaller error covariance of the positions
of the targets than the system interested only in area coverage. (b) shows the average
resolution of targets over time (i.e., rji ). Again notice that the system interested in
optimizing tracking performance also results in targets being imaged at a significantly
higher resolution than possible in the area coverage case.

from the filters running on neighboring cameras as described in Sec. 3.3.4.

In the Area Coverage problem, the camera networks has to cover the entire

area and take shots at lower resolutions, resulting in increased tracking error. The

following section will present the results for both the Area Coverage and Target Coverage

system (where only targets and entrances are covered), and clearly show the advantages

of optimizing the tracking within the control module. The targets followed the same

path through the courtyard during the collection of data for both cases. Fig. 6.8

shows the images captured by the actively controlled camera network at different time

steps. Fig. 6.8(a) shows the result for the Area Coverage as the initialization. Fig.

6.8(b)-(d) show the results for the Target Coverage. Since targets are free to move

about the region under surveillance, the cameras in the network are required to adjust

their parameters dynamically to maintain shots of each target that optimize the utility

functions presented in Section 4.2.2. To acquire these shots the camera network concedes

a large unobserved area. It can be seen in Fig. 6.12 that as time progresses, the average
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Figure 6.10: Plots for the tracking covariance, image resolution, and the function g(UT ),
for NT = 4 targets. As the tracking covariance for all targets approaches the min. covari-
ance threshold of 10cm2, a non-zero value for imaging utility weight g(UT ) is obtained.
Subsequently, at time-step t12, the resolution, pose and/or distance requirement is met,
and a high-resolution image of target T1 is captured at 48.0◦ from the desired angle.
This causes degradation in tracking performance and the tracking covariance increases.
After tracking specifications are met again, another high resolution image is obtained
at time-step t29 for target T1, at angular distance of 7.6◦. The second high-resolution
image for the same target is obtained, due to an improvement over the previous viewing
angle.

trace of the covariance and the resolution of all targets settle at a significantly better

value (compared to the Area Coverage) when the tracking and control modules are

integrated together (as proposed in this paper). This is because at each time step the

camera network will choose the set of parameters that optimizes the utility, which is

dependent on the error covariance of the Extended Kalman-Consensus filter.
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Figure 6.11: Plots of utilities for the real-life experiment performed on a distributed
camera network of NC = 3 cameras, to track and image NT = 4 targets. The global
utility UG(a) represents the summation of tracking and imaging utilities. The tracking
utility UT (a) is a measure of the tracking performance of the least accurately tracked
target. As UT (a) satisfies tracking threshold P̄ , a non-zero value for the function g(UT )
is obtained. If pose, resolution and/or distance requirements for imaging the target are
satisfied, then a spike for the imaging utility UI(a) can be seen. At time-step t7, the
tracking threshold is satisfied, and a non-zero value for g(UT ) is obtained. At time-step
t11 the pose, resolution and/or distance requirement for a target is satisfied and thus
a high value for UI(a) is seen. This results in capture of a high-resolution image of
a target, but also leads to degradation in tracking performance, which can be seen in
reduction in UT (a) at t11. Another high-resolution image is obtained at t28, leading to
degradation in tracking. But, in spite of degradation in UT (a), it stays above P̄ , thus
enabling g(UT ) to have a non-zero value.

6.2.3 Facial Imaging and Tracking Accuracy

The orientation of the target was determined by its estimated velocity vector if

the magnitude was above 10 cm/s. Otherwise it is assumed to be unknown and the U jI (a)

for that target will be 0. The face was assumed to be located in the topmost 40 cm of the

target’s height and the expected resolution was the height of this region in pixels. This
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(a) Images at time-step t11

(b) Images at time-step t29

Figure 6.12: Images captured by NC = 3 cameras at time-steps t11 and t29 of the
experiment. The first high resolution image of a target is acquired at t11 by C3 at angle
48.0◦ from the desired angle. Another high-resolution image of the target is captured
by C2, at t29 at an angle 7.6◦ from the desired angle.

experiment used a sensor network of three calibrated PTZ cameras and NT = 4 targets,

located in and around the area. As Hj
i is dependent on the camera parameters, we

calibrated each camera at a particular setting and the rest of the homography matrices

were determined by modifying the values of pan tilt and focal length. The results are

shown for a period of T = 50 seconds. All cameras were set to resolution of 320 × 240

pixels.

The plots of the utility functions along with the tracking error covariance and

the resolution of the faces are shown in Fig.(6.10). By using only NC = 3 cameras to

maintain coverage, many situations where the tracking threshold P̄ is not met can be

clearly seen in the g(UT ) plot in Fig.(6.11). At time-step t11 the pose and resolution

requirement for a target is satisfied and thus a high value for UI(a) is seen. This results

in capture of a high quality face image at time-step t12 of T 1 at 48.0◦ from the desired
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angle. It also leads to reduction in tracking performance due to having one less camera

generating measurements, which can be seen as a reduction in UT (a). Another high-

resolution image is obtained at t28 for target T 1, at angular distance of 7.6◦. The second

high-resolution image for the same target is obtained, due to an improvement over the

previous viewing angle. This leads also to degradation in tracking. But, in spite of

degradation in UT (a), it stays above P̄ , thus enabling g(UT ) to have a non-zero value.

We can see that in the acquired images the faces of the target are much easier to see

than typically available.

6.3 Complete Real-life Implementation

This section shows the results of a system tasked with optimizing the area

coverage of a camera network while opportunistically acquiring high resolution images

of targets when certain events occur. The events considered in this experiment are when

new targets become tracked, targets merge to form groups, and when groups split into

smaller groups or individual tracks. The experiments were performed on a wireless PTZ

camera network consisting of Axis 215 PTZ-E cameras over a 20m× 30m region. Since

the capability to program the cameras directly was not present, the video and commands

must be sent across the wireless network through the provided VAPIX API resulting

in poorer response time due to latency. The distributed environment was simulated by

assigning each camera its own thread. In the physical system a delay ranging from 80ms

to 200ms was present for each message to arrive over TCP. This limits the rate at which

the parameters of the camera network can change as there is significant delay in the

video response after sending a command.
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6.3.1 Detection & Tracking

The detection method used in this experiment was very simple in design. First

the area was uniformly divided into a number of overlapping blocks, each 1m×1m×1.8m.

The frames from each camera are processed using a motion subtraction algorithm to

generate a motion image. The blocks in the cameras operational region are then mapped

to the image plane using the homography.

This mapping combined with the motion image results in a probability of a

person being at every block in the field-of-view of the camera. The probability dis-

tribution across the blocks is then segmented to form our detections, represented by a

sample mean and sample covariance. Once all the detections have been generated for the

current frame, the sample mean and covariance of the detections are used to associate

detections to existing tracks.

In this implementation no assumptions are made as to the number of people

present in each detection or track. Two people walking close together may result in a

single detection with a covariance encompassing both. This means that if two people

stay close together for the duration they are in the region they will be tracked as a group

rather than as two individual tracks. Since the number of people in each track is not

explicitly counted, a few special events can occur.

Split track: When two or more people who are walking together start drifting

apart, the detector will return multiple detections that associate to their existing track.

The existing track is removed and one new track for each detection is created.

Merge track: When two or more people start walking ever closer to each

other, the detector will eventually return a single detection for all of the people. This

event occurs when one detection associates to more than one track, this means the
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measurement covariance contains the expected position of more than one track. In such

cases the existing tracks are removed and a new track is created for the group.

One thing to note here is that as people form groups or split apart there is a

short time period where multiple track split and track merge events may occur rapidly

until they are close enough to form a group or far enough apart to be tracked separately.

The scaling parameter sj is tuned such that high resolution images are not prioritized

until after a track has has existed for a period of time so as to avoid capturing multiple

high resolution images during merge and split events.

6.3.2 Parameter Selection

There are many ways to speed up the search for the PTZ setting that maxi-

mizes the local utility, the easiest approach is to increase the quantization of the param-

eter space. For this experiment the available pan settings were quantized into 5 degree

increments and bounded based on the position of the camera and the area under surveil-

lance. The tilt settings were quantized into one degree increments and was restricted to

a maximum tilt of 30 degrees. Each camera also was restricted to three different zoom

settings. Some additional speed up techniques such as a lookup table were also used to

improve the computation speed such that each camera can detect, track and decide on

parameters within a 33ms time window on a 2.66GHz Intel Core i560m. However, the

communication overhead of the physical setup reduced the rate at which the cameras

change their parameters due to a latency of around 80− 120ms. Directly implementing

the control on the camera hardware itself would eliminate the delay between deciding on

the new parameters and the computer vision modules from receiving the video resulting

from the parameter change.
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6.3.3 High Resolution Imaging and Area Coverage

First Scenario

(a) (b)

Figure 6.13: A group of people enter the area and a high resolution image of the entire
group is taken. (a) Shows the initial coverage of the camera network. The blue shaded
region shows the area coverage of the current camera settings. Lighter regions indicate
less overlap in FOV. (b) Shows the resulting views and area coverage after one camera in
the network self selects to acquire a high resolution image of the targets being tracked.
Detections are shown as red boxes in the bottom middle camera.

In this short scenario a group of 4 people enters the scene and stays together

as they cross the courtyard. The expected behavior of the system is that the cameras

will first cover the entire area, then create a single track for the group and acquire of a

high resolution image of the group some time before they exit the area.

The first case to test would be if the cameras successfully cover the entire area

prior to the entry of any targets . This can be seen in Fig. (6.13(a)) where the decided

upon settings cover the whole region. Fig. (6.13(b)) shows the group of four people

walking together as they cross the courtyard. As they are walking close together, their

detections are difficult to separate and a single track is used to represent the entire

group. A short time period after entering the area, a high resolution image of the whole

group was taken. The impact on the overall coverage of the area by taking this action

was minimal and is represented by the white uncovered region. Once the high resolution
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image was acquired the camera returned to the area coverage task resulting in the entire

area being covered by the camera network.

Second Scenario

(a) (b)

(c) (d)

(e) (f)

Figure 6.14: Scene involving a 2 pairs of people. The images show the resulting behavior
of the camera network as the targets interact.(a) High quality image of the first pair is
taken. (b) A high quality image of the second pair is acquired by the camera. (c) Two
individuals and a group of two people are distinguishable by the detections, shown in
red boxes, in the bottom middle camera. (d) Shows that the detections of the group
of two and an individual in the scene can no longer be separated and a new group is
formed. (e) A high resolution image is acquired by the upper left camera. (f) The
cameras reconfigure the cover the area.
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In this scenario two pairs of people enter the scene from opposite sides of the

courtyard. One pair splits up shortly upon entering the area, while the other pair stays

together. Some time after the first group split, one of its members walks towards and

joins together with the other pair forming a group of three as they proceed to exit the

area.

The system is expected to form a track and acquire a high resolution image for

each of the initial pairs of people this can be seen in Fig. (6.14(a)) and (6.14(a)). After

the first group splits, two new tracks are expected to be created and high resolution

images of each should be taken. When the track of the second pair and one of the

members of the first pair merge, the system is expected to create a new track and

capture a corresponding high resolution image.

The rest of the images show the behavior of the camera network in response to

the merging of the tracks. In Fig. (6.14(c)) we can see three tracks, two people walking

alone and a pair of people walking together. As two of the tracks start getting closer,

it becomes more difficult for our basic detector to separate the pair of people from the

person walking alone. This can be seen in Fig. (6.14(d)) as the tracks merge to form a

group of three people. A high resolution image is taken in Fig. (6.14(e)) a short while

after the formation of the new track. After the high resolution image has been acquired

the camera returns to the area coverage task and the region is again completely covered

as shown in Fig. (6.14(f)).

Third Scenario

The final scenario is the most complicated and shows how the system behaves

when it does not have the time to complete all the desired tasks. In this scenario four
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(a) (b)

(c)

Figure 6.15: Sequence of images showing three targets entering the area under surveil-
lance in rapid succession spawning a new track for each. Detections are shown as red
boxes in the bottom middle camera.

people enter the courtyard from each of the four corners within seconds of each other.

They each walk towards the opposite end of the courtyard resulting in the four of them

meeting in the center of the courtyard before reaching their final destinations at the

opposite corner from which they entered.

Ideally the camera network will be able to capture high resolution images from

each of the targets before they become difficult to segment by being too close another

target. When the targets come together briefly in the center of the courtyard another

high resolution image should be acquired as the tracks would have merged together to

form a new track. Finally once distinct tracks can again be made for each of the targets,

another high resolution image should be taken for each target before they exit the area.
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(a) (b)

(c) (d)

(e)

Figure 6.16: The behavior of the cameras when three targets need high resolution images
to be taken. (a) Shows the result of the upper left camera moving to capture a high
resolution image of a target. (b) The high resolution image is captured while other
cameras in the network adjust to recover the unobserved region in white. (c) A high
resolution image of another target is acquired while maintaining area coverage. (d) The
views after the cameras have completed their high resolution capture of the first two
targets and have returned to area coverage. (e) The high resolution image of the third
target is acquired by the upper right camera as a new target enters the scene.

From images in Fig. (6.15) we see 3 people entering the scene from different

corners of the area within seconds of each other. Since they are far apart, a new track
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(a) (b)

(c)

Figure 6.17: Shows the sequence of images taken in response to merging tracks. (a) As
the targets move closer together their tracks begin to merge into a single track. (b) The
4 people have grouped together to create a new track. (c) A high resolution image of
the entire group is taken by the upper left camera.

is created for each of them. A short while later in Fig. (6.16(a)), the top left camera

decides that it should move to get a high resolution image of one of the targets. This

leaves an uncovered region, represented in white, that is immediately recovered by the

readjustment by some other cameras in the network, seen in Fig. (6.16(b)). While

this is happening, the top middle camera in Fig. (6.16(c)) decides to, and acquires a

high resolution image of another target. After acquiring these high resolution images

the cameras reconfigure in Fig. (6.16(d)) to cover the entire area, before the top right

camera in Fig. (6.16(e)) decides to take a high resolution image of the third target as a

new target enters the scene. A high resolution image of the fourth target is not taken as

he is only briefly in the scene before his track merges with the track of another target.
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(a) (b)

(c) (d)

(e)

Figure 6.18: Shows the sequence of images taken in response to splitting tracks. (a)
The targets are beginning to split apart. (b) A new track is created for each individual
as there is enough separation to generate stable tracks. (c), (d) and (e) show high
resolution images are acquired for 3 of the individual tracks. The 4th target left the
surveillance area before the network could take a high resolution shot.

It is important to note that the third high resolution image is only taken after

the other two zoomed in cameras have returned to covering a significant portion of the

area. As more cameras zoom in for high resolution images, the amount of area covered

by overlapping FOVs decreases. This means that the local value gained by the cameras
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currently covering the area increases. Due to the tradeoff between the value gained from

area coverage and high resolution imaging, the less cameras responsible for covering the

area, the less likely a camera will zoom in for a detailed image.

To take into account occlusions, methods like those presented in [?], [86] and

[49] can be incorporated with our system to make the decision making more robust.

Also if we compare the area coverage in Fig. (6.15) and Fig. (6.17(b)) it can be seen

that the area coverage solution is not unique and that the local maxima depends on the

initial settings of the cameras.

As the paths of the people in the scene start intersecting shown in Fig. (6.17(a))

it becomes more difficult to segment the detections of the individuals and results in the

merging of all four people into a new single track as in Fig. (6.17(b)). Since this is

a large group covering a significant portion of the area, very little area is needed to

be sacrificed to take a high resolution image of the entire group resulting in the image

shown in Fig. (6.17(c)). This is because the camera is required to capture the entire

probable region the group may occupy at the next time instant. During the time period

where the four tracks are becoming merged into one, many short lived tracks are created

as the detector begins to have difficult separating individual tracks. If the targets stay

in a position where the detector cannot consistently separate or group them together, a

long term track will not exist and no high resolution images will be acquired.

As the scene progresses, the people start to separate as can be seen in Fig.

(6.18(a)). A short while after the split, distinct tracks for each person can again be

formed in Fig. (6.18(b)). A sequence of high resolution images for each of the targets

are then taken as shown in fig. (6.18c-e). What is noticeable in this scene is that a high

resolution image of one of the targets was not squired before he exited the area after the

group split. The reason for this was because the time span from when the individual
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track was created until the time he left the area was too short for any camera to gain

utility from capturing a high resolution image.
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Chapter 7

Mobile Camera Platforms

In recent years, small unmanned vehicles, both terrestrial and aerial, have

found application in tasks such as surveillance, search and rescue, mapping, and real-

time monitoring. Determination of the world-frame coordinates of the tracked object

is referred to as geolocation. The focus of this chapter is on the problem of optimally

coordinating the motions of multiple vehicles, each equipped with pan-tilt-zoom (PTZ)

cameras, for the purpose of tracking a target, with underlying stochastic dynamics,

moving on the ground. It leads to the development of optimal routing and camera PTZ

parameter control strategies that maximize the tracking performance (i.e., minimize

the geolocation error). The combined optimization of routes and camera parameters,

and the consideration of stochasticity in the target dynamics, sets this work apart from

the research in both camera networks [72] and dynamic vehicle routing [8], as well as

previous work on UAV coordination for optimal tracking [63].

The dynamics of each target is modeled using a stochastic difference equation.

An Extended Kalman Filter [29] is used to track the target on the ground, using mea-

surements obtained from video. Geolocation for video cameras is achieved by using the
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pixel coordinates, intrinsic and extrinsic camera parameters, and the terrain data to

estimate the location and associated error covariance of the target in the world frame.

Using dynamic programming, the optimal coordinated control policies are computed,

yielding the vehicle trajectories and camera PTZ settings, which minimize the expected

fused geolocation error covariance. Results for both ground and air vehicles are shown,

the optimal trajectories, PTZ settings and the geolocation error covariance are also

reported.

7.1 Related Work

There has been a significant amount of work in coordinated target tracking.

For two vehicles, maintaining a 90◦ angle of separation in relation to the target mini-

mizes the fused geolocation error covariance as the camera-to-target line-of-sight vectors

are orthogonal [24]. Much work, such as in [23] and [37], has been dedicated to design-

ing controllers with angular separation as the goal. Methods to achieve diverse viewing

angles have also been explored in [39] and [38]. The controller developed in [37] tasks

aerial vehicles to orbit the target periodically while maintaining a fixed standoff dis-

tance. Each of these studies design control laws that should produce better geolocation

estimates without explicitly considering the geolocalization. More recently, [63] and [?]

have directly optimized the geolocation error covariance using online receding horizon

controllers.

The geolocation error is highly sensitive to the relative position of the vehicle to

the target, and the zoom capabilities of the video sensor. When the relative horizontal

distance between the vehicle and target, with respect to the height, is large, the resulting

error covariance is significantly elongated in the viewing direction. As this relative
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horizontal distance shrinks, the geolocation error covariance tends towards circularity.

Thus, purely from a camera-measurement-based state estimation perspective, the ideal

path for the tracking vehicle would be to match the target’s motion while directly

overhead. However, the different dynamics of the tracking vehicles and the targets may

preclude such positions from being maintained or even acquired. Additional vehicles

working in concert may be able acquire measurements resulting in a fused geolocation

error covariance of a circular nature.

The work here differs significantly from the work above in two important ways.

First, the risk of failing to image a target is considered. For non-deterministic targets,

there is a very real risk of failing to image the target if a significant portion of its

probable locations is not covered by the FOV. Second, PTZ cameras are considered

and their settings are jointly optimized with the vehicle routes. This leads to a optimal

joint control policy for a long horizon using dynamic programming by minimizing the

expected fused geolocation error covariance. The benefit of this approach is that long

term paths can be evaluated and planned for multiple UAVs tracking a non-deterministic

target while minimizing the risk of losing track it.

The rest of the chapter is organized as follows. First, the dynamics of the mobile

platform are discussed. The proposed dynamic programming approach, including both

the cost function and PTZ computations, are then described. The chapter concludes

with a discussion on the simulation and the results.

7.2 Target and Vehicle Models

Consider mobile camera platforms (i.e., vehicles) tasked with tracking moving

targets. Each of these vehicles moves at fixed forward speed while maintaining a con-
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stant altitude. The target is located on the ground plane and has a non-deterministic

trajectory. A PTZ camera is mounted on each of the vehicles and is used to acquire

measurements of the target. The main objective is to optimize the motion of the vehicles

and PTZ settings of the cameras with respect to the joint estimation error covariance

across all vehicles for each target. It is assumed that each vehicle can communicate with

other nearby vehicles or a base station to fuse acquired measurements. It is also as-

sumed that the world frame location of each vehicle and the extrinsic camera-to-vehicle

parameters are accurately known.

For target tracking in the world frame a dynamic model with a linearized

discrete time state propagation as described earlier in Chap. (3). The video sensor

mounted on each mobile platform acquires image plane measurements of all targets in

its field of view (FOV). The two main coordinate frames that are used in video tracking

are the world coordinate frame (also called the topographic frame), where the target

and vehicle are located, and the sensor coordinate frame (i.e., pixels in image plane).

7.2.1 Camera Platform Model

A Dubins vehicle is a planar vehicle that has a fixed forward velocity with a

bounded turning radius. This provides a simple model for a airborne mobile camera

platforms with both a fixed altitude and velocity. The model neglects sideslip. For

the i-th vehicle, let pwi = [xwi , y
w
i , z

w
i ]> denote its position in the world frame, let

ai = [ρi, τi, Fi] be the pan, tilt and focal length of the camera, and ψi denote its heading.

The kinematics of the camera platform with fixed altitude zwi , velocity vi and max
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turning rate wmax > 0, are described by

ẋwi (k) = vicos(ψi(k))

ẏwi (k) = visin(ψi(k)) (7.1)

ψ̇i(k) = ui(k), |ui| ≤ wmax.

To discretize the Dubins vehicle dynamics, we apply a zero order hold (ZOH) on the

control input at a sampling time of 1 second [63]. The discrete-time equivalent model

for non-zero input is

xwi
+ =

vi
ui

[sin(ψi + ui)− sin(ψi)] + xi

ywi
+ =

vi
ui

[cos(ψi)− cos(ψi + ui)] + yi (7.2)

ψi
+ = ui + ψi,

and for zero input is

xwi
+ = vicos(ψi) + xi

ywi
+ = visin(ψi) + yi (7.3)

ψi
+ = ψi.

Because Dubin vehicles use only three inputs (left, straight, right), ui(k) ∈ U where

U = {−wi,max, 0, wi,max}.
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7.3 Optimal Vehicle Routes and Camera Settings

The technique of dynamic programming can be used to solve a wide array of

applications described by dynamic equations-of-motion that require optimized paths.

Dynamic programming is applied to produce an optimal control policy for a group of

mobile cameras tracking a stochastic target. The utility function is presented first,

followed by the computation of the PTZ settings. Naive implementation of dynamic

programming results in an exponential time algorithm. By considering relative vehicle-

to-target coordinates instead of absolute coordinates, we reduce the total amount of

computation.

7.3.1 Utility Function

The utility function is designed to optimize estimation performance over a plan-

ning horizon. Performance is quantified as a function of the expected fused geolocation

information

E 〈J〉 =
∑
i=1Nc

JiPr{wp ∈ FOVi} (7.4)

=
∑
i

Ji

∫
FOVi

pp (ζ) dζ. (7.5)

The dummy variable ζ is integrated over the ground plane and pp is the Normal distri-

bution N (wp̂,P−pp) of the predicted position of the target in the global frame at time

tk.

For optimization, the function g (E 〈J〉) : Sn++ 7→ <+ is chosen. Ideally, g is a

convex function. For this work, g is chosen to be the trace. The trace is easily computed

and linear, but has the deficiency that it can be increased by increasing one diagonal
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element while leaving another component near zero, yielding an elongated estimation

error ellipsoid.

The value function is

V (z(k)) = trace(E〈Jpp〉), (7.6)

where z(k) is concatenate vector of target camera platform state vectors. The resulting

utility function is evaluated over a planning horizon of Ns time steps according to

U0(z) =
1

Ns

Ns−1∑
k=0

V (z(k)). (7.7)

Backwards induction is used in dynamic programming to find the optimal

control policy
∏
k(z), which maps each state z(k) to an optimal control input for each

vehicle at time tk. Let Nc be the number of camera platforms. The optimal value is

determined through the standard technique of value iteration where the optimal utility

for Eqn. (7.7) is computed using the recursive function

Uk(z) = max
u∈UNc

(V (z(k)) + Uk+1(f(z,u))),∀z, (7.8)

from k = Ns − 1 to 0 with VNs(z) = 0,∀z. The input u corresponding to the maximum

value in Eqn. (7.8) is stored in
∏
k(z). The state propagation model f(z,u) returns the

state z(k + 1).

The optimal PTZ settings ai(k + 1) of the video cameras are dependent on

the expected state of the target x̂(k + 1) and the corresponding covariance P(k + 1).

The risk of failing to acquire an image of the target, is enhanced by ensuring that the

expected position of the target and its associated error covariance ellipse are within
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Algorithm 3 Uk(z)

for each the i-th camera platform do
Compute ai = [ρi, τi, Fi].

First [ρi, τi] are obtained by centering the view on wp̂(k).
Then map Ppp(k) to the image plane and compute Fi of the
minimum bounding view.

end for
Propagate wx̂(k) and Ppp(k) to wx̂(k + 1) and Ppp(k + 1)
for each u ∈ UNc do

Compute Uk+1(z) and save if max
end for

return V(z(k)) + max Uk+1(z)

the FOV of the camera. The amount of information obtained when imaging a target

is directly proportional to the zoom of the camera. To reduce computation, instead

of searching over the PTZ parameters during the optimization phase, we solve for the

minimum bounding FOV of the target’s uncertainty ellipse. The steps involved in this

process are shown in Algorithm 3.

7.4 Simulation

To demonstrate the effectiveness of this approach a simulation framework con-

sisting of a 500m x 500m area was prepared. In this area two vehicles were considered

with the objective of tracking a non-deterministic target. The target was initialized with

a starting velocity of 5m/s along the x-axis and was propagated through time according

to Eqn. (3.3). The parameters used for this dynamical model are as follows:

Φ =



1 0 1 0

0 1 0 1

0 0 1 0

0 0 0 1


, Q =



33 0 50 0

0 33 0 50

50 0 100 0

0 50 0 100


.

98



The target track was propagated for 120 seconds. We considered two scenarios: one

for land-based camera platforms, and the other for aerial platforms. For the scenario

considering land vehicles the altitude of the camera was set to zwi = 2m and for the

scenario with aerial vehicles, zwi = 100m. In both cases the vehicles were initialized with

a velocity vi = 15m/s along the x-axis. Planning for Ns seconds ahead is done at every

time instant by propagating the estimated target state, and estimated error covariance

from x̂(k) and P̂(k) through to x̂(k + Ns) and P̂(k + Ns). Planning for very long

horizons is undesirable since the error in the expected location of a non-deterministic

target increases as the target is propagated through time.

7.4.1 Terrestrial Vehicle

Figure 7.1: Trajectories for two ground vehicles tracking a target with Ns = 1 planning
steps.

The first scenario considered was target state estimation over a 120 second

time window by two land based or low flying camera platforms. Fig. ?? shows the final
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(a)

(b)

Figure 7.2: Resulting PTZ plots from two ground vehicles tracking a target with Ns = 1
planning steps. Fig. (a) shows the change in pan and tilt while Fig. (b) shows the
change in zoom during the scenario. This change depends on the distance between the
vehicle and the target as well as the amount of geolocation error in the target position,
e.g. a larger error requires the vehicle to observe a larger region to guarantee detection
of the target.

paths taken by the two land vehicles. The nonexistent planning horizon means that each

vehicle can and will take the best move available to it even if it results in a terrible set

of choices at the next time step. This can also be seen at t = 50 where the geolocation

error covariance is reduced by moving closer to the target at the expense of maintaining

orthogonal error covariance ellipses. Because the video sensor is located only 2m above

the ground, the resulting geolocation error covariance for a single measurement will be

far from circular. In order to maintain an accurate target geolocation estimate, a second

measurement is required, preferably with an orthogonal geolocation error covariance.

This can be clearly seen in Fig. 7.3(a) and 7.3(b) for t > 50, where the covariance is

significantly increased when the angle between the two vehicles, relative to the target,

strays away from 90◦.
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(a)

(b)

Figure 7.3: Resulting plots from two ground vehicles tracking a target with Ns = 1 plan-
ning steps. The explosion in tracking error from lack of planning can be demonstrated
in Fig. (b). From Fig. (a) the relative angle between the two vehicles strays from the
ideal 90 degrees when there is a large uncertainty in the target position.

Figure 7.4: Trajectories and results for 2 ground vehicles tracking a target with Ns = 3
planning steps.

Preplanning the trajectories for the entire 120 second duration is not only

unreasonable for a stochastic target, it is also prohibitive in terms of computation.

However, no planning, as we have just shown, can lead to situations causing large
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(a)

(b)

Figure 7.5: Resulting PTZ plots for 2 ground vehicles tracking a target with Ns = 3
planning steps. Fig. (a) shows the change in pan and tilt while Fig. (b) shows the change
in zoom during the scenario. Both vehicles maintain a relatively high zoom compared
with the results from the Ns = 1 planning results. The change in zoom here can mostly
be attributed to the distance between vehicle and target since the error covariance is
almost constant.

fluctuations in tracking accuracy. In the worst case the target track may be lost as the

actual and expected vehicle positions diverge and actual position fails to be in the camera

FOVs. The number of steps to plan ahead is dependent on the desired tracking accuracy

and the amount of randomness in the vehicle motions, which is quantified by the process

noise covariance matrix Q. Fig. 7.4 shows the results of planning Ns = 3 steps ahead,

for the same target trajectory. The computational cost of such a plan length is minimal

and may be easily computed every second. From the trajectories exhibited in Fig. ??,

we can observe that the vehicles maintain a much further distance from the target than

in the previous case. The relative angles between the two vehicles, shown in Fig. 7.6(a),

also stay close to the 90◦ separation required for minimal instantaneous geolocation error

covariance. The propagation of the expected target position and error covariance for
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(a)

(b)

Figure 7.6: Resulting plots from two ground vehicles tracking a target with Ns = 3
planning steps. Fig. (b) shows the tracking error of the target. Fig. (a) shows the
relative angle between the two vehicles. Notice that the geolocation error decreases as
the relative angle between the two vehicles stabilizes around 90 degrees.

the duration of the plan results in paths that ensure optimal measurements of targets

that are governed by our model. It is also clear from Fig. 7.6(b) that the geolocation

error covariance of the tracker is very smooth and not subject to the large fluctuations

of the previous scenario.

7.4.2 Aerial Vehicle

The second scenario considered is the target state estimation over a 120 second

time window by two aerial camera platforms. The aerial vehicles are set to fly at a fixed

height of 100m. Since the video sensor is located at a height much greater than that

of the ground vehicles, the resulting geolocation error covariance will tend more toward
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Figure 7.7: Trajectories and results for 2 aerial vehicles tracking a target with Ns = 1
planning steps.

(a)

(b)

Figure 7.8: Resulting PTZ plots for 2 aerial vehicles tracking a target with Ns = 1
planning steps. Fig. (a) shows the change in pan and tilt while Fig. (b) shows the
change in zoom during the scenario. Both vehicles maintain a relatively high zoom.
The change in zoom here can mostly be attributed to the distance between vehicle and
target since the error covariance is almost constant.

circularity than it did for the terrestrial vehicle. While a second measurement, with an

orthogonal geolocation error covariance, is still preferred, it is no longer as necessary
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(a)

(b)

Figure 7.9: Resulting plots from two ground vehicles tracking a target with Ns = 3
planning steps. Fig. (b) shows the tracking error of the target. Fig. (a) shows the
relative angle between the two vehicles. Notice that the geolocation error is mostly
stable even as the relative angle between the two vehicles changes dramatically. This is
mostly due to the fact that as the vehicle is at a much higher altitude, the measurement
error is shaped less like an ellipse and more circular.

Figure 7.10: Trajectories and results for 2 aerial vehicles tracking a target with Ns = 3
planning steps.

to maintaining good target geolocation estimates. This is supported by the results for

both the Ns = 1 and Ns = 3 plans.
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(a)

(b)

Figure 7.11: Resulting PTZ plots for 2 aerial vehicles tracking a target with Ns = 3
planning steps. Fig. (a) shows the change in pan and tilt while Fig. (b) shows the
change in zoom during the scenario. Both vehicles maintain a relatively high zoom.
The change in zoom here can mostly be attributed to the distance between vehicle and
target since the error covariance is almost constant.

The paths traversed by the aerial vehicles for Ns = 1 are displayed in Fig.

7.7. It is immediately apparent that the vehicles have paths that follow the target more

tightly that the planning scenario for ground vehicles. This is mostly because the the

aerial vehicles can get good measurements without needing to maintain a particular

angular separation due to the mostly circular measurement error covariances as can

be observed in Fig. 7.9(a) and 7.9(b). The zoom value of the vehicles shown in Fig.

(7.8(b)) also rarely hits the maximum zoom values since the vehicles are close enough

to the target that all the probable locations of the target occupy the image without

needing to zoom all the way in.

The paths traversed by the aerial vehicles for Ns = 3 displayed in Fig. 7.10 are

very similar to the paths of the vehicle planning for Ns = 1. Unlike the ground vehicles,

planning ahead for multiple time steps does not bring much benefit since it is hard for
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(a)

(b)

Figure 7.12: Resulting plots from two ground vehicles tracking a target with Ns = 3
planning steps. Fig. (b) shows the tracking error of the target. Fig. (a) shows the
relative angle between the two vehicles. Notice that the geolocation error is mostly
stable even as the relative angle between the two vehicles changes dramatically. This is
mostly due to the fact that as the vehicle is at a much higher altitude, the measurement
error is shaped less like an ellipse and more circular. There is a slight increase in the
error covariance since the vehicle has to consider the locations of the target for multiple
future time instants, thus maintaining a further distance from the target.

the vehicles to get into a situation where the target position cannot be estimated well.

Looking at the error covariance and the angular separation between the vehicles shown

in Fig. 7.12(a) and 7.12(b), it is clear that the angular separation has little effect on the

error covariance. The zoom value of the vehicles shown in Fig. (7.11(b)) are also similar

to the Ns = 1. Since the target error covariance does not become large the vehicles

never zoom all the way out to be able to cover all the probable locations.
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Chapter 8

Conclusions

This dissertation discussed an approach to optimize various scene analysis per-

formance criteria through distributed control of a dynamic camera network. An Ex-

tended Kalman-Consensus filtering approach was used to track multiple targets in a dy-

namic network. A camera control framework using a distributed optimization approach

allowed selection of parameters to acquire images that best optimized the user specified

requirements. The uncertainty in state estimation when deciding upon camera settings,

and the effect of different utility function weights was also considered. The effectiveness

of the system was also demonstrated by showing results from real life implementations

on a camera network in addition to analysis of results from simulations.

A method to prioritize tasks for a distributed camera network to co-operatively

track all targets and procure high resolution images, when the opportunity arises, subject

to target pose and other criteria was also discussed. Utility functions were designed to

evaluate the PTZ settings of the cameras for both tracking and feature imaging. These

were used within a Bayesian distributed optimization framework to select optimal PTZ

settings for the camera network at every time instant. The results also showed how
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utilities could be designed to reduced the resources required to enable high quality fea-

ture acquisition. This could enable the camera network to satisfy multiple performance

requirements that cannot be achieved using a static camera network.

A key contribution of this dissertation is showing how the parameter selection

can be distributed, given knowledge of the vision graph, in a camera network so that

multiple cameras can change parameters simultaneously. This allows for easy scalability

and increases the number potential applications. Prior approaches allowed for only

one camera to move at a time while this approach allows multiple cameras to move

simultaneously as the network expands.

Using a wireless testbed of Axis PTZ cameras the behavior of the framework

was explored under multiple scenarios in real time. The experiments performed on the

real life network showed that it was possible to improve tracking accuracy and feature

acquisition through the dynamic control of PTZ camera networks. This work can lay the

foundations for autonomous systems with embedded video processors that are capable

of opportunistic sensing, efficient navigation and scene analysis.

8.1 Future Work

Future research in the dynamic control of camera networks is in developing

autonomous systems consisting of fixed and mobile cameras with embedded intelligence

capable of video acquisition and analysis over wide areas. This is a highly interdis-

ciplinary area that can bring together researchers in computer vision, control theory,

machine learning and various branches of mathematics and statistics. The vision is to

develop an intelligent network of mobile agents, each equipped with visual sensors and

the capability of analyzing its own data and taking decisions in coordination with other
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agents. This would enable the agents to maneuver themselves optimally so as to obtain

images that can be analyzed with a high degree of reliability. This will require that the

system has the ability to jointly optimize camera locations and sensing parameters to

satisfy a scene understanding objective. Some initial steps taken in this direction were

described in this dissertation.

This research direction falls within the broad domain of multi-agent systems,

which are systems of interacting intelligent agents where each individual is able to sense

only a part of the system and communicate with a time-varying set of neighbors. Thus

coordination is central to multi-agent systems. Broadly speaking, coordination refers to

an agent being aware of other agents in its environment be it for resource allocation,

task allocation, communication, or movement. When the agents have the capability

of moving, coordination must be reflected in both task allocation and motion control,

and one primary research topic is the Vehicle Routing Problem (VRP). Equipping these

vehicles with cameras would enable tasks in which visual analysis is key, e.g., visual

tracking and monitoring, object and event recognition. This leads to the Mobile Cam-

era Networks (MCN) problem, which has some fundamental differences with the VRP

problem. While video analysis will not be the focus of research in this direction, the

algorithms would obviously have to be developed with an awareness of the capabilities

on the analysis side. Distributed solutions to many of the basic video analysis tasks will

be key to these systems. The vision of such multi-agent systems equipped with cam-

eras will also require development of suitable hardware and software platforms that will

be able to satisfy the computation and communication requirements. Networking and

communication constraints, as well as power resources, will be critical issues in many

application domains.
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In summary, camera networks is an upcoming area of research with a highly

interdisciplinary flavor and a promise for addressing problems in application domains

where there is a critical need for such technology, e.g., disaster response, wide area

surveillance, assisted living. While many of the building blocks, especially in relation

to video analysis, are in place, the network-level solutions, like distributed estimation,

resource constraints or integration of sensing and analysis tasks, are very much in their

infancy. The area holds a lot of promise for a number of reasons - basic research problems

that span multiple disciplines, interdisciplinary research problems that bring together

computer science, electrical engineering and mathematics, and technology development

that will transition the research into critically necessary application domains.
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