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ABSTRACT OF THE DISSERTATION

Human Computer Interaction in Stroke Rehabilitation
By
Maryam Khademi
Doctor of Philosophy in Information and Computer Science
University of California, Irvine, 2015

Professor Cristina Videira Lopes, Chair

Movement impairment after stroke typically requires intensive treatments for several weeks
after the initial injury. An important goal for rehabilitation engineering is to develop tech-
nology that allows individuals with stroke to practice intensive movement training without
the expense of an always-present therapist. This thesis focuses on stroke rehabilitation as
an HCI problem, offering an HCI-centric investigation of the design space for effective reha-

bilitation therapies.

We investigate an HCl-centric approach to stroke rehabilitation. First, we designed and
developed a spatial augmented reality system for assessment and training of upper extrem-
ity in patients with stroke. This system leveraged a novel patient-computer interaction
mode which showed patients superior performance compared to the conventional comput-
erized stroke rehabilitation. Next we developed and evaluated a 3D free hand interaction
environment for training high-level hand functions in patients. After that, we developed
a tele-rehabilitation neuro-game platform designed for in-home patient’s use that included
several neuro-games to enhance targeted brain functions in patients. Finally, a study was
designed to investigate neurobiological correlates of patients cognitive functions while using

our tele-rehabilitation platform.

xiil



Based on the studies findings, we argue that the benefit of using an HCI-centric approach to
stroke rehabilitation is twofold: (i) it introduces advanced computer technology that can be
customized to specific patients needs; and (ii) it provides new methods to help patients with
their Activities of Daily Living (ADL), both in terms of their behavioral change as well as
functional capabilities. Furthermore, our game design process and principles are tailored to
the challenges and opportunities of neuro-rehabilitation. This research is an in-depth anal-
ysis of how technology, and games in particular, need to be carefully considered to support

effective therapies for physical rehabilitation.
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Chapter 1

Introduction

1.1 Overview

Stroke remains a major cause of adult disability [26, 25|, and stroke rehabilitation a challeng-
ing process. More than 795,000 people in the United States suffer from a stroke each year
(97, 95]; this costs the country an estimated $38.6 billion that includes the cost of healthcare
services and missed days of work. These statistics provide some insight into the importance

of helping patients with stroke gain recovery.

Movement impairments after stroke typically require intensive treatments, hands-on physi-
cal, and occupational therapy for several weeks after the initial injury. Unfortunately, due
to economic pressures on healthcare providers, stroke patients are receiving less therapy and
going home earlier [95]. Therefore, an important goal for Rehabilitation Engineering is to
develop technology that allows individuals with stroke to practice intensive movement train-
ing without the expense of an always-present therapist [92], particularly when access is a

concern such as with rural location.



Computer-based methods are increasingly being seen as a mechanism to deliver stroke reha-
bilitation [22]. In particular, the scope of HCI applications in medicine has expanded over

recent years such that today it includes physical therapy and rehabilitation.

Today, state-of-the-art technology for rehabilitation of patients with stroke includes an in-
put device to capture patients’ movement as well as a display to provide them with visual
feedback. For the past decades, researchers have been working on customizing this input
device to help patients with different upper extremity deficits [59, 76]. However, the current
theme of research has the following shortcomings: (i) it is usually an immobile setting, i.e.,
it requires patients to visit clinic. Normally the setup is very expensive and therefore not
feasible to be used as a tele-rehab setting at patients’ home; (ii) the setting requires patients
to perform unnatural hand/eye coordination due to a required extra visuospatial transforma-
tion that should be performed between the input device and the display. Thus patients are
requested to master in specific skills which may or may not be practical in real-life situation;
(iii) the type of games that are used for rehabilitation are neither functional nor transferable

to Activities of Daily Living (ADL).

1.2 Summary of Work and Contributions

In this dissertation, we focused on human computer interaction in stroke rehabilitation.
Together with a team in the Medical School, we designed several computerized setups that
try to address the main concerns regarding the above-mentioned problems with state-of-
the-art computerized rehab therapies. Figure 1.1 shows how the studies are connected with
respect to these problems. The main activities of this dissertation can be summarized as

follows:



Chapter 2

Chapter 3
Chapter 5

Figure 1.1: Overview of studies: how chapters are connected with respect to current reha-
bilitation problems



1. Designing and developing a spatial augmented reality system for assessment and train-
ing of upper extremity in patients with stroke. The result of two normal subjects

proved functionality of the system.

2. Developing Augmented Reality (AR) and Virtual Reality (VR) setups to compare
performance of healthy individuals in the “Pick-and-Place” task, which is part of many
activities of daily living (ADL’s) and one of the major affected functions stroke patients
mainly expect to recover. Superior performance of our 14 healthy subjects in AR setup

motivated us to follow up with running our study on patients with stroke.

3. Developing and evaluating 3D free hand interaction for training high-level hand func-
tions in patients. The performance of 14 patients with stroke correlated strongly with
their clinical assessment, showing validity of using 3D free hand interaction as a good

measure of patients’ performance in their rehabilitation program.

4. Proposing a new patient-computer interaction mode and comparing it with the con-
ventional computerized stroke rehabilitation. The result of 18 patients with stroke

confirmed superiority of our proposed interaction mode to conventional methods.

5. Developing a tele-rehabilitation game platform designed for in-home patient’s use. The

setup was evaluated by both healthy and patient subjects.

6. Designing a study to investigate neurobiological correlates of HCI based on tele-rehabilitation
neuro-game training. This included designing and developing neuro-games to enhance
targeted brain functions. Our results confirmed improvement of patients in terms of

behavioral changes during one-week training program.

Throughout this dissertation, we made two important contributions. First, we addressed
whether HCI can support the design of more effective rehabilitation therapies. Based on our

findings, the benefit of using an HCI-centric approach to stroke rehabilitation is twofold: (i)



it can introduce advanced computer technology that can be customized to specific patients
needs; and (ii) it can provide new methods to help patients with their Activities of Daily

Living (ADL), both in terms of their behavioral change as well as functional capabilities.

Second, we repurposed familiar games for entertainment to be intended for serious pur-
poses such as improving cognitive control of patients with stroke. We believe the insights
gained during our design process can inform many others designing games for specific user

groups, especially those with decreased function due to neurological disease.

1.3 Dissertation Organization

The rest of the dissertation is organized as follows. Chapter 2 features a Spatial Augmented
Reality system for rehabilitation of hand and arm movement. The table-top home-based
system tracks a subject’s hand and creates a virtual audio-visual interface for performing
rehabilitation-related tasks that involve wrist, elbow, and shoulder movements. It measures
range, speed, and smoothness of movements locally and can send the real-time photos and
data to the clinic for further assessment. To evaluate the system, it was tested on two normal

subjects and proved functional.

In Chapter 3, we study the task of pick-and-place, which is part of many activities of daily
living (ADLs) and one of the major affected functions stroke patients mainly expect to re-
cover. We developed an exercise consisting of moving an object between various points,
following a flash light that indicates the next target. The results show superior performance
of healthy subjects in spatial AR versus non-immersive VR setting. This could be due to the

extraneous hand-eye coordination, which exists in VR whereas it is eliminated in spatial AR.



In Chapter 4, we leverage the technology of free-hand interaction to rehabilitate patients
with stroke. We modified the game of Fruit Ninja to use Leap Motion controller’s hand
tracking data for stroke patients with arm and hand weakness to practice their finger in-
dividuation. In a pilot study, we recruited 14 patients with chronic stroke to play the
game using natural interaction. Their Fruit Ninja (FN) scores show high correlation with
the standard clinical assessment scores such as Fugl-Meyer (FMA) and Box-and-Blocks Test
(BBT) scores. This finding suggests that our free-hand Fruit Ninja’s score is a good indicator

of the patient’s hand function and therefore will be informative if used in their rehabilitation.

Chapter 5 examines two forms of interaction namely Indirect Interaction (IDI) and Direct
Interaction (DI), incorporating the popular Fruit Ninja game into each. An IDI approach to
gaming substitutes a virtual environment in place of the real world [13], directing the sub-
ject’s attention towards the virtual world (here, the computer monitor) rather than to the
real world (here, the paretic hand as it moves towards across the table) [61]. A DI approach
to gaming overlays computer-generated virtual objects into the real world. Such real-world
activities may be more intuitive than many IDI-based approaches, which might promote
massed practice. A DI approach may also allow patients to practice real-life functional tasks
safely, for example, a patient might work on being independent in the kitchen by working
with computer-generated objects and thus with zero risk of spilling, burning, or electric
shock. On the other hand, an IDI-based approach might nonetheless have advantages, for
example, to promote recovery of visuospatial skills, or by using modulation of cognitive de-
mands to promote motor recovery. The optimal choice of human-computer interface varies
across individuals, over time, and according to specific goals. The current study provides
insights into how different human-computer interfaces affect motor performance and thus

might influence motor recovery and motor skill acquisition after stroke.

In Chapter 6, we talk about computer games, as they have the potential to make physical



and neural rehabilitation more engaging than traditional rehabilitation procedures, therefore
leading to potentially more efficient therapies. Over the past several years, we have been
designing and assessing such games with stroke patients. We developed our games using a
projector-based platform and conducted pilot studies to evaluate these therapies. This study
focuses on the many issues of game design for this particular population: stroke patients.
Designing games for this group is considerably different than designing games for general
entertainment. Specifically, the design of these games has concrete objectives such as im-
provement of motor and cognitive control that are not important for healthy gamers. As
such, game design needs to be informed by a deep knowledge of specific areas of the brain
that play a crucial role in cognitive control, and the physical movements in the game need
to stimulate those areas. We contribute a new perspective to game design by considering

the brain’s neuro-anatomical function, given specific objectives.

Chapter 7 lists lessons that we learned throughout this research. It gives an in-depth analysis
of how technology, and games in particular, need to be carefully considered to support effec-
tive therapies for physical rehabilitation. Finally in Chapter 8, we conclude the dissertation

by summarizing the results of this research and proposing future work.



Chapter 2

A Spatial Augmented Reality Rehab

System

This chapter describes collaborative work previously published at [51]. My role in that
project was design and development of the AR system, data collection and analysis, and

writing the paper.

2.1 Introduction

This work features a Spatial Augmented Reality system for rehabilitation of hand and arm
movement. The table-top home-based system tracks a subject’s hand and creates a virtual
audio-visual interface for performing rehabilitation-related tasks that involve wrist, elbow,
and shoulder movements. It measures range, speed, and smoothness of movements locally
and can send the real-time photos and data to the clinic for further assessment. To evaluate

the system, it was tested on two normal subjects and proved functional.



We have developed a low-cost, Spatial Augmented Reality system that allows individuals
with stroke to practice hand and arm movement exercises at home or at clinic with minimal
interventions of a therapist. Different from Virtual Reality (VR) in which the real world
is fully replaced with a virtual environment, Augmented Reality (AR) does not replace the
real world but augments a user’s view of the real world with virtual objects. Applying AR
technology in RE is a new paradigm for the research in Assistive Technology (AT) [110].
AR-based RE devices provide the patient with better control over augmented environment

in such a way that he feels more realism and interact in a more intuitive way.

We designed intuitive and natural interactions that can help a patient practice the foun-
dation of manual activities that are central to activities of daily living, such as reaching,
wrist-tilting, pointing, and grasping. Involving the patient in such simulations of daily ac-
tivities is expected to have the additional advantage of fostering a more positive psychological
approach to the rehabilitation experience. Moreover, the proposed system can be adapted to
a portable low-cost home-based device that includes communications for remote interaction
with a therapist and medical team. Thus the patient can work independently, without a

constant need for therapist interaction.

2.2 Background

Rehabilitation engineering applications are specially designed to recover certain impaired
functions of individuals with disabilities. Since our focus in this chapter is motor function,
in the following, we discuss the state-of-the-art research that has been carried out in AR-RE

domain.

Luo et al. [92, 110] measured the force and assist finger extension using mechanical de-



vices. They presented a training environment for rehabilitation of hand opening in stroke
survivors. This environment integrated Augmented Reality with assistive devices for the
process of repetitive training of grasp-and-release tasks. One potential criticism of the sys-
tem is that therapist intervention was necessary, as the patient needs to wear equipment that
would be hard to don without assistance. Correa et al. [85, 84] developed GenVirtual, an AR
game musical, that provided a natural, fingertip/toe tip-based interaction. The intention of
this chapter was to help patients with motor coordination. On the other hand, GenVirtual
had little effect for individual with low mobility. Alamri et al. [24] proposed a framework
that takes advantages of the AR-based rehabilitation processes with a 2-D web camera and
fiducial markers. The system supported the training of daily activity, though, due to use of

fiducial markers, the setup can be complex in the absence of a therapist.

Compared to the above platforms, our system requires the patient to wear minimal equip-
ment: two small color markers on their fingers. The second difference is that our platform is
a Spatial Augmented Reality system, using an inexpensive projector to augment virtual ob-
jects. This projector lets user have a large range of motion on therapy table to do variety of
movements. Third contribution of the system is that our designed exercise program includes
fundamental hand movements which cover a wider range of stroke patients with different

impairments.

2.3 Method

AR rehabilitation is an interesting and useful adjunct to traditional therapy by leveraging
benefits of both real and virtual world training such as providing immersive experience for
users, objective quantification of the training process, and motivating way of using massed

practice. By developing an AR rehab system, the coordination system of user’s real world

10



unifies with the virtual world. This let patients feel as if the assistive virtual objects, that
are displayed to help them carry out their exercises, are actually present and belonged to

real world rather than being apart in a separate screen.

2.3.1 Experiment Setup

our setup includes a conventional computer, a low cost webcam, and a projector. The sub-
ject sits in front of a table that serves as a platform for virtual objects to be projected on
it. The subject’s hand movements are followed by a camera, while he is looking on the table
and interacting with the virtual objects superimposed on it (Figure 2.1). Our system has the
potential to be used locally, in a clinical environment, as well as remotely, in the patient’s
home where it would remain accessible by a therapist through a tele-rehabilitation system.
The system’s setup is easy to learn for the patients, making the system comfortable to use

even without therapist’s presence.

We developed several vision algorithms to locate and track the hand of the subject us-
ing color marker and motion information. The system can quantify the motion captured by

camera using computer vision methods.

Along with the implementation of the system, we designed several tasks based on daily life
activities. These involve primitive postures of the hand including reaching, tilting, point-
ing, and grasping, which require control on various hand parameters such as: range, speed,
smoothness of movement, and size of grip (Table 2.1). This way, we measure some important
performance factors that can be used to assess a patient’s progress across weeks of therapy.

We also calculate the completion time of each task for the subjects.

Giving dynamic feedbacks on performance of the user throughout the tasks such as playing

11



Figure 2.1: Experimental setup of spatial AR rehab system

sounds and augmenting virtual objects in response to the user, the system increases the

quality of subject’s interaction with it.

2.3.2 Rehab Exercises

In the following, we will discuss the AR rehab exercises that we designed as part of our
system. Note that our suggested primary tasks have the potential to be used in variety of
interactive and engaging games that can keep patients engaged and motivated despite the

fact that they are performing continuous repetitive movements.

Task 1, Reaching: in this task (Figure 2.2a), three melody boxes are projected on the

subject’s desk, in different orders. The subject is expected to reach out for the projected
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Table 2.1: Upper-limb motion, their corresponding designed tasks and performance param-
eters

Part Posture task Parameter
Hand Grasping Task 4 Velocity
Smoothness

Time of completion
Wrist  Pronation/Supination Task 2 Angular Velocity

Smoothness

Rotation

Time of completion
Wrist  Flexion/Extension Task 3 Angular velocity

Smoothness

Rotation

Time of completion
Wrist  Adduction/Abduction Task 3 Angular velocity

Smoothness

Rotation

Time of completion
Arm  Reaching Task 1 Velocity

Hand position

Smoothness

Time of completion

box. As soon as the hand enters the area of active box, a drum note is played. This is the
basis of an engaging game to help subject reach out for different targets in a certain period
of time, using active-box hints that correspond to different notes of a melody. At the end
of the game, the subject can see his score on the screen which has been calculated based
on how fast and correct he could reach out the active box and eventually make a pleasant
music. In this game, we are using occlusion-based interaction (subject’s hand entering the

area) as well as dynamic feedback (sound).

Task 2, Pronation/supination (tilting) of wrist: in this task (Figure 2.2b), the subject is
asked to hold a cup and tilt it as if he is pouring its content on the table. As the task starts,
the subject should empty the cup’s content in 5 or more tilt-and-hold-still postures. To give

him more natural feel of pouring water on the table, as the subject tilts the glass, virtual
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Figure 2.2: (a) Task 1: Reaching melody boxes to play drum sounds; (b) Task 2: Holding
and tilting a mug to gradually pour virtual water; (¢) Task 3: Pointing to melody boxes to
play drum sounds; and (d) Task 4: Grasping random size-position circles

water (blue circle) is displayed beneath the cup, which simulates the amount of water that
has been already poured out. The more the subject repeats tilting the cup the larger the
blue circle becomes. We monitor the changes in area of blue circle to get a sense of how well
the subject is able to do the task smoothly and in control. By employing the daily life tasks
as mentioned above, we believe patients get more confidence in their real life activities as
they already practiced doing them in therapies’ sessions. In this task, we leverage dynamic
feedback (growing blue circle) to let subject know whether he is controlling the task at a

normal, healthy pace.
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Task 3, Pointing: for this task (Figure 2.2c), we ask the subject to wear two small color
markers: one on his wrist and the other on his index finger. Then we ask him to point to
different melody boxes that are projected on the table and make various sounds out of them.
The pointing action is repeated in two postures: one involves adduction/abduction (Figure
2.2¢ top) and the other one involves flexion/extension of wrist (Figure 2.2¢ bottom). Here,
again, playing sound as dynamic feedback help the subject know that he has successfully

targeted each box throughout the task.

Task 4, Grasping: in this task (Figure 2.2d), we target those patients who have a prob-
lem opening their hand for grasping. We ask the subject to wear the same color markers
as previous task but this time one on the thumb and the other on their index finger of
the impaired hand. The subject then has to grasp a random size circle that appears on a
random position on the desk. Due to the circle’s different sizes and positions, the subject
had to adjust finger position to generate the correct size grasp in order to get the circle. A
sound (dynamic feedback) is played to let the subject know when he has succeeded and shall

proceed to the next grasp.

2.4 Results, Discussion and Conclusion

The purpose of this pilot study was to prove the system is functional, anticipating potential
problems and gaining experience using the technology in a laboratory setting. Figure 2.3a
illustrates the position of the subject’s hand while each was reaching out the melody box.
As can be seen, the subject’s hand traverses back and forth between a common point (start
of movement) and the three melody boxes that were projected on the table. Figure 2.3b
shows tilting angle of the mug while the subjects were gradually pouring water on the table.

Figure 2.3c illustrates wrist and index finger positions of the subjects to examine whether
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they were able to perform the pointing task. Figure 2.3d demonstrates thumb and index
finger positions while the subjects were trying to match their grip’s size to the size of the

projected circle.
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Figure 2.3: User study results with the first subject (upper plots) and the second subject
(lower plots) performing tasks 1-4: (a) Reaching; (b) Tilting; (c) Pointing; and (d) Grasping

Augmented Reality technology has the potential to impact traditional rehabilitation tech-
niques. This approach has the potential to address a number of needs in stroke rehabilitation.
Chief among these is the use of a high ecology environment that is maximally relevant to
functional goals. Performing tasks in an Augmented Reality environment might generalize
to real life settings to a greater extent than with other computer-based approaches. As an
extension of this, object affordance can be directly adjusted by the therapist, with real ob-
jects incorporated into tasks as desired. This system can control for extraneous distractions

that sometimes exist in real life therapy environments, and furthermore the therapist can
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choose how many extraneous objects to include in each trial. The system insures safety and
comfort, for example, no water is spilled on the subject or wires when the tilting task is

performed by a patient with post-stroke hemiparesis.

A key advantage of the current approach is the tasks practiced in therapy can be modi-
fied by a therapist based on a patient’s specific needs. For example, the size, texture, or
friction characteristics of an object can be varied in relation to motor or sensory deficits.
The language requirement for task performance can be adjusted from zero to high; in this
way, patients with aphasia are eligible to use the system, in contrast with some rehabilitation
approaches. An object’s location, orientation, or attentional valence can be easily adjusted,
a feature of particular value to patient’s with neglect after non-dominant hemisphere stroke.
The cognitive demands of a task can be adjusted in numerous ways using this approach, a
feature useful for the treatment of patients with cognitive impairments, a common finding
after stroke. Attentional valence can also be adjusted, for example, the same grip might be
to hold an ice cube in a cafe or a gold nugget in a mine. This is particularly relevant to
maximizing patient motivation, a perennial concern across the weeks of stroke rehabilitation,

and also has implications for vocational rehabilitation.

The current report describes development of a Spatial Augmented Reality system for re-
habilitating upper extremity function after stroke. A novel performance-driven exercise
program was outlined, in which a patient practices primary hand gestures mostly used in
daily activates. These gestures include reach, tilt, point, and grasp, examining parameters
such as range, speed, and smoothness of hand, arm, and wrist movements. The AR rehabil-

itation system was evaluated with two healthy subjects as a proof of concept.

Further studies are planned to elucidate the clinical efficacy of our AR therapy for stroke

patients. As future work, we also plan to add haptic feedback [4] to our system. This is es-
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pecially important for those patients who need to recover their muscle strength. With haptic
feedback [54, 57], we can even improve the effectiveness of the rehabilitation systems and
make interaction process more realistic. To reach this target, instead of using bulky equip-
ment, we generally use personal and daily-life objects such as cup, book, pen, etc [56, 66].
These have the added advantage of high task ecology with respect to activities of daily living.
In addition, future work will include more engaging games to increase the variety of therapy
solutions and adaptability to patient abilities, so that a therapist or patient can match the
amount of challenge necessary to keep the rehabilitation advancing. In these games, we take
advantage of skin detection methods and Microsoft Kinect [53] for more accurate and natural

3-dimensional positioning.

We will use the current AR platform in next chapter to study performance of healthy indi-

viduals in the “Pick and Place” task.
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Chapter 3

Comparing “Pick and Place” Task in
spAR vs niVR

This chapter describes collaborative work previously published at [65]. My role in that
project was design and development of the “Pick and Place” Task in the AR system, data

collection, statistical data analysis, and writing the paper.

3.1 Introduction

Introducing computer games to the rehabilitation market led to development of numerous
Virtual Reality (VR) training applications. Although VR has provided tremendous benefit
to the patients and caregivers, it has inherent limitations, some of which might be solved by
replacing it with Augmented Reality (AR). The task of pick-and-place, which is part of many
activities of daily living (ADLs), is one of the major affected functions stroke patients mainly
expect to recover. We developed an exercise consisting of moving an object between various

points, following a flash light that indicates the next target. The results show superior
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performance of subjects in spatial AR versus non-immersive VR setting. This could be
due to the extraneous hand-eye coordination which exists in VR whereas it is eliminated in

spatial AR.

3.2 Background

Medicine is one of the important application areas for virtual reality, leveraging it for games
and scientific visualization [122]. The scope of VR applications in medicine has expanded over
the recent years such that today it includes physical therapy (PT) and rehabilitation. VR has
been found very effective for both mental and physical therapy. One of the primary origins
of disability in the developed countries is stroke [3]. It is a rapidly developing loss of brain
function(s) resulting from lack of blood flow caused by either a blockage, or a hemorrhage
[106]. Stroke often affects upper-extremity motor functions [33]. These impairments hold
back stroke patients in performing ADLs severely. In an early stage after stroke, patients
receive upper-extremity physiotherapy. This includes goal-oriented reaching and pick and
place tasks which incorporate real object manipulation [119, 114, 53]. Methods of motor
function assessment such as Purdue Pegboard Test, Fugl-Meyer, or ARAT are based on the

subjects’ performance in the above-mentioned tasks [41, 18, 115].

3.2.1 Virtual Reality Therapy

Unlike conventional and robotics-assisted technologies, Virtual Reality is a cost-effective
alternative that let users interact with a simulated world using special hardware and software
[50]. Besides, including VR into stroke rehabilitation caused a great increase in patient’s

motivation to more enthusiastically follow the rehab sessions [16, 59].
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3.2.2 Augmented Reality Therapy

In contrast to VR, Augmented Reality superimposes a computer-generated image on a user’s
view of the real world. It not only preserves some benefits of leveraging VR such as fully
controlled setting and measurable feedbacks, but also needs less computation time to model
the 3D environment [104]. In AR, patients experience a more engaging and natural inter-
action rather than VR. Virtual objects can be manipulated in an intuitive and natural way
to maximize learning ADLs [51]. The haptic feeling [66] of the real objects could bring on a
more natural interaction. In addition, patients do not need to don external devices attached

to their hand or body.

There is consensus amongst therapists that as the interaction of patients with the physi-
cal environment is reduced, their ADLSs recovery starts to deteriorate [98]. Thus an essential
factor to successful recovery is to increase the patient’s level of interaction with their envi-

ronment.

AR environments are flexible enough to provide customization in terms of complexity, re-
quired feedbacks, etc., of the exercises based on patients particular needs [50]. This is
especially important, considering that physical conditions of the patients change regularly,

and thus adjusted systems should be easily provided.

In addition, augmented reality games have been reported highly engaging for patients un-
dergoing therapy. As [12] investigated, about 65% of patients are likely to give up their
physical therapy rehabilitation session. Further, Tinson [116] provided evidence that stroke
patients within a clinical unit spent only 30 to 60 minutes per day for actual therapy while

40% of their time, they are not engaged with any activity. In stroke rehabilitation, it is a
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key factor to have the patient involved with the training exercises frequently; otherwise the

desired level of recovery will not be achieved.

3.2.3 Difference in Cognitive Perception of AR and VR

To have effective interaction with real-world objects, the brain builds a spatial representa-
tion of them [35]. For target-oriented movements (e.g. pointing and reaching), the target’s
relative position to the hand should be converted to the body-centered coordinate. There
is a transformation chain of reference frames that yields a common body-centered repre-
sentation [108, 37]. The location of an observed target is coded in retinal coordinates. By
considering the relative spatial information of the eye and head positions, we can transform
the retinal coordinates to head-centered coordinates. This representation is required to be
further transformed into body-centered coordinates by considering the head position relative
to the body. When position of the observed target and hand are translated to the common
body-centered reference frame, spatial difference between them is calculated which leads to

forward plan of an action.

To interact with a non-immersive VR setting (which is widely used in stroke rehabilita-
tion), the subject needs to perform at least one extra transformation to translate the virtual
world’s coordinate to the body-centered coordinate while it is not required in spatial AR.
The extra transformation could be challenging to stroke patients while it may not even be

necessary to recover their ADL’s.

The study’s main contribution is thus studying the effect of the extra transformation on
performance of the subjects in AR versus VR settings. By comparing the score of the
subject while performing pick and place task in both AR and VR environments, we verify

whether it varies at all.
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The remaining of the work is organized as follows: Section II describes the method in-
cluding the procedure, setup, and subjects. The data analysis is presented in Section III.

Finally, conclusion and future work are discussed in Section IV.

3.3 Method

3.3.1 Subjects

We conducted a within subject experiment including 14 healthy subjects. There were 7
males and 7 females, aged 22 to 45 years old. All subjects performed the task with their
dominant hand and they were instructed about the tasks before the experiment. They were
told to hit the targets as fast as possible where hitting occurs as soon as the cylindrical
object touches any edge of the target squares. They also had a trial test to get familiarized

with the task and learn the task. Each subject was asked to play both AR and VR tasks.

3.3.2 Procedure

We developed a pick-and-place task in which a subject pick a cylindrical object and place it
inside a virtual square that appears on a random location. The subject needs to reach for
the square as if he/she is hitting a target with the object in his/her hand. As soon as the
cylindrical object enters the square, it disappears while another target square appears in a
different random position, meaning that the subject scores one and has to reach for the next
target. The task continues non-stop for 30 seconds and the subject’s score is announced at

the end. This exercise aims at reaching highest number of targets within a given time interval.
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The task of pick-and-place, which is involved in many activities of daily living (ADLs), is one
of the main impaired functions stroke survivors most wish to recover. It includes training of
primitive postures of the hand including reaching, tilting, and grasping which need control
on various hand parameters such as: range, speed, and smoothness of movement. This helps
us measure several important performance features that can be used to evaluate recovery of
the patient. Giving dynamic audio/visual feedbacks on performance of the user throughout
the task such as playing sounds when he/she hits the target and displaying the next square
target in response to the patient, the system increases the quality of patient’s interaction

with it.

3.3.3 Setup

We have two setups: AR and VR. Both setups share a table on which the subject performs
the task. There is a camera to capture hand movements of the subject connected to a
conventional computer that processes the video feed and produces audio/visual feedback in
real time. This setup has the potential to be used in clinical as well as home setting (as a

tele-rehabilitation system).

VR Setup

In the VR setup, the subject looks at a monitor, displaying random squares and a cursor
which represents the subject’s hand position while reaching the targets (3.1a). We developed
a computer vision algorithm to locate and track a color marker attached to a cylindrical

object which is held in the subject’s hand.
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Figure 3.1: (a)VR setup including a camera and monitor display; (b)AR setup including a
camera and projector

AR setup

In the AR setup, instead of having a monitor, we use a projector to superimpose the vir-
tual square targets on the tabletop. This is the same table that serves as a platform for
the subject to do the pick-and-place task. Same as VR, the subject’s hand movements are
captured by a camera, while he is looking on the table and interact with the virtual objects

superimposed on it (3.1b).

Since the key intention of this chapter was to evaluate the cognitive effect of spatial updating

in VR versus AR system, we developed both systems as simple and similar as possible. That
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is, for VR, we developed a non-immersive system where the subject needs to coordinate his
hand movement in real world while his eyes follow the visual feedbacks (i.e., relative positions
of his hand and the targets) on the monitor. For AR, we used spatial augmented reality
where the 2D virtual objects are projected on the tabletop (i.e., the planar workspace of the

subject).

The reason for using 2D AR and VR is that some of stroke patients have difficulty with
depth perception of 3D interfaces. Fluet et al. [38] showed that the subjects performed
worse with 3D glasses on while looking at a 3D screen as compared to naked eyes looking at

a normal screen.

3.4 Results

Performance of the subjects in both VR and AR tasks was assessed using the total number
of targets that they could hit in a given time interval (30 sec). Figure 3.2 illustrates the
superiority of AR scores than VRs. Figure 3.3 shows the average and STD of the scores,
demonstrating that there is no overlap between extremes of means SD. The mean value
of the AR scores is 19.81 with SD of 2.29. In VR score set, the mean value is 10.94 with
SD of 2.41. The result of paired samples t-test analysis (p-value = 1.7291e-008, = 0.05) is
statistically significant which rejects the null hypothesis; therefore the means of the samples

are not, equal.

In case of VR, directions of reaching trajectories of the hand toward the targets are not
as accurate as AR. Hence in VR, after the reach is complete, the hand position has more
often to be corrected. The source of this error is that in planning the forward command of

reaching, precise position of the target is not perceived.
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Figure 3.2: Performance of the 14 subjects in performing AR and VR tasks
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Figure 3.3: Mean and standard deviation of the 14 subjects scores in performing AR and
VR tasks

Figure 3.4 shows monitored x-y hand position of a random subject while performing the
VR task versus the respected target’s center position. Note that the circles highlight the
over/under shoots. After each over/under shoot, the subject has to take a fraction of a
second to correct his hand position. As Figure 3.5 illustrates, in AR, this phenomenon is
not observed. The time spent to correct one’s hand position accounts for different levels

of performance in AR and VR. The subjects perceive the target position inaccurately in
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VR which might be due to the one extra spatial transformation that they have to perform

compared to the AR task.
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Figure 3.4: Monitored x-y hand position of a random subject while performing the VR task
versus the respected target’s center position. Note that the circles highlight the over/under
shoots

3.5 CONCLUSION

As discussed in Section I, there have been significant amount of effort to use VR for re-
habilitation. However, learning in a virtual environment can be transferred to the real
environment. Transfer of rehabilitation training into real-world ADLs is even easier to ac-
complish if the training is conducted in as close to the real environment as possible. Spatial
representation of the world and how brain deals with it as a gaze-centered transformation is
one of the motivations to accept that AR could be a better medium than VR for post-stroke
rehabilitation. Besides, engaging in AR therapy seems to be a cost-effective alternative to

other forms of therapy such as conventional, robotic, or VR.
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Figure 3.5: Monitored x-y hand position of the same subject as 3.4 while performing the AR
task versus the respected target’s center position

We designed a task of pick-and-place that is representing one of the main ADLs that post-
stroke patients need to master. This exercise consists of moving an object from point to
point following a target. The results show superior performance of subjects in spatial AR
versus non-immersive VR setting. This could be due to the extraneous hand-eye coordina-

tion which exists in VR whereas it is eliminated in spatial AR.

Future work includes performing this exercise on stroke survivors to warrant that AR can
provide a great level of clinical evidence. Furthermore, we have investigated AR perception
in healthy individuals under different AR presentations [70] which has to be taken into con-

sideration in developing AR systems for stroke patients as well.

After observing superior results of healthy subjects using spatial AR platform in this chapter,
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we will study another mode of interaction, i.e. free-hand interaction in 3D space, to explore

how effective it can be for patients with stroke.
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Chapter 4

Free-hand Interaction with Leap

Motion Controller

This chapter describes collaborative work previously published at [69]. My role in that
project was development of the the Fruit Ninja game using Leap Motion controller, data

collection, statistical data analysis, and writing the paper.

4.1 Introduction

In recent years, the field of Human-Computer Interaction (HCI) has been advanced with
many technologies, however, most are limited to healthy users. In this chapter, we leveraged
the technology of free-hand interaction to rehabilitate patients with stroke. We modified the
game of Fruit Ninja to use Leap Motion controller’s hand tracking data for stroke patients
with arm and hand weakness to practice their finger individuation. In a pilot study, we
recruited 14 patients with chronic stroke to play the game using natural interaction. Their

Fruit Ninja (FN) scores show high correlation with the standard clinical assessment scores
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Figure 4.1: Playing Fruit Ninja using Leap Motion controller

such as Fugl-Meyer (FMA) and Box-and-Blocks Test (BBT) scores. This finding suggests
that our free-hand Fruit Ninja’s score is a good indicator of the patient’s hand function and

therefore will be informative if used in their rehabilitation.

In Human Computer Interaction, free-hand interaction has been explored for various applica-
tions such as games [71], immersive 3D modeling [72], mobile augmented reality applications

[29], air painting [111], writing and sketching [121], etc.

While using free-hand interaction systems for an able-bodied user may be considered a

luxury, it might serve as a great assistive technology for patients with physical disability.

One of the patient communities who may benefit largely from hand interaction are individuals
with stroke. Stroke causes hemiplegia which affects motor functions in one side of the bodys;
typically, patients lose part or full control of one of their hands. Considering that stroke is
a leading cause of serious long-term disability in adults [26, 25|, helping this community to

retain their hand motor control, could have a significant impact on their quality of life.
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4.2 Background

The human-computer interaction community has made several attempts to enhance stroke
rehabilitation with HCI technologies. Hallam et al. [45] proposed an interactive glove to
foster acceptance of partners after one of them is affected by stroke and help them reunite.
Boulanger et al. [15] used Microsoft Surface’s hand position as input of a tabletop game
environment for stroke rehabilitation. The study involved exercises such as curling and
uncurling fingers as well as a wrist flexion and extension of the hand back and forth about
the wrist. Another example of fine motor rehab systems is PointAssist [100] which is a
mouse interface that adapts to a user’s level of impairment in reaching and clicking. The
system could improve click success rates of individuals with fine motor impairments. Also
[118] evaluated a novel click assistance technique to help users with motor impairments to
click more accurately using a mouse. More specific studies focusing on finger rehabilitation
include but are not limited to HandTutor [17], a glove-based treatment system which provides
intensive flexion and extension movement of finger(s) and the wrist. Also MusicGlove by
Reinkensmeyer et al. [40] motivates finger movements by pressing fingers against each other

to play GuitarHero.

The above research shows example of touch, mouse, glove-based technologies that have been
applied to stroke rehabilitation. Yet, using free-hand interaction as the most intuitive option

to stroke rehabilitation has to be investigated.
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4.3 Method

4.3.1 A Gaming System for Finger Individuation

We combined the game of Fruit Ninja with the Leap sensor, using open source JavaScript
version of Fruit Ninja [2]. The desktop version of the game is supposed to be played with
mouse events such as click and drag. Since our focus is finger individuation, we modified the
game so that mouse events can be replaced by hand movements. Using the hand tracking
information of the Leap sensor, we were able to trigger equivalent mouse events. We have

also previously used Fruit Ninja in other stroke rehabilitation settings [55].

The setup includes a PC/notebook and a Leap sensor that is plugged in via its USB (Figure
4.1). The game runs on a browser (e.g. Google Chrome) while the hand is monitored using

our java API code which is written on top of the Leap sensor’s SDK.

4.3.2 Study

To determine the feasibility of free-hand interaction using Leap Motion controller for stroke
rehabilitation exercises, we conducted a pilot study with 14 patients with stroke. The par-
ticipants were asked to play our free-hand Fruit Ninja game. We also simplified the original
Fruit Ninja so that patients with stroke with different levels of hand deficits are able to play

the game for one minute.

4.3.3 Game

To avoid turning the rehabilitation exercises into boring and repetitive tasks, exercises are

often gamified. For this purpose, we used Fruit Ninja, a top-ranked game in iTunes and
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Figure 4.2: A snapshot from Fruit Ninja game

Google Play [1]. Fruit Ninja is not only an engaging game but also requires goal directed
hand movements, which makes it appropriate for hand rehabilitation. In the original version,
as the game starts, different kinds of fruits appear on the screen while the player has to slice
them as fast as possible with mouse click and drag events (in the desktop version) versus
touch and drag events (in the mobile version) (See Figure 4.2). If the player misses slicing
three fruits, the game is over. Also, in the course of the game, several bombs appear on the

screen time to time that the player has to avoid; otherwise the game is over.

We modified the Fruit Ninja game so that the patients with stroke were able to play. We
changed the game-over restriction by removing the three missing fruits condition and dis-
abling the bombs; instead we introduced a time constraint of 1 minute. This gave all the
patients a similar game condition which was required for conducting a fair study and com-

paring their results.
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4.3.4 Participants

14 patients with stroke (7 males and 7 females), aged 35-71 (M = 58.1, SD = 11) participated
in the study. They were at least 6 months post stroke with different level of disability ranging
from Fugl-Meyer [41] score of 19-66 (M = 48.86, SD = 17.79) and Box and Blocks Test [87]
score of 0-58 (M = 30.29, SD = 20.27).

4.3.5 Experimental Procedure

Four participants had difficulty with finger movements; we strapped a stick (one of a pair of
chop sticks) to the dorsum of their hand (Fig. 4.3); this was to enable them to play the game
using their wrist movements (e.g., wrist supination and pronation). Since our experiment
was part of a bigger study for which these four patients passed the inclusion criteria, we also
accepted them to try the Fruit Ninja game. However, we took note of their special condition

and did not compare their results with those of the rest of the patients.

After providing informed consent, the patients were briefed on how to play the game. They
also had a warm-up round to get accustomed to the game. All the patients were asked to use
their stroke-affected hand. They had three, one-minute rounds of playing the game while
they were given break time in-between to rest. At the end, we asked some Likert questions
on a scale of 1-4 to learn about the patients’ overall satisfaction. These questions included:
(i) whether the patient found the game engaging on a scale of 1 (not engaging) to 4 (very
engaging); (ii) whether the game addressed a need (yes/no); and (iii) whether the patient

would use the game at home on a scale of 1 (wouldn’t use) to 4 (would use).

36



Figure 4.3: Strapping a stick to the dorsum of the hand

4.4 Results

Fig. 4 shows the game scores of our participants against their FM and BBT scores. To
make an accurate comparison between patients’ scores, we removed the score of four out of
14 patients who used the stick instead of their fingers. As shown in Fig. 4.4, a similar trend
is observed between the patients’ game (FN) scores versus clinical scores. The clinical score
of FM and BBT are highly correlated (r = 0.8157, pj0.01). We observed, the FN and FM
scores are significantly correlated (r=0.72, pj0.05), as were the FN and BBT scores (r=0.86,
pj0.01). Note that BBT’s tasks require finer hand and fingers movements while FM tasks
focus more on gross arm movements. Perhaps because the Fruit Ninja game involves fine

hand/fingers control, FN-BBT scores show stronger correlation than FN-FM scores.

In response to whether the game was engaging for the patients, 11 out of 14 subjects gave 4/4
(very engaging). Also 10 of them agreed that the game was addressing a need, i.e., the game
provided practicing the movements that can be generalized to daily functions. In response to
the question whether the patients would be willing to play this game if provided at home, 12
of them picked 4/4 (would use) while the other two participants gave 1/4 (wouldn’t use). Two

of the patients (P6-male and Pl-female) who enjoyed playing the Fruit Ninja commented
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Figure 4.4: Performance in Fruit Ninja versus FM and BBT clinical tests

that the game provided hand-eye coordination which is very important in activities of daily
living (ADLs). Also, three participants (P8-female, P13-male, and P7-male) mentioned that

the game was not very responsive in terms of tracking their hand.

4.5 Discussion

Following up the tracking issue mentioned in previous section, we revisited the data of
those particular patients (P8-female, P13-male, and P7-male) and found out that they had
difficulty individuating their index finger to make a pointing gesture. Instead, they played
the game with all the fingers extended. The Leap sensor assigns temporary ID’s (1-5) to
different fingers, for example, moving from frame n to n+1, the index finger may or may not
be assigned to ID = 2. This creates a subtle confusion while showing the trace of slice on
the screen (the trace may appear with jittering). Note that this event may happen in few

percents of the frames (around 1%).
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To solve this problem, we propose a 3D model of the hand that includes specific ID’s for each
finger and contains all skeletal parameters of the hand. Given that Leap’s data is limited to
fingertip position and direction vector, palm center position, normal, and direction vector,

we used inverse kinematics to extract finger joint angles.

The human hand has 27 Degrees of Freedom (DoF) [79] where each joint contributes to 1-3
DoF. The wrist has 3 Cartesian DoF (x, y, and z) and 3 rotational DoF (roll, pitch, and
yaw). Finger joints include the metacarpophalangeal or MP, proximal interphalangeal or
PIP, and distal interphalangeal or DIP joints. The thumb has 5 DoF including 1 at the DIP,
2 at the PIP, and 2 at the MP. Each other finger (i.e., index, middle, ring, and fifth) has 4
DoF, including 1 at the DIP, 1 at the PIP, and 2 at the MP.

Of these 27 DoF, Leap SDK directly provides only the 3 from wrist rotations but it provides
enough data to compute the rest. We used inverse kinematics to calculate the MP, PIP, and
DIP angles by going through fingertip position and direction vector of each finger to the
palm’s center. Fig. 4.5b shows the completed hand skeleton based on the Leap’s data shown
in Fig. 4.5a. The hand skeletal model not only increases the robustness, but also enables us to
record and reconstruct hand movements in a realistic way for medical assessments. Besides,
the model can be used for simulating patients’ hand movements in a virtual environment

(i.e., games or computerized therapeutic exercises) where patients manipulate objects.

4.6 Conclusion

The HCI advents have not been fully explored in the field of patient-computer interaction.
We used the cutting-edge technology of free-hand interaction with Leap Motion controller
for stroke rehabilitation. We modified the Fruit Ninja game to use the Leap sensor’s hand

tracking data. The combination was prepared for patients with stroke to practice their fine
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Figure 4.5: (a)Fingertip position and directions provided by Leap sensor; (b)Full hand skele-
ton made by applying inverse kinematics on hand’s anatomical model and Leap’s data

motor control. We conducted a pilot study with 14 patients with stroke to evaluate feasibility
of using this system for rehabilitation of upper extremity. The results demonstrated signifi-
cant correlations between scores generated from the Fruit Ninja game and standard clinical
outcome measures, such as the Fugl-Meyer Arm assessment and Box-and-Blocks Test. The
qualitative evaluation of the system was also proved successful. To make the system more
accurate and responsive, we also proposed a kinematic model of the hand. Using this model
allows us to incorporate 3D parameters of the hand in tracking which in turn makes tracking

more robust.
Free-hand interaction in 3D space proved to be an effective mode of training for highly

functional patients. In next chapter, we will use our 2D AR platform and compare it with

conventional mode of training to examine its usability for a wider range of patients.
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Chapter 5

Comparing Direct and Indirect

Interaction

This chapter describes collaborative work previously published at [52]. My role in that
project was design and development of the platform for both direct and indirect modes of

interactions, data collection, statistical data analysis, and writing the paper.

5.1 Introduction

Advances in technology are providing new human-computer interfaces to promote brain re-
pair after stroke. These technologies may provide direct interaction (DI), where subjects
interact with virtual objects in the real world, or indirect interaction (IDI), where subjects
interact with a virtual environment indirectly. This study compares DI and IDI in patients

with stroke.

The traditional approaches in stroke rehabilitation have several limitations; they are ex-
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pensive, labor-intensive, time-consuming, and subjective [83]. Currently, computer-assisted
technology plays a key role in enhancing traditional physical and occupational therapy,
improving healthcare service, and decreasing the associated limitations [92, 122]. Conven-
tionally, the patient interacts with the computer with or without a robot involved. Upper
extremity motions are captured by robots or sensors (camera or accelerometers) and are used
as user command input to the computer. Good examples of such systems are niVR rehab

systems that display representations of the world and the patient on the computer screen [99].

Exercising with such systems, the patient masters a task, such as hitting a target, which may
generalize to ADL to some extent. In seeing the results of their actions on the computer
screen, however, patients need to perform a non-trivial cognitive transformation that of
mapping their arm movements in physical space to effects in the virtual space represented
on the screen. While the additional cognitive load may be negligible in healthy people, it
may provide an additional challenge for people with stroke, hampering the effects of these

new computer-assisted therapies.

Spatial Augmented Reality (spAR) supports interaction with virtual objects displayed in
the physical world with no interference of any screen (e.g. goggle or mobile devices). These
technologies have great potential to build upon traditional, non-computer-assisted, rehabili-
tation techniques and thereby overcome some of the limitations associated with current forms
of niVR systems that are widely used in stroke rehabilitation. A chief example is the use of
a high ecology environment that is maximally relevant to functional goals. Performing tasks
in a spAR environment can be expected to generalize to real life settings to a greater extent
than with other approaches, including other computer-based methods. As an extension of
this, object affordance can be directly adjusted in therapy based on spAR, with real objects
incorporated into tasks as desired. This approach can also provide a means for a therapist

or patient to control the therapy environment with precision, for example, by minimizing (or
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increasing) extraneous distractions and consequences associated with real life stroke therapy
environments, or by modulating the cognitive demands of therapy, for example, by changing
how many extraneous objects are included in various therapy trials. Involving the patient in
direct simulations of ADL is expected to have the additional advantage of fostering a more

positive psychological approach to the rehabilitation experience.

As important factors in stroke rehabilitation, both niVR and spAR therapies provide many
benefits over non-computer-assisted therapies, namely: (i) adaptable audio-visual feedback;
(ii) customization/flexibility in terms of providing complexity/challenge based on patients
specific need/conditions; and (iii) engagement by providing an engaging experience to keep
patients involved. As [12] investigated, about 65% of patients are likely to give up their
physical therapy rehabilitation session. Further, Tinson [116] provided evidence that stroke
patients within a clinical unit spent only 30 to 60 minutes per day for actual therapy while
40% of their time, they are not engaged with any activity. In stroke rehabilitation, it is
a key factor to have the patient involved with the training exercises frequently; otherwise
the desired level of recovery will not be achieved. The distinguishing feature of spAR envi-
ronments is direct interaction with virtual objects, whereas in niVR patients interact only

indirectly with those objects.

We contribute experimental work on use of direct and indirect interaction in stroke re-
habilitation. In indirect interaction, hands are off the output medium whereas in direct
interaction, hands are manipulating the virtual objects in output medium. For instance,
using mouse is considered an indirect interaction between the user and the output medium

(screen) whereas using finger to touch an iPad surface is a direct interaction.

Patients played DI and IDI versions of a popular video game that requires goal-directed

arm movements. Across the two versions, movement demands were identical but cognitive
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demands differed. In the DI version, the game was projected onto the tabletop, where sub-
jects viewed the game plus their arm movements, at the same time and in the same visual
coordinate space. The IDI version imposed greater cognitive demand, as subjects moved
their arm on the tabletop to control the game but viewed the game by looking at a computer

monitor.

Among 18 patients with chronic hemiparesis after stroke, the DI game was associated with
21% higher game scores (p=0.0001), 19% faster reaching times (p=0.0001), and 15% less
movement variability (p=0.0068), as compared to the IDI game. Correlations between game

score and arm motor status were stronger with the DI version.

During the DI-based game, as compared to IDI, scores were higher, movements were faster
and more consistent, and performances were more tightly linked with arm motor status.
Differences are likely due to greater cognitive demands imposed by the IDI game. These
findings inform how choice of human-computer interface can guide rehabilitation therapy

choices for individual patients.

5.2 Background

5.2.1 HCI Studies in Stroke Rehabilitation

Prior HCI research in stroke rehabilitation ranges from behavior change through design and
persuasive technology to developing systems for compensation control and upper extremity
rehabilitation [63, 44, 19, 42, 73, 62, 28, 20, 64, 10, 112, 43]. Balaam et al. [11] reported on
their experiences with building systems that keep patients with stroke motivated to engage

in upper limb rehabilitation exercise. Alankus et al. [5] focused on reducing compensatory
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motions which can hinder the recovery progress and cause new health issues for patients
with stroke. Digital box and blocks [128] was built as an in-home assessment apparatus for
individuals with stroke. This is an example of rehab games that leverage indirect interaction,
i.e., patients need to manipulate the blocks in real-world while the effect of their action can
be monitored indirectly in a screen. In another study, Alankus et al. [6] reflected on the
lessons they learnt about what makes games useful from a therapeutic point of view including
increasing social connectedness, connecting with family members and friends. Usem [14]
presented a watch-like device that provides feedback to patients regarding the usage of their
impaired arm hand in relation to their non-affected upper extremity in order to motivate
them to use their affected arm more. Comparing our work to the above research, we evaluate
quantitatively the impact of interaction techniques within the practical domain of stroke

rehabilitation.

5.2.2 Augmented Reality Therapy in Stroke Rehabilitation

Several Augmented Reality (AR) systems were designed to recover certain impaired functions
of individuals with disabilities. Luo et al. [85, 84] measured the force and assist finger exten-
sion using mechanical devices. They presented a training environment for rehabilitation of
hand opening in stroke survivors. This environment integrated AR with assistive devices for
the process of repetitive training of grasp-and-release tasks. One potential criticism of the
system is that therapist intervention was necessary, as the patient needed to wear equipment

that would be hard to don without assistance. Correa et al.

23, 24] developed GenVirtual, an AR musical game , that provided a natural, fingertip/toe
tip-based interaction. This chapter tended to help patients with motor coordination. On
the other hand, GenVirtual had little effect for individual with low mobility. Alamri et al.

[4] proposed a framework that takes advantages of the AR-based rehabilitation processes
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with a 2-D web camera and fiducial markers. The system supported the training of daily
activity, though, due to use of fiducial markers, the setup can be complex in the absence of

a therapist.

5.2.3 Benefits of AR Therapy

AR superimposes a computer-generated image on a user’s view of the real world. It not only
preserves some benefits of niVR applications such as fully controlled setting and measurable
feedbacks, but also needs less computation time to model the 3D environment [104]. In
AR, patients experience a more engaging and natural interaction rather than niVR. Virtual
objects can be manipulated in an intuitive and natural way to maximize learning ADLs [51].
The haptic feeling [66] of the real objects could bring on a more natural interaction. In

addition, patients do not need to don external devices attached to their hand or body.

There is consensus amongst therapists that as the interaction of patients with the physi-
cal environment is reduced, their ADLs recovery starts to deteriorate [98]. Thus an essential
factor to successful recovery is to increase the patients level of interaction with their environ-
ment. AR environments are flexible enough to provide customization in terms of complexity
and required feedbacks of the exercises based on patients particular needs [50]. This is espe-
cially important, considering that physical conditions of the patients change regularly, and

thus adjusted systems should be easily provided.
In addition, AR games have been reported highly engaging for patients undergoing ther-

apy because they can provide interesting and engaging tasks that are more motivating than

formal repetitive therapy [80].
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5.2.4 Cognitive Perception of Direct and Indirect Interaction

Human brain constructs a stable spatial representation to interact with ADL objects [35].
In goal-directed interactions (e.g. reaching, pointing, or manipulating objects), the brain
needs to translate the location of the target relative to the hand into a common coordinate.
The conventional explanation suggests that the spatial coding of goal-directed actions is
performed in sequential transformations of reference frames into a common body-centered
representation [108, 37]. For example, the location of an observed target is coded in retinal
coordinates which is transformed to head-centered coordinates by adding the information of
the eye/head relative position. Finally, by considering the head position relative to the body,
this representation is transformed into body-centered coordinates. When both the viewed
target and the hand are represented in a body-centered reference frame, the hand-target-

difference vector can be calculated and an action can therefore be taken place.

To interact with an object in niVR environments, the user needs to perform an additional
transformation (besides the aforementioned chain of transformations) to translate the vir-
tual worlds coordinates to the body-centered coordinates. This extra transformation is not
required in a spAR environment because the user can interact with the objects directly.
For patients with stroke, adapting this extra transformation may be unnecessary to recover
ADLs. Moreover, such modulations in cognitive demand are known to have significant effects

on motor behavior after stroke [30].

5.2.5 Direct versus Indirect Interaction: HCI Studies

Direct and indirect interactions have been the subject of research interest in different domains
of human computer interaction such as large displays, pen input, 2D-3D spaces, multi-display

environments, etc. Here, we discuss a few examples from each domain.
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One area of interest for the HCI community to explore the effect of these two interaction
modalities has been large displays. Schmidt et al. [101] studied direct and indirect interac-
tion in multi-touch input for large displays. They examined the two modes of interaction in
terms of quantitative performance, qualitative observation, and user preference. The results
indicated performance loss in indirect interaction due to blindly keeping arms and hands at
distance to the input device [101]. Cheng et al. [21] developed a system to use an infrared
laser pointer and an infrared tracking device to achieve a more direct interaction with large
displays. Their main argument was that large scale display systems usually provide users
with an indirect interaction which is in line with the use of conventional desktop-oriented
devices to control the wall-sized display. However, they showed direct interaction with the
laser pointer and infrared tracking device reduced the cognitive load of the user and improved

their mobility.

Another domain of interest is stylus input and tactile interfaces. For example, Forlines
et al. [39] explored the effects of direct versus indirect pen input on pointing and crossing
selection tasks. They investigated users performance with pointing and crossing interfaces
controlled via two input devices, i.e., when the pen-input and display are separate (indirect)
and co-located (direct). They concluded that direct input significantly outperforms indirect
input for crossing selection, but the two modalities are essentially equivalent in pointing

selection.

As an example of a study in 2D-3D spaces, Knoedel et al. [75] investigated the impact
of directness on users performance for multi-touch RST (rotation, scaling, and translation)
in 2D and 3D spaces. This study showed that direct-touch reduces completion times, but
indirect interaction improves efficiency and precision specifically in 3D visualizations. The

study also presented that users trajectories in 2D /3D space with direct/indirect interaction
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are comparable which proves that indirect RST control may be of value for interactive visu-

alization of 3D content.

In the domain of multi-display environments, the Ubiquitous Cursor system [126] provided
direct between-display feedback for perspective-based targeting. In a study that compared
Ubiquitous Cursor with indirect feedback Halos and cursor-warping Stitching, Xiao et al.
showed that Ubiquitous Cursor was faster than indirect feedback approaches. This work

confirmed the added-value of direct feedback for cross-display movement.

Although direct interaction has been generally preferred in the above domains, indirect
interaction has variety of advantages depending on the application domain too. For exam-
ple, Malik et al. [89] and Moscovich et al. [86] suggested indirect interaction can be of help
in the following conditions: (i) when distant interaction is required; (ii) when multiple users
need separate input interfaces; (iii) when avoiding occlusion is necessary; or (iv) when one

surface serves as an input to multiple displays.

Although the above studies shed light on the usage of direct and indirect interaction based
on specific domains, stroke rehabilitation research lacks studies on usage of direct and indi-
rect interaction modalities. Our paper is the first to study the effect of such interaction in
rehabilitation of patients with stroke. Also, there are only few studies that quantitatively
analyzed the two modes of interaction in other domains as we did. Besides, our study pro-
vides design implication for the research community and developers to change the paradigm
of using niVR, as the major mode of interaction, to spAR in developing computer-assisted

therapeutic systems.

The current study examined this issue by having a cohort of patients with chronic stroke

play a popular video game using two different formats, one DI-based and one IDI-based.
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The IDI-based version employed the approach commonly encountered in computer gaming,
whereby the subject used a game controller on the tabletop while looking up at a computer
monitor to view the game. In the DI-based version, the subject again used a game controller
on the tabletop, but instead of looking up at a monitor the subject looked at the same
tabletop onto which the game was projected. Arm movement kinematics required for game
play were thus identical across the two game versions. The main difference was that playing
the IDI-based game, but note the DI-based game, required subjects to perform an additional
visuospatial transform. Given this, we hypothesized that the IDI-based game, as compared
to the DI-based game, would be associated with lower game scores and with movements that

were less efficient and less correlated with arm motor status.

5.3 Method

5.3.1 Subjects

Patients with chronic stroke were recruited from the community. This study was approved
by the Institutional Review Board, and all subjects signed informed consent. Entry criteria
were age > 18 years, history of stroke with onset > 6 months prior, and arm weakness oper-
ationally defined as Fugl-Meyer (FM) total arm motor score [102] of 15-55 (out of 66) plus
at least 5 degrees active range of motion in either wrist or index finger metacarpophalangeal
joint on the stroke-affected side. Exclusion criteria were severe cognitive, attentional, or
language deficits; a non-stroke diagnosis that affected arm or hand function; and co-existent

major neurological or psychiatric disease.

After signing consent, medical history was reviewed, followed by a brief exam that included

a measure of loss of body/function, the FM arm motor scale [102] as well as a measure of ac-
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tivity limitations, the Box & Blocks test (BBT) [87, 31]. Subjects then played the DI-based

and IDI-based versions of the game with the paretic arm, as below.

5.3.2 Game design

To design a game for comparing direct versus indirect interaction, we were inspired by the
Box and Blocks Test (BBT), a measure of gross manual dexterity often used as a post-stroke
assessment [48], [49]. The standard BBT does not require computer assistance. To perform
the BBT, the patient is seated at a table, facing a rectangular box with two square com-
partments and a barrier in between. Several wooden cubes are placed in one compartment.
The patient is asked to grasp each block one at a time, transport it across the barrier and
release it in the other compartment. The test is administered by a therapist and scored by

counting the number of blocks that are successfully transferred within 60 seconds.

; 7 rﬂ /
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Figure 5.1: Reaching (left) and hitting (right) the fruit target

We developed a simple version of Fruit Ninja, a top-ranked game in iTunes and Google
Play (it was on one-third of US iPhones in May 2012) [50]. Our game includes repeated
goal-directed wrist /hand reaching tasks which are similar to distal and proximal movements
in BBT. Subjects held a cup-shaped color-marker in the paretic hand, then reached for a

virtual fruit target that is sliced in two when the color marker overlapped the target (Figure
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5.1). Then the next fruit target appeared in a different random corner, cueing the subject to
reach for the next target. The game continued non-stop for 1 minute while the subjects score
was displayed on the screen. The games goal is to slice as many virtual fruits as possible
within the specific amount of time (1 min). This game was implemented in both direct and

indirect interaction settings, with identical movement demands across the two conditions.

Subjects were seated and introduced to the DI and IDI versions of the game. A fruit target
would then appear in one of the four corners of the tabletop and start moving around the
workspace. The subject was to use the stroke-affected hand to move the cursor onto the
fruit (which would slice the fruit in half, make a noise, and score 1 point) before the fruit
disappeared (which would score 0 points). Once the fruit was sliced, or disappeared unsliced,
a new fruit target would appear in one of the four corners, the sequence of which was pseudo-
randomized. Subjects were instructed to slice as many fruits as possible within the allotted
time. The score was presented throughout each game. One round of each game was 90

seconds long.

Subjects played one practice round each of the DI and the IDI game, which were not recorded
or analyzed. Next, study data were acquired as the subject played three rounds of either
the DI or the IDI game, the order of which was randomly assigned across subjects, followed
by three rounds of the other version of the game. Subjects were provided with a brief break

between each round.

5.3.3 DI vs. IDI Game Setup

All game features and arm movement demands were identical across the two versions of the
game and required that the subject move the stroke-affected hand around the tabletop to
slice fruit. Subjects sat in the same chair at the same table. Both game versions used the

same overhead camera (Microsoft LifeCam VX-2000 Webcam, 30 fps, 720p HD capture)
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Figure 5.2: A patient playing the [a] IDI and [b] DI versions of the Fruit Ninja game. Game
features and movement demands were identical across the two versions of the game. Both
required that the subject move the stroke-affected hand across the tabletop in order to
control the movement of a cursor that earned points by slicing fruit targets. Both versions of
the game leverage the same camera; however in the IDI version, game activity was displayed
using a compute r monitor, while in the DI version, game activity was displayed on the
tabletop using a projector. This difference imposes two key differences: (1) During IDI play
but not DI play, subjects must perform an extra spatial transform in order to convert the
coordinates of tabletop hand movements to the coordinates of the cursor movements seen on
the monitor, and (2) During IDI play subjects receive only proprioceptive feedback (gaze is
directed at the monitor not the hand), while during DI play subjects receive both visual and
proprioceptive feedback. These differences likely account for the significantly poorer motor
performances seen with IDI play.
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to capture the subject’s tabletop hand movements, which moved the game’s fruit-slicing
cursor. These camera images were fed to a computer running a program that tracked the

color-marker and that provided real time audiovisual feedback.

IDI set-up (Figure 5.2(a)): The subject was instructed to gaze straight ahead at a 15-inch
computer monitor whose position was fixed throughout the experiments. This monitor dis-
played the fruit targets as well as the cursor, a circle that represented the real time position
of the subject’s hand. With the IDI setup, the subject’s hand was 45 degrees away from

his/her direction of gaze.

DI set-up (Figure 5.2(b)): The subject was instructed to gaze directly at the tabletop,
onto which images appeared from a projector (P4-X Pico Projector, AAXA Technologies,
Tustin, CA); the monitor was not used and remained blank. The projector thus displayed
(720p HD) fruit targets, and the workspace with four corners, directly onto the tabletop.
With the DI setup, the subject gazed directly at his/her hand as it moved to slice the virtual

fruit targets.

5.3.4 Performance Metrics

The primary metric was game score. Three secondary metrics were extracted from game

performance to aid interpretation of game scores:

1. Game score: The number of fruit targets successfully sliced during a 90-seconds round
of game play. The three rounds of DI were averaged, as were the three IDI rounds.

This produced a single DI score and a single IDI score.

2. Reaching time: The amount of time between reaching one fruit target and reaching

the next fruit target.
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3. Movement time consistency: The coeflicient of variation of reaching times.

4. Response latency: The amount of time between display and target reaching, recorded

for the first fruit target only in each round of the game.

5.3.5 Statistical Data Analysis

Data were analyzed using JMP 10.0 (SAS, Cary, NC) and used two-tailed testing at alpha of
0.05. Parametric methods were used to analyze data that were normally distributed or could
be transformed to a normal distribution, otherwise non-parametric methods were used. The
primary, plus three secondary, game performance metrics were compared between the DI and
IDI game setups. Next, the relationship between game scores and motor status (BBT score
and FM score) were calculated; secondary analyses also considered FM sub-scores. Finally,
in an exploratory analysis, reaching times were compared according to the quadrant of visual
space in which the fruit target first appeared, separately for each of the two game versions,
and according to side of stroke. Quadrants were defined in egocentric space, i.e., either near

or far from the body, plus either ipsilateral or contralateral to the stroke-affected arm.

5.4 Results

A total of 18 patients were recruited. All completed the study protocol, with no adverse
events reported including no fatigue. Enrollees were on average 57 years old, 70 months

post-stroke, and had mild-moderate motor deficits (Table 5.1).

Note that originally we had 22 patients but four of them were unable to hold the color-

marker object, therefore the object was strapped to their hand. Figure 5.3 shows sketches
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Table 5.1: Subject characteristics. Values are mean+SD or percentages

n 18
Age 57 4 14 years
Gender (F/M) 8/10
Dominant hand (R/L) 12/6
Stroke-affected Side (R/L)  12/6
Time post-stroke 70 £ 73 months
Hypertension 61%
Diabetes mellitus 22%
Atrial fibrillation 5%
F'M total score 56 £ 11
FM hand/wrist subscore 21+5
FM proximal subscore 307
BBT score

Affected arm 38+ 14

Affected /unaffected arm 0.66 £ 0.25

of patients hands in pronation and supination poses with the color-marker object being held

or strapped to the hand.

Strapping the color-marker object to the hand makes the game easier because the patient
does not need to maintain a specific wrist posture while reaching. For example in Figure
5.3, a patient without hand strap needs to maintain the posture (a) and avoid (b) whereas a
patient with hand strap can play the game with both postures (c¢) and (d); note that wrist
postures in (b) and (d) are both pronation. Those patients who used the strap (i.e., with
lower FMA & BBT scores compared to other patients) scored equally or higher in the game.

Later, to keep the comparison accurate, we excluded their data from the study.

5.4.1 Motor Performance with DI vs. IDI

By all measures, motor performance while playing the DI-based version of the Fruit Ninja
game was superior to the IDI-based version. Game score, the primary metric, averaged 58410

targets/game (mean + SD; range 42-78) with the DI-based version, 21% higher (p=0.0001)
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(¢) (d)

Figure 5.3: The patients’ hand in pronation and supination pose while holding (a and b) or
being strapped to (¢ and d) the color-marker object.
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Figure 5.4: The top row shows correlation of DI scores with FMA proximal, FMA hand /wrist,
and BBT scores from left to right; the bottom row shows correlation of IDI scores with FMA
proximal, FMA hand/wrist, and BBT scores from left to right.

than when the same patients played the same game but using the IDI-based version (48 £ 10
targets, range 34-71). Three secondary metrics were also significantly different between DI
and IDI and provided insight into these game scores. Reaching times with DI were 19%
faster than with IDI (870£350 vs. 1070 £510 msec, p=0.0001). Movement time consistency
was better with DI, showing 15% less variability compared to IDI (0.41 vs. 0.48, p=0.0068).
In addition, response latencies were 15% shorter with DI as compared to IDI (1.7140.66 vs.
2.01 £ 0.79 sec, p=0.0249). Visual inspection was consistent with these analyses, indicating
that movements during the DI-based game were more consistent and less erratic vs. the

IDI-based game (Figure 5.4).
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Figure 5.5: Distribution of hand position for all patients playing the [A] DI and [B] IDI
versions of the Fruit Ninja game. The target locations and straight trajectories between
targets are more prominent in DI. Also, IDI movements are more inconsistent and erratic,

Table 5.2: Behavioral correlates of DI and IDI scores

DI DI IDI IDI
Behavioral Measure r p r p
FM hand/wrist sub-score 0.5635 0.0149 0.3552 0.148
FM proximal sub-score 0.521  0.0266 0.3198 0.1957
BBT score, affected arm  0.6406 0.0042 0.481  0.0433
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consistent with quantitative values for game metrics.

H (K]

5.4.2 Behavioral Correlates of DI and IDI Scores

DI scores correlated significantly with all four affected arm motor assessments (Table 5.2,
and Figure 5.5), particularly the BBT score, while IDI scores were related to motor status
in only one instance, and to a weaker degree. If a formal Bonferroni correction is applied

to correct for multiple comparisons, only DI scores remained significantly related to motor

status.
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Figure 5.6: The four targets with subject-centered labels from perspective of (a) left and (b)
right-hand affected patients.
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5.4.3 Motor Performances in Relation to Quadrant of Visual Space

During game play, fruit targets appeared from one of four corners. These were labeled by
classifying as either near or far from the body, and as either ipsilateral or contralateral to
the stroke-affected arm. During game play with the DI setting, patients with right arm
motor deficits (n=12) showed the fastest reaching times when targets appeared in the near-
contralateral quadrant, significantly faster vs. targets appearing in any of the three other
quadrants (p = 0.0001-0.0002). The same was true when patients with left arm motor deficits
(n=6) played the game with the DI setting, with reaching times being fastest for targets ap-
pearing in the near-contralateral quadrant as compared to each of the other three quadrants
(p = 0.0001-0.0007). For both right arm and left arm groups, reaching times did not differ in

relation to quadrant of space of target origin when the game was played using the IDI setting.

Figure 5.6 illustrates the four targets with subject-centered labels from patients perspec-
tive. For example, Ipsi Far for a left-hand affected patient is the target on the top left corner
of (a) while for a right-hand affected patient, it is on the top right corner of (b). Figure 5.7
illustrates a patients hand trajectories when separated based on the four targets in DI and

IDI settings.
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Figure 5.7: Hand trajectories when separated based on four targets in (a) DI and (b) IDI
(the scale bars show 100mm)
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- 0
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Ipsi Near - Contra Near Contra Near - Ipsi Near
- -~

Contra Near - Ipsi Near Ipsi Near - Contra Near

Left-side Affected Right-side Affected
(a) (b)

Figure 5.8: The eight movements with subject-centered labels from perspective of (a) left
and (b) right-hand affected patients.
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Figure 5.9: Hand trajectories when separated based on eight movements in (a) DI and (b)
IDI (the scale bars show 100mm)
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5.5 Discussion

In the current study, patients with chronic post-stroke hemiparesis used the affected arm to
play the same game (Fruit Ninja) using two different human-computer interfaces, one with
IDI and one with DI. During the DI-based game, as compared to IDI, scores were higher,
movements were faster and more consistent, and performances were more tightly linked with
arm motor status. These differences are likely due to the additional cognitive demands im-
posed when playing the IDI-based game. Many different types of human-computer interface
are available when designing a stroke rehabilitation protocol, and the current findings un-

derscore how different choices influence task demands and thus behavioral effects.

Although movement demands were identical across the two versions of the game, cogni-
tive demands were not. For both versions of the Fruit Ninja game, subjects needed to make
movements that required rapid integration of visual and somatosensory inputs [107, 105].
During DI version play, subjects looked directly at their hand as it moved to control game-
play, but during IDI version play subjects instead looked at a computer screen, which in-
creases cognitive demand. This increase in cognitive demand can be understood in terms
of a difference in the spatial congruence between movement goal and motor output [36], an
uncoupling between eye and hand movements [78], or the imposition of an added sensori-
motor transformation [88]. Regardless, the higher cognitive demand associated with playing
the IDI-based version of the game reduced game scores by 21% compared with the DI-based
version (p=0.0001), associated with slower an less consistent arm movements. Modulations
in cognitive demand is particularly important to behavior after stroke, as demand increases

having a negligible effect in healthy subjects can exceed cognitive reserve and degrade be-
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havioral performance in subjects with stroke [78, 55, 74, 109].

Although increasing cognitive demand in the IDI-based game reduced movement quality
(lower scores, slower reaching, less consistent movement), in some cases this might nonethe-
less be a preferred approach to rehabilitation given the increased emphasis that the IDI
game provides on visuospatial skills. The brain constructs a stable spatial representation
of the workspace environment [35], transforming hand and target positions into a common
body-centered space [27, 37, 108]. The DI game exists in this same space-spatial transforms
for game play are the same as those used during real world activities—but the IDI game plays
out on the computer monitor, which has its own coordinate space. As such, with an IDI-
based approach, the patient must perform at least one extra spatial transform to convert the
virtual world’s coordinates into body-centered coordinates. An IDI approach may thus be
useful to promote cognitive recovery after stroke. Furthermore, increased cognitive demand
modulates activity in brain motor networks and can enhance motor learning in healthy sub-
jects and in subjects with stroke [120, 117, 30, 32|, and so might be a desired feature for
some types of motor rehabilitation. Therefore, future studies might test the hypothesis that
sustained practice of the IDI game, as compared to the DI game, may be associated with

greater motor recovery after stroke.

5.6 Conclusion

Advances in technology are providing many new types of computer interface to promote
brain repair after stroke. The current study examined two forms, IDI and DI, incorporating
the popular Fruit Ninja game into each. An IDI approach to gaming substitutes a virtual en-
vironment in place of the real world [13], directing the subject’s attention towards the virtual

world (here, the computer monitor) rather than to the real world (here, the paretic hand as it
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moves towards across the table) [61]. A DI approach to gaming overlays computer-generated
virtual objects into the real world. Such real world activities may be more intuitive than
many IDI-based approaches, which might promote massed practice. A DI approach may also
allow patients to practice real-life functional tasks safely, for example, a patient might work
on being independent in the kitchen by working with computer-generated objects and thus
with zero risk of spilling, burning, or electric shock. On the other hand, an IDI-based ap-
proach might nonetheless have advantages, for example, to promote recovery of visuospatial
skills, or by using modulation of cognitive demands to promote motor recovery. The opti-
mal choice of human-computer interface varies across individuals, over time, and according
to specific goals. The current study provides insights into how different human-computer
interfaces affect motor performance and thus might influence motor recovery and motor skill

acquisition after stroke.

Since DI proved to be more effective for training of patients, we are going to use it for

developing neruo-games in next chapter.

65



Chapter 6

Neuro-game and System Design to

Improve Cognitive Control

This chapter describes collaborative work under publication. My role in that project was
design and development of neuro-games, implementation of the AR platform, conducting

pilot studies, statistical data analysis, and writing the paper.

6.1 Introduction

New therapies for stroke rehabilitation have taken advantage of advances in computer and
robotic technologies. One area of particular interest is that of computer games, as they have
the potential to make physical and neural rehabilitation more engaging than traditional re-
habilitation procedures, therefore leading to potentially more efficient therapies. Over the
past several years, we have been designing and assessing such games with stroke patients.
We developed our games using a projector-based platform and conducted pilot studies to

evaluate these therapies. This study focuses on the many issues of game design for this par-
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ticular population: stroke patients. Designing games for this group is considerably different
than designing games for general entertainment. Specifically, the design of these games has
concrete objectives such as improvement of motor and cognitive control that are not impor-
tant for healthy gamers. As such, game design needs to be informed by a deep knowledge of
specific areas of the brain that play a crucial role in cognitive control, and the physical move-
ments in the game need to stimulate those areas. We contribute a new perspective to game
design by considering the brain’s neuro-anatomical function, given specific objectives. Also
to evaluate our study, we report on a patient with stroke results before and after training

with neuro-games.

6.2 Background

Previous studies on games for patients with stroke targeted theoretic aspects of rehabilitation.
Alankus et al [5] developed a method to sense compensatory torso motion. Hocine et al
[48] proposed a game adaptation technique that sought to improve the training outcomes
of stroke patients during a therapeutic session. Xu et al [127] developed a virtual reality
Ten Pin Bowling game to create a simulated environment for the patients with stroke to
retrain their motor function. Also, there is a wide spectrum of games designed for stroke
rehabilitation which mainly tried to leverage technology that tracks body movements and
reactions [94, 60]. The scope of this study differs from above works in the sense that it

explores largely cognitive and motor skills.

A few studies looked into controlling game variables to encourage cognitive control. For
example, Taheri et al [113] modulated the subject’s success rate at the game to stay at
a hypothetical optimal challenge point which results in highest gain. Gazzaley et al [§]
investigated the neurobiological correlates of more effective cognitive control techniques.

They showed that there is a difference in EEG of younger vs. older adults which may explain
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their different performance in standard tests. When they trained the healthy elderly subjects
with multi-tasking neuro-games, their EEG patterns resembled those of the younger adults
and they showed significant gain in standard cognitive tests which also remained for the next
six months. Cramer et al. [125] showed that cortical connectivity between specific areas of
the brain, namely prefrontal, pre-motor, parietal, and primary motor cortex in healthy young
individuals plays an important role in their motor learning capabilities. Building on the work
of Gazzaley et al [8] and Cramer et al. [125], we focus on the same areas of the brain to
study game-assisted learning in patients with stroke. This paper focuses not on the clinical
assessment of our game-based therapies, but on the game design decisions that have been
made along the way. We report on the lessons we learned on what makes games useful from
a neuroanatomic learning point of view. We believe the insights gained during this design
process can inform many others designing games for specific groups of users, especially those

with disabilities.

6.3 Method

Our design process follows Delft design approach [9] with the following steps: (i) context of
use, (ii) defining the design challenge, (iii) generating ideas, and (iv) evaluating and testing
the concept. We discuss the first three steps in this section. The last step will be discussed

in the result section.

6.3.1 Context of Use

Traditional robotic and computerized rehabilitation solutions [49, 58] are designed to engage
and entertain patients and provide clinicians with information for objective assessment.

However, they lack the advantages of targeting specific parts of the brain which are found to
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Prefrontal:
Concentration
Multi-tasking
Task switching

Pre Motor:
High-level, conscious
motor decision making

Primary Motor:
Motor control

Parietal:
Sensory feedback

Figure 6.1: Areas of interest in the brain

be crucial in motor learning and cognitive control [125, 8]. Over the past several years, we
have been designing games to activate four areas of the brain: (i) prefrontal, (ii) pre-motor,

(ili) primary motor cortex, and (iv) parietal areas (illustrated in Figure 6.1).

Although the neuroanatomical functions of these brain areas are subject to debate, in the
context of our study, we rely on the consensus of opinions among neuroscientists [46, 90, 91]

which relates the tasks in Table 6.1 to the above-mentioned areas.

Game Platform

Since our work involves installation of a tele-rehab platform in patients’ home, the platform
has to be inexpensive, portable, and easy to setup/operate with minimal to no assistance.
We used a projector-based platform to support direct interaction while playing the games.
The setup consists of a projector that projects virtual entities on a tabletop as well as a

camera that tracks patients’ hand movements. Figure 6.2a shows the setup. We built a
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Table 6.1: Brain areas of interest, their corresponding functions and game requirements

Brain area Function Game requirement
Prefrontal Concentration Selective attention
Multi-tasking Concentration
Task-switching
Pre-Motor Conscious decision making for Decoding visual clues
movements
Obstacle avoidance
Primary motor cortex Execution of movements Goal-directed upper limb move-
ments
Parietal Fusion of visuospatial feedbacks Visuospatial transformation

splint unit (Figure 6.2b) for patients to help them with smoother movements across the
play-area without having to bear their hand’s weight. The splint unit includes a rolling
board with four wheels beneath it to facilitate movement, a battery-powered LED for the
camera to track, and a wrist splint to help patients maintain neutral supination/pronation

wrist posture. Therefore, all movements fall on shoulder plus a bit of elbow.

Training Program

The goal of the design is to develop games that lead to both behavioral and neurological
improvements. In order to assess whether the goal was achieved or not, we designed a study
that have patients play the games for one week, measuring specific behaviors before and after
that week. The entry criteria is to have medium control of the upper limb (i.e. BBT score

of 3 or more). The patient is admitted on the first day of the week, i.e. Monday morning.

Assessing whether the games meet the goal for which they were designed is a non-trivial task.
There are two batteries of tests namely pre-training and post-training which are identical in
order to show improvement, or lack thereof. In both pre- and post-training phases, we use
three standard tests: (i) Resting-state EEG [125], (ii) Box and Blocks Test (BBT) [87], and
(iii) Trail test (Trail A) [96]. These are well-established procedures that can give an accurate

state of the patient. Additionally, we carefully designed two other tests: (i) speed test, and
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(b)

Figure 6.2: (a) AR game setup, (b) splint unit to ease patients’ hand movements on tabletop

(ii) tracking test. The former is essential to initialize the games with a patient-customized
speed only performed during pre-training phase while the latter is a baseline assessment to

observe behavioral changes performed both pre- and post-training.

After pre-training tests, the patient is trained on the usage of the system. Our staff members
monitor how the patient plays the first 30-minute session which includes all games. Each
game lasts around 3-min and there is a 2-min break in between. In the afternoon , the
system is delivered to the patient’s home. Then the patient undergoes the 2nd session of

games under supervision of one of our staff. This is to ensure that everything works smoothly
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at the patient’s home and the patient has no issue regarding operating the setup and playing
the games. During the next 3 days, i.e. Tuesday, Wednesday, and Thursday, the patient
plays two sessions of the games, with at least a 4-hour break in between sessions. We enforced
this condition in the system so the next round cannot be started with less interval. Note

that the order of games is consistent across the system and all patients.

On the last day of the week, i.e., Friday, the patient is admitted in the lab again and performs
post-training tests which include tracking test, trail test, BBT, as well as a resting-state EEG

similar to pre-test phase.

There are a lot of factors to determine why we run the study as explained above. We refer our
readers to [93] for further information since the current study follows the same protocol. For
instance, the 30-minute practice time, one-week duration of home-based therapy, and other
factors were selected based on previous experience with similar studies to ensure observance

of both behavioral and brain-activity change.

6.3.2 Subjects

We recruited four healthy subjects (one female and three males) as well as one patient with
stroke (male). We used our healthy subjects’ results during formative evaluation to examine
functionality of our platform and games. Later, we used the data of our patient with stroke

for clinical validation of our study.

6.3.3 Design Challenge

We want to develop games that work on visuospatial tracking skills of patients with com-
ponents of decision making and obstacle avoidance. To motivate patients continue playing,

we needed to develop several games to ensure patients wouldn’t get easily bored. For the
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visuospatial tracking, we needed to come up with some game ideas to have patients follow a
moving target as close as possible. However, given the disabilities of these patients, in our

design, we had to consider the following criteria:

What is the size of the play-area?

What is the tracking target?

What is the size of the target?

e What is the game piece controlled by the patient?

What is the size of the user-controlled object?

What is the speed of the moving target?

What is the trajectory of the moving target?

e What constitutes success?

Beside the above-mentioned factors, games should be engaging and fun. They should also
be similar in terms of cognitive requirements (i.e. visuospatial perception) because this
study aims at enhancing this capability of patients with stroke that is controlled by parietal
area. Some of the games should also incorporate decision making and obstacle avoidance
controlled by premotor area. Multi-tasking, controlled by prefrontal area, has been proved
to help significantly with cognitive control improvement [8]. All of our games require co-
ordinated movements which encourages coherence between primary motor cortex and the

above-mentioned brain areas.
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Figure 6.3: Different designs of game trajectory

6.3.4 Generating Ideas

We had a team of researchers with computer science as well as medical backgrounds. We

met weekly to brainstorm ideas and discuss progressively generated pilot results.

Game Trajectory Ideas

All games are based on trajectories that were generated in a pseudorandom fashion. We
started off with simple trajectories such as circles which were predictable and therefore
could affect patients’ performance. We then tried forward and backward paths to and from
a home port (Figure 6.3a) which wastes time in the backward path. We then moved to
center-out complex trajectories from a home port (Figure 6.3b) similar to but more complex
than those used in robotic studies [103]. The problem with these trajectories was that they
were anticipatable and not usually crossing the center-line making subjects waste a lot of
time at the home port. Finally, we developed non-predictable pseudo random continuous
paths (Figure 6.3c). These trajectories proved to be suitable for the task of visuospatial

tracking as we planned.

When designing the trajectories, there were other issues to consider as well. For example,

weight of elbow poses extra shoulder work when hand is in the space near one’s body.
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Therefore, we designed the splines of trajectory such that percent time that one plays in
the space near the body is lower to prevent shoulder muscle fatigue. Also, the splines were

generated such that the hand does not cover the target as it moves around the play-area.

We also needed to adjust target speed in trajectories based on the average maximum speed
of each patient based on the findings of Wu et al [125]. However, we advanced their method
to minimize the subjectivity of the test. We then initialized the games according to the
measured speed. Our pilot study showed that this speed needs to be increased by a small
percentage (i.e. %5) to maximize the effect of learning as measured by the tracking test pre-

and post-training.

The main question was how to design a speed test that shows subjects’ maximum functional
arm speed. We went through so many iterations of prototyping and evaluating through pilot
studies to come up with a proper test that can output a reasonable arm speed for each

subject.

As a first step, we studied previous work on the same topic. Wu et al [125] asked subjects
to move between two circles at the right and left sides of the play-area as fast as possible
over 10 seconds as shown in Figure 6.4a. Our pilot study with four healthy individuals
showed that this design does not reflect the true speed level of subjects to be used in the
games because this task does not require movement accuracy while the games do. Also,
the subjects’ freely-chosen paths across the play-area did not resemble the similar level of

complexity required by the games.

In our second design, we developed a more complex trajectory-based speed test which re-
quired following a curvilinear path for five laps; the subjects were asked to move along the
perimeter of the shape shown in Figure 6.4b as fast as possible. We repeated the pilot
experiment on our four healthy subjects and learned that they challenged themselves to dif-

ferent levels which differed from their game performance. For example, we observed that a
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(a) (b) (c)
Figure 6.4: Difference designs of speed test

Table 6.2: The game characteristics

Gameitem Speci fication

Play-area size 2x2 feet

Target object Game-customized

Target size 2x2 inches

User-controlled object Game-customized

User-controlled object size 2x2 inches

Target speed Patient-customized

Trajectory Pseudo-random splines

Success 50% overlap between target and user-controlled object

subject with low speed during this test, showed significantly higher functional speed during
the games. This could be attributed to the self-paced nature of the test and the difference

between the complexities of the trajectories.

Finally, we designed an objective speed-test with similar cognitive and motor demand to
the games as shown in Figure 6.4c. In the final test, the subjects were asked to track an
object with increasing speed moving on an unpredictable trajectory as accurately as possible
while we recorded their performance and found the speed at which they failed. Figure 6.5
illustrates that each of the four subjects started with a maximum accuracy and as the speed
increased, their accuracy fell. We fit a sigmoid curve to the accuracy-speed graph to find the
speed at which the subjects showed 60% of their personal maximum accuracy. This number

was selected after iterative pilot studies.
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Figure 6.5: Speed-accuracy trade-off on four healthy subjects

Game Ideas

Designing process for the games was iterative; we went through many versions and based on

multiple pilot experiments, we concluded our findings in Table 6.2.

We wanted the games to challenge cognitive and motor abilities of the patients yet be en-

gaging and fun. A few examples of the early game ideas that were piloted are as follows:
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Candy Hunt game has a candy as target which moves along a fast, speed-varying trajectory
and the player chases it as close as possible by controlling/moving a frog which is projected
on top of the LED shown in Figure 6.2b. This game requires high moderate to high cognitive

effort.

Calligraphy has a black circle as target that moves along a speed-varying trajectory that
forms a word in cursive font; the player chases the circle as close as possible by moving the
LED. At the end of each round, the player can see the written attempt compared to the
model. This game requires moderate cognitive effort. After the early pilots, we learned that
there could be different preferences across different games and players. For example a game
could require fast with low accuracy movements or slow with high accuracy movements. We
also learned that both cognitively intense games as well as lighter versions are needed. We
needed to offer consistent instructions across all subjects in form of a brief (< 10s) audio-
visual recording. Although, we originally started with a lot of informative visual cues in the
games, we noticed they could mislead the player. Therefore, we kept minimal number of

visual cues necessary to follow the games.

Also having little pop-up surprises kept people focused and engaged. We also noticed that
it is important to distribute trajectories equally among four quadrants of the play-area.
Changing the difficulty of the games a bit (e.g. %5 increase in the target speed) to keep
subjects engaged showed helpful in our pilots. The above lessons helped us modify the

existing games to improve the training.
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Figure 6.6: Games: (a) Space invaders, (b) Etch a sketch, (c) Alligator Bite, (d) Paparazzi,
(e) Soaring over the US, and (f) Mario adventure

6.4 Results

6.4.1 Designed Games

Our design process led to development of six games namely Mario Adventure, Soaring over
the US, Space Invaders, Alligator Bite, Etch a Sketch, and Paparazzi based on the game

requirements in Table 6.1.
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In the following, we describe the game titles as well as the instructions to play them. While
reading the instructions, notice that in all games, there is a target moving along a trajectory.
The player needs to follow the target as accurate and fast as possible. This ensures training
of players on their visuospatial tracking skills. Most of the games have a surprise pop-up
component customized based on the game story to avoid losing players’ concentration. Also
in two of the games, i.e. Mario Adventure and Alligator Bite, we included component of

decision making and task switching. Fig. 6.6 shows a snapshot of each game.

Space Invaders Follow the spaceship until it explodes. Place the LED light on top of
the spaceship and continue to follow its path. If done properly, the spaceship will eventually
explode and if not, an alien will invade and appear on the spaceship. The score at the end

of the game will displayed as Star Wars medals of honor.

Etch a Sketch Place the LED light on top of the bull’s eye. Follow the bull’s eye path.
There will be a total of 3 rounds with different images to be drawn. At the end of each round,

the model image will be on the left and the drawn attempt on the right.

This game is slow and precise. We tried to have good amount of side loops in shapes and
occasional variable speeds while keeping the slow and careful paradigm. Also, for each round
of this game, a random shape is selected to avoid prediction of trajectory by subjects. Figure

6.7 shows the database of shapes that our software chooses from.

Alligator Bite Have the frog follow the lily pad, but avoid alligator when it appears on the
lily pad. The LED light will be the frog. The frog will gain points when on top of lily pad
and if done properly, the lily pad will bloom into a lighter green color. Towards the bottom
center of the screen, there is a lug that will randomly display a butterfly with a bubble sound

that will signify the alligator’s appearance. If this happens, the frog must avoid the alligator
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Figure 6.7: Database of images for ”"Etch a Sketch” game
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on the lily pad until it disappears. The lug is a safe place for the frog to hide from alligator.

The score at the end of the game will be displayed as butterflies.

Alligator Bite has a moderate cognitive complexity.

Paparazzi Follow the limo to try to capture a picture of the celebrity insides. Place the
LED light on the center star of the limo and continue to follow its path. If done properly,
the limo will light up bright yellow and eventually an image of a celebrity will appear on the

screen. The score at the end of the game will be displayed as Oscars depending on accuracy.

Paparazzi is a high in fun game with moderate demand.

Soaring over the US Follow the helicopter around the map to reach a destination. Place
LED light on top of helicopter at all times. If done properly, the propellers on the helicopter
will spin. Once the helicopter reaches a destination, a slideshow of attractions relative to the
location will begin when the music starts. The score will be shown as US flags depending

on the accuracy.

Mario adventure Control Mario to try to collect as many coins as well as avoiding the
red villain when present. The LED light will be Mario. Mario needs to follow the yellow
coin for points. On the top region of the screen, there is a mystery box that will make a
popping sound right before either a sack of coins or red villain will appear. Manoeuver Mario
to follow the sack of coins to gather extra points and be sure to avoid the red villain if he

appears instead. The score at the end of the game will be shown as gold coins.

Mario adventure is cognitively the most demanding game. We've ensured that arm never
obscures any of the targets. We modified the game such that it is less crowded in terms of
objects to follow than normal game. Also, we changed the box trajectory to move further

from coin so they never cross paths. Same for the brown shells, we kept them a bit from
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coin. The warning dots are also much more visibly salient like an explosion to make it easier

for patients to catch.

6.5 Evaluation

Throughout our design process, we conducted several single and multi-session for formative
evaluation. We used their results to come up with a proper game trajectory as well as speed
to initialize the games. We also used their results to modify our game design ideas. How-
ever, our main baseline measure is a tracking test that is particularly helpful to measure
the patient’s improvement. The tracking test was conducted at baseline and at the end of
training, and it is the behavioral outcome measure that we look into to assess improvement
in performance. Compared to the games, this test requires similar cognitive demand on
patients i.e. their visuospatial perception and coordinated upper-body movements. The
trajectory used in this test is similar to Fig. 6.3c. The test comprises of tracking a bullseye
on a pseudo-random trajectory. The performance metric is the distance between center of

the target (i.e. bullseye) and center of the LED representing the subject hand position.

In the following, we report on pre and post-training results of our patient with stroke who
underwent training for one week. First, we look at error and success rate of her performance
in four of the games during the whole training. Then we show error visualization of her

performance comparing the very first and last session of her training.

6.5.1 FError and Success Rate

Figures 6.8, 6.9, 6.10, and 6.11 illustrate error and success rate of the patient for the fol-

lowing games respectively: Space Invaders, Etch a Sketch, Paparazzi, and Soaring over the
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Figure 6.8: Error and success rate of the patient in ”Space Invaders” game

US. The other two games, i.e., Mario Adventures and Alligator Bite have obstacle avoidance
components which prevents us to analyze their error and success rate due to confounding
variables. For these two games, we were mainly interested to have patients train on task

switching/obstacle avoidance skills. Therefore, EEG results will cover the effect of this train-

ing.

As can be observed in the all mentioned figures, error reduces and accordingly success rate
increases from session one to ten, showing improvement of the patient throughout the train-
ing program. The only different observable trend is Etch a Sketch game. The performance
of patient does not show consistency. This is due to difference in complexity of sketches that

are given to the patient on each round of the game.

6.5.2 Error Visualization

Figures 6.12, 6.13, 6.14, 6.15 illustrate error visualization of the patient for the first and
last session of training for the following games respectively: Space Invaders, Etch a Sketch,

Paparazzi, and Soaring over the US. In order to plot these graphs, we draw a circle at the
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Figure 6.11: Error and success rate of the patient in ”Soaring over the US” game
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center of the LED position (i.e. representative of patient’s hand position). The radius of
the circle at each point depends on the error of the patient at that specific point, which is
the euclidean distance between center of the target and the LED position. As can be seen
in all the mentioned Figures, circles of the post-training test are notably smaller than the

pre-training test, showing improvement of the patient.

6.6 Discussion

We report on the lessons we learned on what makes games useful from a neuroanatomic
learning point of view. First, to design games with therapeutic purposes, we should make
sure that games are fun and engaging for patients to play. Games should be customized to
meet personal capabilities of patients. During training program, games should be adjusted

based on patients’ progress to keep them challenged and avoid losing their interest.

Second, during our pilots, we learned that both cognitively intense games as well as lighter
versions are required because each group contributes to improvement of different levels.
Briefing patients on how to play the games in form of a short audio-visual recording that is
repeated before each round of the game is beneficial; we observed that in many cases, the
patients confirmed understanding the rules of a game, however, they could forget the rules
in the next rounds. Too many visual cues in the games tended to mislead players instead
of helping them. Having little pop-up surprises keeps patients focused and engaged which
keeps their prefrontal and pre-motor areas active. Trajectories should be distributed equally
among quadrants of the play-area to ensure fair comparison amongst patients, especially due
to visuospatial neglect present in some patients with stroke. Changing difficulty of games a
bit (e.g. %5 increase in the target speed after each session) can keep patients engaged; this

is critical to maintain the learning level of patients during the training program.
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Figure 6.14: Error visualization of the patient in ”Paparazzi” game
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Figure 6.15: Error visualization of the patient in ”Soaring over the US” game
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6.7 Conclusion

In conclusion, we explained the design process of six games and their specific characteristics
for improving cognitive control in patients with stroke. We discussed different steps of our
design process including: (i) context of use, (ii) defining a design challenge, (iii) generating

ideas, and finally (iv) evaluating the concepts.

We also evaluated the efficacy of our study by reporting a patient with stroke’s result who
underwent our training program using the neuro-games. We will continue in collecting data
from patients with stroke who have enrolled in our tele-rehab program. We believe the in-
sights gained during our design process can inform many others designing games for specific

groups of users, especially those with disabilities.

Next chapter will summarize the lessons that we've learned throughout our studies.
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Chapter 7

Lessons Learned

7.1 Introduction

Over the past four years, our team, which includes computer scientists and medical re-
searchers, has been designing games for post-stroke rehabilitation. Most of these studies
have been described in the literature [69, 51, 55, 52, 51, 66, 68, 67, 56, 54, 57, 53, 70, 65].
We present the design process and principles used in designing those games, and discuss the
challenges and opportunities of designing games specifically for neuro-rehabilitation. This
chapter is an in-depth analysis of how technology, and games in particular, need to be care-

fully considered to support effective therapies for physical rehabilitation.
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7.2 Lessons

7.2.1 Make Your Game Platform Mobile and Usable by Patients

The conventional stroke rehabilitation platforms are immobile, i.e. patients are required
to visit clinic to get their exercise [82]. Also, the setup is both expensive and requires
therapist supervision. Our solution is developed as a tele-rehabilitation game platform such
that patients can use it without therapist involvement and at the convenience of their home.

Further, our setup is very cost-effective compared to those of conventional therapy.

7.2.2 Use Games that Can Translate to Activities of Daily Living

Using a high ecology environment that is maximally relevant to functional goals is a key factor
in rehabilitation. Performing tasks in an AR environment can be expected to generalize to
real life settings to a greater extent than with other approaches, including other computer-
based methods. As an extension of this, object affordance can be directly adjusted in therapy
based on AR, with real objects incorporated into tasks as desired. In our neuro-games, we
modeled visuospatial tracking tasks that train patients on their range of motion as well as
accuracy both required in activities of daily living. We even had a few patients who verbally
reported (not part of the study protocol) that they felt more confident and flexible in terms

of range of motion after training.

7.2.3 Increase Interaction of Patients with Physical Environment

There is consensus amongst therapists that as the interaction of patients with the physical
environment is reduced, their ADLs recovery starts to deteriorate [98]. Thus an essential

factor to successful recovery is to increase the patients level of interaction with their environ-
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ment. AR platforms are flexible enough to provide customization in terms of complexity and
required feedbacks of the exercises based on patients particular needs [50]. This is especially
important, considering that physical conditions of the patients change regularly, and thus
adjusted systems should be easily provided. In our tele-rehab platform, we asked patients to
use the splint unit as a physical object to interact with virtual ones. This helped them both
with more comfortable movement across play-area as well as gave them a sense of interaction

with physical world.

7.2.4 Use Direct and Natural Interaction

To interact with an object in an indirect therapy environments, the user needs to perform an
additional transformation to translate the virtual worlds coordinates to the body-centered
coordinates [27]. This extra transformation is not required in a direct environment because
the user can interact with the objects directly. For patients with stroke, adapting this
extra transformation may be unnecessary to recover ADLs. Moreover, such modulations in

cognitive demand are known to have significant effects on motor behavior after stroke [30].

7.2.5 Transform Exercise to Game for Repetitive Execution

We learned that rehabilitation should provide in form of an engaging experience to keep
patients involved. As [12] investigated, about 65% of patients are likely to give up their
physical therapy rehabilitation session. Further, Tinson [116] provided evidence that stroke
patients within a clinical unit spent only 30 to 60 minutes per day for actual therapy while
40% of their time, they are not engaged with any activity. Therefore, it is a key factor to
have the patient involved with the training exercises frequently; otherwise the desired level
of recovery will not be achieved. Throughout our studies, we found that the best way to

make an exercise engaging is to transform it to a game.
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7.2.6 Customize Games for Stroke Patient Demographic

Stroke patients are typically older than normal game players. We found it essential to pay
careful attention about size of virtual objects or their color contrast in games. For instance,
during our pilots, we specifically noticed that our elderly subject kept losing track of the
target. We have since modified the color contrast of the objects to ensure our patients can
maintain attention during their play. We also added audio information to help patients know

when they are off target.

7.2.7 Ensure Therapeutic Value of the (Games

From therapeutic perspective, patients are encouraged to (i) improve their accuracy and
(i) expand their Range of Motion (RoM) [7]. These may help improve their quality of life
by enabling them to do ADL tasks that they could not achieve before. For example, our
patients in different studies reported that they were unable to undo their bra or wipe them-
selves after using the bathroom. Considering the fact that these routines, yet very private,
were performed seamlessly in their lives prior to stroke, one appreciates the vital need for
improving accuracy and RoM. Provided that our main scientific goal was to train visuospa-
tial cognition, concentration, and hand-eye movement coordination, we heavily incorporated

both accuracy and RoM in the game requirements.

Furthermore, to keep consistency across patients, we did not calibrate the workspace to the
patient’s RoM but observed that through practice one patient expanded his RoM, i.e. by

trying to track the helicopter as far as he can, he increased his functional RoM.
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7.2.8 Address Compensatory Movements and Unwanted Postures

Patients often use compensatory movements involving abnormal body parts where they find
themselves unable to perform a task that would normally use stroke-affected body parts. We
observed that some of our patients with stroke used their trunk movement to reach for the
far top of the screen where they could not otherwise reach. Addressing these compensatory
motions is critical because we want the game to encourage movements of interest e.g. in
our case, shoulder and elbow movements. For that, we eliminated environmental factors
as much as we could. Instead of using any chair or worse, a swivel desk chair, we used a
folding chair that is not easily moved. If our study was lab-based or in-clinic, we would strap
patients using chest harness to limit compensatory trunk movement. However, we could not
propose this practice at their home due to risk factors involved; we did not do the same
in the lab sessions either (i.e. first and last of the nine sessions) for two reasons: (i) we
wanted to maintain consistency across nine sessions, and (ii) the first session also intended
to train them on how to properly use the system. For instance, we notified them about their
compensatory movement such as those of trunk and unaffected arm. Most importantly, we
noticed that patients showed a wide range of wrist neutral posture. For instance, one may
have a near normal wrist tone and posture while another has a spastic flexed wrist. To
address this issue, we replaced a hand-held LED unit used in early pilots with the splint unit
(Figure 6.2b). The splint unit eliminates wrist movements and the adverse effects of spastic

wrist postures, helping the patient focus on elbow and shoulder motion.

7.2.9 Adjust Games to Patients’ Capabilities

Ermi et al [34] determined that challenge consists of two primary components namely the
challenge of speed and cognitive challenges. Only if these challenges are balanced based on

the skills of the player, the quality of gameplay will be appropriate. The need for games that
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are capable of keeping a patient engaged and motivated while respecting a patients’ abilities
will hence be desirable. Studies have shown that people only engage in an activity if the
outcome matches the effort at which they perform [47, 77, 124]. Hence learners who believe
that they are competent or successful have been shown to remain engaged and motivated
over a longer period of time [81]. In our view, this can only be achieved if a game considers
the cognitive and physical deficits of patients and incorporates a mechanism that is capable
of balancing the difficulty of an exercise i.e. adapt the difficulty to the current capabilities

of the patient.

7.2.10 Use Knowledge of Results and Knowledge of Performance

Feedback is considered as a key parameter, while performance of a subject is attained.
The feedback can be in form of Knowledge of Performance (KoP) or Knowledge of Results
(KoR)[123]. KoP is real-time information compared to KoR which indicates the success of
actions with regard to an overall goal. KoP is presented both intrinsically and extrinsically
whereas KoR is presented extrinsically. In our neuro-game platform, we included both types
of these feedbacks. We used audio-visual information as KoP to be presented to patients
while they were playing the games. We also showed final performance of patients in terms
of game scores as KoR at the end of each game. It is general consensus in neuroscience that
both KoP and KoR facilitate motor learning. We also found them useful in our neuro-games

as long as they are not used in an obtrusive and overwhelming manner.

Here are a few examples of presenting KoP and KoR in our neuro-games:

e Subjects naturally observe location of their hand with respect to the moving target

and use the visual and proprioceptive feedbacks as an intrinsic KoP.
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e We provide the extrinsic KoP by changing the graphics of the moving target in realtime,

informing the subject whether they are performing the task up to the required accuracy.

e We designed natural feedbacks for seamless understanding: one can naturally under-
stand that propellers of the flying helicopter in Soaring over the US game (i.e. the
moving target) should spin and it does when they are performing the task of tracking

correctly i.e. KoP.

e When the helicopter lands in a US state, if tracking was successful, the subject would
see a slideshow of photos of local attractions and hear a vibrant music related to that
state (KoR). Otherwise, if tracking was unsuccessful, nothing pleasant happens and

the helicopter flies again to start a new round.

7.2.11 Use AR Games to Engage Patients

AR superimposes a computer-generated image on a user’s view of the real world. It not only
preserves some benefits of virtual reality applications such as fully controlled setting and
measurable feedbacks, but also needs less computation time to model the 3D environment
[104]. In AR, patients experience a more engaging and natural interaction rather than VR.
Virtual objects can be manipulated in an intuitive and natural way to maximize learning
ADLs [51]. The haptic feeling [66] of the real objects could bring on a more natural inter-
action. In addition, patients do not need to don external devices attached to their hand or
body. In addition, AR games have been reported highly engaging for patients undergoing
therapy because they can provide interesting and engaging tasks that are more motivating

than formal repetitive therapy [80].
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7.2.12 Make Games Fun

There are different factors to make games fun. Using proper audio and visuals are definitely
important. We learned in early pilots that our music motivated subjects and drew their
attention; one of the patients reported that while using the tele-rehab game platform at
home, he sang with the music tracks and memorized those that he hadn’t known before.
This is an example of subjects tendency to creatively challenge themselves in other aspects
such as verbal memory when provided with a game that they find interesting. Among our six
games, patients enjoyed specifically playing Soaring over the US and gave us great feedback
on our music choice. This game in particular came with a collection of music based on

different states of US.

7.2.13 Use Popular Games

Customizing familiar games can help. Sometimes, patients already know a game or have
heard about that. This makes it easier for them to learn the rules. We observed the effect of
using popular games in our Leap Motion study with the popular game of Fruit Ninja, which
was a top-ranked game in iTunes and Google Play [1]. At the same time, we do not want
to use the existing games exactly because some patients may be avid gamers and this might

introduce confounding variable to our studies.

7.2.14 Keep Games Challenging

Similar to other players, as patients get used to the games, they may feel bored unless
difficulty of games gradually change. To address this issue, we added a gradual difficulty

to our games by increasing the speed of target around 5% per day. This kind of difficulty
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adjustment can provide satisfactory challenge and maintain consistent attention of patients

during the training program.

7.2.15 Provide Interfaces for Both Therapists and Patients

The current platform provides a friendly graphical user interface for patients which is very
simple to use (patients need to use a single keyboard space bar to navigate between games).
Therefore, our interaction at patients end went very smoothly. There is also a pseudo
graphical user interface for therapists to use our neuro-game platform. This will help with

evaluation of patients in an easier and more prompt manner.

7.3 Things That Did not Work

7.3.1 Hardware Installation Could Be More User-friendly

Although our tele-rehab platform is very easy to use by patients, it still requires us to set
it up at their home before they can use it. We foresaw the installation process for up to
40 patients with stroke which required one or two staff members from our lab delivering
all the equipments to and from patients’ house; all pieces of equipment fit inside the trunk
of a compact Sedan. Our setup was designed to be safe to be operated by patients with
minimal/no risk. Above all, patients could contact us 24 hour with their question/concerns
in case of any problem. Although we planned and delivered the above without a major
concern, the ideal situation would be to have a plug-and-play system that can be up and

running by patients’ family /friends.
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7.3.2 Games’ Difficulty Could be Dynamically Adjusted

One of the key factors in our tele-rehab games is speed of the moving target. Due to the wide
range of disability of patients, this speed needs to be calculated and adjusted per patient.
We designed and developed a method to find the maximum functional arm speed of patients
and used this number as speed of the moving target to initialize our games. As the patient
progressed during the training program, we increased the speed of moving target by 5%
after each training day. However, the ideal way to balance difficulty of games based on
patients’ progress would be using dynamic adjustment. We were not able to leverage this
method in our study because we wanted to have control over different parameters. However,
in a setting where rehabilitation is the only goal, we recommend to have neuro-games with

dynamic difficulty adjustment.

7.3.3 Hardware Could be More Robust

Our tele-rehab platform composes of a display, computer vision, processing, and splint unit
that form a closed loop. Our design proved robust for all above units except for an occasional
failure in computer vision. This was due to our system being sensitive to ambiance lighting.
For instance, once we delivered the system to a patient’s house who wanted us to set it up
in her patio. Due to extra bright lighting during day time, the system was not responsive,

although it was working fine in the evening.

It is always recommended to design the hardware as resilient as possible. Another patient
reported that his pet cats jumped up and down on our system while he was training and he
had to lock them away. Fortunately, our setup was not affected, however, one can see the

potential hazards.
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7.3.4 Patients May Not Follow the Instructions

Despite several times of patient training and having brief video instructions included before
each game, we still observed discrepancy between what patients were supposed to do and
what they were asked for in few cases. This was due to patients’ problem with memory or
concentration. In these cases, help of a close family member to remind the patient with the

instruction while playing is desired.

7.3.5 Patients’ Perceived Goal May Not be the Study’s Goal

One of our main goals in using neuro-games was to train visuo-spatial tracking skills of
patients. We developed our games such that they are fun to avoid patients’ frustration. In
few cases, we observed that patients were more focused on the fun part of playing the games
rather than concentrating on their tracking accuracy. Therefor, justifying patients about
motivation of the study is very important. Our experience with patients showed that a lot of
them are very interested to know about the concepts behind the study and why they should

be doing what they are asked for.

7.3.6 No One May Speak for Patients

We spent six months on designing the neuro-games with collaboration of both computer
and medical researchers. Besides, we ran many pilots with both healthy young and elderly
individuals to find the potential error/flaws of the system. However, in the first exposure of
the system to patients, we found that the system’s required range of motion might not be
suitable for many of them. This could have been a major exclusion criteria for our study
which could have limited it to very highly functional patients. Therefore, we modified the

range of motion such that the moving target could be always accessible for patients with our
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original inclusion criteria. We learned that only patients can represent their true needs and

abilities.
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Chapter 8

Conclusion and Future Work

8.1 Summary of the Results

In this dissertation, we focused on human computer interaction in stroke rehabilitation. The
overall research question that we tried to address is whether HCI can support the design
of more effective rehabilitation therapies. Here, the benefit of using HCI is twofold: (i) it
can introduce advanced computer technology that can be customized to specific patients’
needs; and (ii) it can provide new methods to help patients with their ADL, both in terms of
their behavioral change as well as functional capabilities. We designed several HCI studies to
address the main concerns regarding the current problems with state-of-the-art computerized
rehabilitation therapies. The main activities of this dissertation can be summarized as

follows:
e Designing and developing a spatial augmented reality system for assessment and train-

ing of upper extremity in patients with stroke. The result of two normal subjects

proved functionality of the system.
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e Developing Augmented Reality (AR) and Virtual Reality (VR) setups to compare
performance of healthy individuals in the “Pick-and-Place” task, which is part of many
activities of daily living (ADL’s) and one of the major affected functions stroke patients
mainly expect to recover. Superior performance of our 14 healthy subjects in AR setup

motivated us to follow up with running our study on patients with stroke.

e Developing and evaluating 3D free hand interaction for training high-level hand func-
tions in patients. The performance of 14 patients with stroke correlated strongly with
their clinical assessment, showing validity of using 3D free hand interaction as a good

measure of patients’ performance in their rehabilitation program.

e Proposing a new patient-computer interaction mode and comparing it with the con-
ventional computerized stroke rehabilitation. The result of 18 patients with stroke

confirmed superiority of our proposed interaction mode to conventional methods.

e Developing a tele-rehabilitation game platform designed for in-home patient’s use. The

setup was evaluated by both healthy and patient subjects.

e Designing a study to investigate neurobiological correlates of HCI based on tele-rehabilitation
neuro-game training. This included designing and developing neuro-games to enhance
targeted brain functions. Our results confirmed improvement of patients in terms of

behavioral changes during one-week training program.

8.2 Future Work

Following up our studies in this dissertation, there are different directions to continue this

line of work.
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8.2.1 Increasing Subject Population

We are interested to recruit more patients and have them undergo our tele-rehabilitation
program using the neuro-game platform. With every new patient completing the training,
we have been able to improve our tele-rehabilitation platform. Also, since there is a wide
range of deficits in patients with stroke, having our program validated by larger number of

patients can lead to a more solid and reliable training program.

8.2.2 Behavioral Correlations of Cortical Plasticity

In our tele-rehab study, we recorded a 3-min resting state brain activity of patients using
EGI-256 dense array EEG recording system. This was done before and after training at the
very beginning of the first and last sessions. Otherwise, if EEG recording was done after the
sessions, the patients’ brain would be noisy due to recent activity. The EEG data can give
us the opportunity to study brain activity and observe possible cortical connectivity change
in our patients. To use the EEG data, it should be first cleaned up by removing the artifacts
e.g. (i) EMG signals generated by head and neck sub-skin muscles, (ii) eye blink signals,
and (iii) eye movement signals. We plan to use Independent Component Analysis (ICA) as
well as frequency and magnitude methods to locate and remove these artifacts. After data
cleaning, we will investigate the cortical connectivity i.e. coherence between brain regions of
interest before and after training. For instance, in our neuro-games, we hypothesized that
activity in Parietal and Pre-frontal lobes is essential in playing the games. An increase in
coherence between Primary Motor Cortex and these brain areas after training can validate

the hypothesis.
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8.2.3 Productization of the Neuro-game Platform

Our neuro-game platform can currently be used at home by patients without intervention
or monitoring of a therapist. However, we need to deliver the equipment and set it up at
patients’ home. Our hardware setup can be modified such that it can be delivered to patients
as a plug-and-play package; therefore family members of patients can be able to set it up by

following a simple instruction.

Also, currently, the data analysis part of the study is done offline, i.e. after the training
is completed. However, for productization of our tele-rehabilitation platform, we need to
modify it such that patients can see the analyzed result in form of chart/graphs in a graphi-
cal user interface. We also plan to send a summary of patients’ performance to the clinic for
the therapist’s reference. The advantage of having such a system is twofold: (i) it can inform
and motivate the patients by giving them daily feedback, and (ii) it enables the caregivers to
monitor patients performance as they progress. This is of great importance since caregivers

can be informed about possible problems and resolve them in a timely manner.
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