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Computer vision and image understanding is the problem of interpreting images by

locating, recognizing objects, attributes and other higher level features in an image. In this thesis,

I seek to tackle this broad problem using deep learning techniques. More specifically, I build deep

neural network based models to solve two specific problems to understand images in a high level:

album wise image understanding with event-specific image importance score, and description

generation for an image.

I first focus on the understanding of a collection of images in an event album. In an event

album, some images are more important or interesting to save or present than others, and I show
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that with an event-specific image importance property, we can learn the interestingness of an

image given an album, and the performance of the model generated importance score is very

close to human preference. I build a siamese network that can predict image importance score

given the event type of that image, using novel objective function and learning scheme. Next, to

make the process fully automated, I propose an iterative updating procedure for event type and

image importance score prediction, that can simultaneously decide the event type of the album

and the importance score of every image. It consists of a Convolutional Neural Network that

recognizes the event type, a Long-Short Term Memory (LSTM) that uses sequential information

for event type recognition, and a siamese network that predicts image importance score.

Furthermore, not just limited to describing an image with a score or by a classified type,

I seek the possibility to describe it with a phrase or sentence. I propose a coarse-to-fine LSTM

based method that decomposes the original image description into a skeleton sentence and its

notable attributes, and demonstrate that in this way the language model can generate better

descriptions, with the capability to generate image descriptions that better accommodates user

preference.

xvii



Chapter 1

Introduction
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Computer vision and image understanding is one of the main problem of artificial intelli-

gence. It involves many attempts to help computer “see” images better. Early study for image

understanding mostly focused on extracting the low level features, such as feature extraction for

edges, corners, and optical flow [47, 14, 52]. The understanding of middle level features such as

image segmentation, object detection and recognition then became major focus for many research

studies [21, 36, 78, 119, 8]. More recently, with the access to large scale images with high

quality annotations through the internet, and the speed up of computing with hardware innovation

(GPUs), deep neural networks [43, 69] have brought great innovation into many research areas.

Convolutional Neural Networks (CNN) has especially inspired great advance for many problems

in image understanding [70, 98, 108, 38, 41]. Recurrent Neural Networks (RNN) and Long-Short

Term Memory (LSTM) are widely used in sequence learning, such as machine translation [105]

and image captioning [126].

In this thesis, I seek to use deep learning techniques to solve two problems in image under-

standing. First, I use a siamese network based model and LSTM based model to simultaneously

predict album-wise event type and image importance for personal album organization. Second,

I propose a coarse-to-fine LSTM based model for image caption generation. In this chapter, I

provide relevant background knowledge for the topics relevant to this thesis.

1.1 Deep Learning

Most recently, thanks to the easy access to large scale image set via internet and great ef-

forts researchers take to collect high quality annotations [94], the advance in network architecture

[65, 100, 107, 48, 54], and development of faster computing hardware (GPUs), deep learning has

been a great success, and has brought large performance boost to many areas in computer vision

and image understanding, including object recognition [65, 48], object detection [41, 40, 93, 91],

semantic segmentation [98, 64, 17, 130, 22], image captioning [117, 126, 81], and so on.
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Deep convolutional neural networks (DCNN) are a type of feed forward network especially

designed for image related task. They are advantageous over traditional multilayer perceptron

networks in that they are much deeper, with tens or even hundreds of layers, and can learn the

image from low level features to very high level features. The basic structure of unit in a DCNN

consists of three layers: 1) a two dimensional convolutional layers that learns directly from the

input image or from the activation of the previous layers. It preserves the spatial information of

the input image and learns translation invariant features; 2) a spatial pooling layer which shrinks

the size of features and at the same time enlarges the receptive field of the network; 3) a non-linear

activation layer which improves the complexity and expressiveness of the network. With the stack

of such units, the network is able to learn different level of features, from the low level features

like corner and edges in the early layers, to the high level features like object parts and attributes

in the late layers. The output of the stack of units is a high level feature vector representing the

input image. In addition to the basic units, there are many variations of the network architecture

to enhance the network’s ability to interpret images [54, 48, 106, 49, 53].

On top of the feature extraction layers, the features are used for different tasks. For

example, for object recognition, the final layer is an aggregated layer over different locations

followed by a Softmax layer with cross-entropy loss function, and the output of the layer is the

probability distribution of each object category given the input; for semantic segmentation, the

output will be probability of each image pixel being in each object/stuff category.

With the use of back-propagation [71], DCNN’s can learn the features from the image

data directly, and greatly exceeds the performance of human designed features.

Recurrent neural networks (RNN), on the other hand, is different from feed forward

networks in that the network not only takes its current input example as input, but also what

it has perceived previously. It is designed for understanding a sequence of data, such as texts,

handwriting, and spoken words. For each time step of an RNN, it has two sources of input: the

present input data, and the output hidden state of the network in the previous time-step. The
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learning of RNN relies on back-propagation through time [84], the extension of back-propagation.

In this thesis, I seek to use deep learning techniques for image understanding problems.

1.2 Album-wise Image Understanding

The first problem I aim to tackle is to understand personal photo albums. A personal

photo album is a collection of photos that we take in an event, for example a wedding event, or a

trip event. The high level understanding of such photo collection involves two stages: recognizing

the event type of the photo album, and suggesting the most important/interesting images in the

collection to represent the album or to save for future use.

For event recognition, there are three types of approaches. The most popular approach

takes videos as input and uses spatiotemporal features for event recognition [122]. The second

approach uses single image as cue to recognize event type. This approach does not use temporal

information or relevant frame importance, and only uses object level and scene level features

from a single image [73]. In between the two approaches, album-wise event recognition has

useful album-wise temporal information, but the images in an album are very sparse in time and

is not temporally continuous. Bossard et al.[3] found the sequential information of the albums is

helpful for learning the event type of the albums, despite their sparsity.

On the other hand, image importance is a complex image property that correlates with

various factor, such as aesthetics [23], image interestingness [45, 28], and image memorability

[55]. In this thesis, I propose a novel image property named event-specific image importance.

To study this property, we collected the CUration of Flickr Events Dataset (CUFED), and let the

human annotator to decide the image importance score given an event album. We intentionally

gave vague instructions on how annotators decide the importance of an image, to encourage them

to rate based on their intuition. We found out that the image importance is indeed highly related

to the event type of the album it is in, and although the image importance is a highly subjective
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property, there is significant consistency across different annotators on the importance score they

give in an album.

In this thesis, in Chapter 2, I propose a deep siamese architecture that learns the relative

importance score of an image given the album event type it is from, assuming the event type of

an album is given in advance. Further, in Chapter 3, I propose an iterative procedure that jointly

learns the event type of an album and the importance score for each image. Thus, the two tasks

for personal album understanding can be solved simultaneously with our framework.

1.3 Image Captioning

With the advance of image understanding with the development of deep learning, the

research on image understanding is not constrained to the interpretation of an image with classifi-

cation scores or detected tags, and the task of automatically describing the images with a sentence

has drawn great attention. The problem is more challenging than conventional computer vision

task in that the description generation requires high level understanding of the image beyond

simple object recognition. It also requires the organization of a sentence that correctly conveys

the notable information in the image.

The dominant approach for image captioning is inspired by the machine translation task

[105]. For machine translation, an Encoder-Decoder network is used to map the input sequence

to a vector of a fixed dimensionality, and then to decode the target sequence from the vector.

The popular network used for encoding/decoding is Recurrent Neural Network (RNN), in which

each element of the text sequence share the same unit parameters, and is sequentially fed into

the network. RNN can deal with sequences with arbitrary length. Specifically, Long-Short Term

Memory (LSTM), a variation of RNN, is commonly used [50]. It is capable to learn long-term

dependencies with a cell state.

Similar to machine translation, an image can be viewed as a sentence in the source
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language, and an Encoder-Decoder network is used to translate it from the source language to the

target sentence. Since the source “sentence” is in fact an image in the image captioning task, a

CNN is used as Encoder, and LSTM is used as a Decoder.

Despite the great success in image captioning, most of the existing LSTM based methods

suffer from two problems: 1) they tend to parrot back the sentences from the training corpus;

and 2) the nature of predicting sentence words one by one means the attributes of a sentence is

predicted before the object they are referring to, which is counter-intuitive.

To solve these two problems, in Chapter 4, I propose a coarse-to-fine model which

decomposes the original caption into two parts: skeleton sentence which contains the main

objects and structure in the sentence, and notable attributes for each object in the skeleton

sentence.

1.4 Organization of the Thesis

In this thesis, I aim to tackle the two problems in high level image understanding. The

rest of the thesis is organized as follows:

In Chapter 2, I introduce the problem of event-specific image importance. I collected

a dataset for the study of this image property, and collect annotations of album-wise event

type and image-wise importance score for the dataset, using Amazon Mechanical Turk (AMT).

With the dataset, we show that the event-specific image importance property is subjective yet

learnable. Furthermore, we propose a siamese network based architecture that can learn the image

importance score with performance close to human perception, and the model assumes the event

type information is know in advance.

In Chapter 3, I further extend our model to learn image importance score with no prior

knowledge, by proposing an iterative procedure to learn the two album properties at the same

time: album-wise event type recognition and image-wise importance score prediction. We show
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that these two components of our algorithm help each other in turn, and with the algorithm, we

can automatically organize and recognize a personal event album without any extra input, with

performance close to that in Chapter 2.

In Chapter 4, I focus on the image captioning problem, which aims to use a sentence to

describe a given image. I propose a coarse-to-fine LSTM based model which decomposes the

original caption into two parts: skeleton sentence and its attributes. It is able to generate better

and more unique descriptions for images, and has the ability to adjust the amount of information

the caption conveys according to user preference.

Finally, in Chapter 5, I conclude the thesis by discussing the possible directions and future

works.

7



Chapter 2

Event-specific Image Importance
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This chapter, together with Chapter 3, aims to tackle the problem of personal album

understanding. Two aspects are studied: image-wise importance prediction, and album-wise event

recognition. This chapter focuses on the first aspect.

When creating a photo album of an event, people typically select a few important images

to keep or share. There is some consistency in the process of choosing the important images, and

discarding the unimportant ones. Modeling this selection process will assist automatic photo

selection and album summarization. In this paper, we show that the selection of important images

is consistent among different viewers, and that this selection process is related to the event type

of the album. We introduce the concept of event-specific image importance. We collected a new

event album dataset with human annotation of the relative image importance with each event

album. We also propose a Convolutional Neural Network (CNN) based method to predict the

image importance score of a given event album, using a novel rank loss function and a progressive

training scheme. Results demonstrate that our method significantly outperforms various baseline

methods.

2.1 Introduction

With the proliferation of cameras (in cell phones and other portable cameras), taking

photographs is practically effortless, and happens frequently in everyday life. When attending an

event, for instance, a Thanksgiving holiday, participants often take many photos recording every

interesting moment during the event. This leads to an oversized album at the end of the event.

When we need to simplify the album before saving to a device, or if we want to make a photo

collage or a photo book to share our important moment with others, we have to go through the

tedious and time-consuming work of selecting important images from a large album. Therefore,

it is desirable to perform this task automatically.

Automatic photo selection or album summarization has been studied by some researchers
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[115, 95, 101, 15, 120]. They aim at personal event albums, and visual content information as

well as diversity and coverage is often considered jointly to obtain a summarization. However,

these works ignored the role of the event type in the selection process. Intuitively, the event type

of the album is an important criterion when we select important images. For example, if we need

to select important photos from a vacation to Hawaii, the photo of the volcano on the Big Island

is definitely important to keep, whereas if the album is a wedding ceremony, beautiful scenes are

only background and are not likely to be more important than the shot of the bride and groom.

In this paper, we introduce the concept of event-specific image importance. It is different

from general image interestingness or aesthetics, in that it is contextual, and is based on the

album the image is in. We focus on the event-specific importance score of a single image,

and do not consider summarization problems where diversity and coverage are also important:

Image importance prediction is the most challenging and crucial part of the event curation/album

summarization process; Moreover, the importance score can be directly applied to to any album

summarization algorithm. We collect an event-specific image importance dataset from human

annotators, and we show that the event-specific importance is subjective yet predictable. Finally,

we provide a method for predicting event-specific image importance using Convolutional Neural

Network (CNN). We propose a new loss function and training procedure, and our CNN method

greatly outperforms different baselines.

2.2 Related Work

Image properties.

Importance of an image is a complex image property, and is related to many other image

properties. Many image properties can be viewed as cues when selecting important images,

such as memorability [56, 55], specificity [57], popularity [60], aesthetics and interestingness

[28, 45]. Those image properties are correlated to image contents, such as high level features:
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object and scene categories [56, 55, 57, 60, 28], and low level features: texture, edge distribution,

etc.[45, 60]. In this work, rather than the general image properties mentioned above, we study

event-specific image importance, which summarizes human preferences related to images within

the context of an album, where the album is of a known event type.

Convolutional Neural Networks(CNNs).

The development of methods for training deep CNNs has led to rapid progress in many

computer vision tasks in recent years. Substantial improvements have been made in basic com-

puter vision problems such as image classification [65, 107], object detection [41, 16] and scene

recognition [134, 29]. Now, there is a greater focus on learning higher-level image properties.

One example closely related to our project is Xiong et al.’s work on event recognition from static

images [125]. In this work, the network is divided into different channels, creating human and

object maps that are then fused with the original images to jointly train a deep architecture that

predicts the event type from a single image. Our model also uses deep representations to capture

event features, but our focus is on event curation rather than event recognition. In fact, our model

assumes that the event type is known. Event curation then requires choosing the most important

images for the event in question.

Album summarization and photo selection.

The most closely related work to our project is on summarization and selection from an

album or several albums.

Event summarization of public photo/video collections involves selecting the most im-

portant moments of a social event from a variety sources on the web[24, 99]. Here, the goal is

to retrieve all of the important moments (diversity), while covering the whole event (coverage).

More relevant to this project is work that attempts to summarize a single album [115, 95, 101].

Again, coverage and diversity of the albums are considered, and single image importance is used
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as a cue[95, 101]. Sinha et al.aim at summarization of personal photo collections taken over a

long time span, take the event type as one photo descriptor to calculate diversity and coverage of

the photo subset [101].

For the photo selection problem, Yeh et al.proposed a ranking system for photographs

based on a set of aesthetic rules and personal preferences [129]. Walber et al.use gaze information

from user’s photo viewing process to assist the automatic photo selection algorithm, so this work

requires eyetracking[120]. The work by Ceroni et al.[15] is probably most relevant to our work.

It focuses on selection of important photos from a single event album, and different factors are

considered: image quality, presence of faces, concept features, and collection based features such

as album size. However, each album used for training and testing in this work is collected from a

single participant, and the important subset is picked by the same person: it does not focus on

common human preferences. Moreover, the prediction algorithm is tested on unseen images in

the same album used for training, and it does not focus on new album prediction.

Our work differs from all the above in that we focus on: i) whether humans have common

preferences for image importance/preference scores, ii) whether image importance can be pre-

dicted for unseen albums with widely varying content, and iii) whether event type information is

important for the prediction. To summarize, we are introducing a subjective but predictable image

property: event-specific image importance, and we propose a method to predict this property.

2.3 The Curation of Flickr Events Dataset

Are people’s ratings for images in albums representing particular events predictable? Our

intuition is that in an album of a certain event type, there will be a consistent subset of images that

will be preferred by most people. However, there is no available dataset to verify this intuition, or

to test the degree of people’s agreement on this highly subjective task. In this section, we describe

the collection of the CUration of Flickr Events Dataset (CUFED), and measure the consistency of
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human subjects’ preferences on this dataset. CUFED provides a ground truth dataset that allows

us to measure the predictability of human rated image importance scores, and to develop our

prediction model. CUFED will be made available to public.

2.3.1 Album collection

In order to collect a dataset of albums of different event types, we segmented albums

from the Yahoo Flickr Creative Commons 100M Dataset (YFCC100M ) [113]. The YFCC100M

Dataset has 100 million images and videos from Flickr. In this collection, each image has the

following metadata: the user ID who uploaded this photo; the time the image was taken; and

often there are user tags. We took advantage of the metadata to segment dataset into albums: For

each photo uploader, events are segmented based on timestamps and tags: images taken within

short time interval (3 hours) and with more than 1/3 common tags belong to one event. Using

tags to filter the data was inspired by the observation that users tend to give the same tags to an

event album instead of individually tagging every single image in it. Using this approach, we

segmented 1.8 million albums from the YFCC100M dataset. Here, we randomly selected 20,000

albums to work with.

To get the event type of those albums, we presented the albums to workers on Amazon

Merchanical Turk (AMT) and asked them to classify the albums into 23 event types. Aside from

these event types, the workers could choose “Other events”, “Not an event”, “More than a single

event” or “Cannot decide” instead of available event types. We chose our 23 event types so that

they cover the most common events in our lives, ranging from weddings to sports games.

All 23 event types are shown in Table 2.1. Each album was labeled by 3 workers. Over

82% of the 20k albums received the same labels from at least 2 of the 3 workers. We kept the

albums which were given the same label by 2 or more workers, and this label was given to the

album. This resulted in 16,489 albums.

We further randomly selected 50-200 albums from each of the event types (except for
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Table 2.1: 23 Event types, their corresponding number of albums, and percentage of significant
albums at level q = 0.05 using Kendall’s W statistics. The event types fall into four categories.

Categories Important
Personal Event Personal Activity Personal Trip Holiday

Event
types
and #

albums

Wedding:198
(98%)

Birthday:180
(91%)

Graduation:178
(88%)

Protest:50 (92%)
Personal Music

Activity:25 (92%)
Religious Activity:50

(90%)
Casual Family Gather:50

(84%)
Group Activity:50 (82%)

Personal Sports:100 (78%)
Business Activity:50

(76%)
Personal Art Activity:54

(70%)

Architecture/Art:50
(92%)

Urban Trip:100
(89%)

Cruise Trip:50
(88%)

Nature Trip:50
(86%)

Theme Park:100
(86%)

Zoo:99 (85%)
Museum:50 (84%)

Beach Trip:50 (82%)
Show:100 (82%)
Sports Game:50

(58%)

Christmas:100
(87%)

Halloween:99
(86%)

Personal Music Activity, which has 25 albums), resulting in a dataset of 1883 albums. The number

of events of each type is shown in Table 2.1. The size of the albums varies between 30 and 100

images. We chose these parameters by hand to emphasize our intuition that some event types

will have more consistent ratings, and hence more predictability, than others. Therefore, in this

dataset, we emphasized those events in hope of learning more from them.

2.3.2 Data annotation

In order to get the rating for each image in an album, we presented an album together

with its event type to AMT workers and let them rate each image in that album as very important,

important, neutral, or irrelevant. The four ratings are mapped to scores {2,1,0,-2} when creating

ground truth. We intentionally did not give specific criteria for the rating levels, to encourage the

workers to rate based on their intuition. In our pilot study, workers on AMT tended to mark a

large proportion of the images as very important/important. This is understandable, since most of

the albums are of high quality, but it leads to a ceiling effect on the ratings. To control the size
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of images marked as important, we forced the workers to label 5%-30% of the images as very

important, and 10%-50% as important. The average time to rate each image was 7.7 seconds.

Each album was annotated by 5 distinct workers. 292 workers participated in the tasks. Over 90%

of our data was annotated by 93 workers.

The image ratings collected from AMT differed in quality among different AMT workers.

To avoid low quality work, only workers who passed an event recognition test using single images

could proceed to the real task. In addition, we added two distractor images per album which were

clearly not related to the event in order to screen workers who were not paying attention. However,

it is not possible to assure the quality of an individual submission because of the subjective nature

of the image importance rating task. Therefore, in order to filter “bad” submissions, we found

workers who consistently gave scores far from others and filtered out their submissions. If more

than 30% of his/her submissions had a euclidean distance from the average of other workers’

submissions greater than a threshold, that worker’s submissions were filtered out. Only two

workers were filtered out in this way.

Figure 2.1 shows an example of the ground truth we obtained from AMT. Scores are

normalized so that the range is (0,1), 1 being most important and 0 being totally irrelevant. It’s

best viewed electronically. Note that all images are stretched and distorted for viewing.

2.3.3 Consistency analysis

To examine the consistency of the human ratings of images, we split our subjects into two

independent groups of two and three raters for each album, and used Spearman’s rank correlation

(ρ) to evaluate their consistency. ρ ranges from -1 (perfectly inverse correlation) to 1 (perfect

correlation), while 0 indicates no correlation. For each album, we averaged the correlation scores

of all possible random splits. The average correlation over all albums was 0.40.

We further evaluated the annotation consistency with Kendall’s W , which directly calcu-

lates the agreement among multiple raters, and accounts for tied ranks. Kendall’s W ranges from
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Figure 2.1: Example of a Wedding album with ground truth obtained from 5 AMT workers.
The ground truth score of each image is given under it. The images are sorted by the ground
truth scores. The average Spearman’s correlation ρ over all possible two workers-three workers
splits for this album is 0.49.
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0 (no agreement) to 1 (complete agreement). Note that in our workers’ rating of one album, tied

ranks are very frequent, since there are only 4 possible ratings, and the average album size is 52.

Coincidentally, the average Kendall’s W over all albums was also 0.40. Both Spearman’s rank

correlation ρ and Kendall’s W showed significant consistency across subjects despite the high

subjectivity of this problem.

To test the statistical significance of Kendall’s W score, we did a permutation test over W

to obtain the distribution of W under the null hypothesis, and for each event type, we used the

Benjamini-Hochberg procedure to control the false discovery rate (FDR) for multiple comparisons

[9]. At level q = 0.05, 86% of albums had significant agreement on average. Table 2.1 shows the

percentage of albums with significant agreement for each event type. The different percentages of

significant albums in different event types confirmed our intuition that some event types would be

more consistently rated than others. The wedding event was the most consistently rated, with

98% of albums being significantly consistent, while for the sports game category, only 58% of

the albums received significant consistency scores, the lowest among the 23 events.

Table 2.2: 23 Event types, and the (average Kendall’s W score / average Spearman’s correlation
ρ) for each album. The event types fall into four categories.

Categories Important
Personal Event Personal Activity Personal Trip Holiday

Event
types
and #

albums

Wedding
(0.486/0.548)

Birthday
(0.418/0.423)
Graduation

(0.413/0.427)

Personal Music Activity
(0.425/0.447)

Protest (0.418/0.446)
Religious Activity

(0.401/0.406)
Casual Family Gather

(0.383/0.369)
Personal Sports
(0.372/0.347)

Business Activity
(0.368/0.335)

Group Activity
(0.366/0.357)

Personal Art Activity
(0.339/0.280)

Architecture/Art
(0.428/0.452)
Theme Park

(0.391/0.385)
Museum (0.391/0.384)

Cruise Trip
(0.383/0.371)
Urban Trip

(0.372/0.349)
Beach Trip

(0.370/0.368)
Show (0.366/0.336)
Zoo (0.366/0.337)

Nature Trip
(0.357/0.321)
Sports Game
(0.349/0.288)

Halloween
(0.395/0.397)

Christmas
(0.386/0.379)
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In addition to Table 2.1, Table 2.2 shows the average Kendall’s W as well as Spearman’s

correlation ρ for each event type. We can see that Wedding albums receive on average the highest

correlation/agreement, while PersonalArtActivity albums receive the lowest score.

We also show some examples of albums in Figure 2.2 - Figure 2.5 with their average ρ

and W . Note that the average ρ and W are for an individual album.

Figure 2.2-2.3 show two examples of albums that receive relatively high correlation and

agreement from 5 AMT workers, and Figure 2.4-2.5 show two examples of albums that receive

low correlation and agreement from 5 AMT workers. Figure 2.5 shows an example in which all

the images are of similar quality and semantics, and it’s hard for people to agree on the ranking.

2.4 Approach

In this section, we propose a Convolutional Neural Network (CNN) based method for

estimating an event-specific image importance score in an album, given the event type of this

album. We use a siamese network [103] with a novel rank loss function to take two images at a

time and rank them relative to one another based on their scores.

2.4.1 CNN structure

The design of our siamese CNN architecture is shown in Fig. 2.6. It has several properties

described in the following subsections.

Feature sharing among event types

We train a single siamese network with albums from all event types. The last layer,

however, has separate outputs for each event type. The reasons are as follows. First, there exists

strong visual similarity among different event types in terms of image importance, therefore for a

specific event type, labeled data from other event types will help as implicit data augmentation.
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Figure 2.2: An example of albums in our dataset and the Spearman’s Correlation ρ and Kendall’s
W from worker’s rating for each album: A Wedding album. Spearman’s Correlation ρ = 0.78,
Kendall’s W = 0.64
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Figure 2.3: An example of albums in our dataset and the Spearman’s Correlation ρ and Kendall’s
W from worker’s rating for each album: A Birthday album. Spearman’s Correlation ρ = 0.61,
Kendall’s W = 0.49
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Figure 2.4: An example of albums in our dataset and the Spearman’s Correlation ρ and Kendall’s
W from worker’s rating for each album: A Zoo/Botanic garden album. Spearman’s Correlation
ρ = 0.02, Kendall’s W = 0.19
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Figure 2.5: An example of albums in our dataset and the Spearman’s Correlation ρ and
Kendall’s W from worker’s rating for each album: A Graduation album. Spearman’s Correlation
ρ =−0.09, Kendall’s W = 0.17
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Figure 2.6: A siamese CNN architecture for joint training over events. A pair of images from
the same album is the input to the two pathways. The network computes an importance score
for its input image; only the units corresponding to the correct event type are activated and
back-propagated through.

Second, feature sharing will significantly reduce the number of parameters in the network and

regularize the network training. Especially for our problem, high variance among albums within

each event type and relatively small datasets make this even more necessary. Therefore, in our

network, all event types share the features, while the output level has event-specific ratings.

During the training process, only the output corresponding to the event type of an image pair

receives an error signal, and we assume that we know the event type at test time.

2-stage progressive training

Due to the large variation among albums and the relatively small scale of the dataset

(especially for some event types such as casual family/friends gathering), directly training a

CNN for separate event types as in Section 2.4.1 may lead to over-fitting for some event types

with less training data. Therefore, we use a 2-stage progressive learning method: we train all

images with one output for the whole network; and then switch to training with a separate output
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for each event type. Initialization of the second stage is done using the network from the first

stage. This helps in that i) the features that are useful for all event types are learned first, using

all of the data; ii) the individual event-type output units are initialized with the weights from the

one-output unit, so they already have some knowledge of what makes an important image; and

iii) the discrimination is then refined based on the properties of individual event types. Some

pictures are just excellent no matter what the occasion; our two-stage learning system leverages

that intuition1.

Siamese architecture

There is large variation in the quality of the albums within an event type, which might bias

the judgment of participants in our AMT task. Therefore it is difficult to learn a reliable absolute

image importance score that is suitable for different albums. Meanwhile, the relative importance

ranking of images within the same album is more meaningful and more practical in applications.

Hence, rather than training on an absolute image score, we use the average score difference

between a pair of images from the same album to train the network. This is the motivation for

using the siamese network architecture [103], which processes pairs of images. In the siamese

network, the two pathways share weights, so a common representation is learned (see Fig. 2.6).

Piecewise ranking loss

For each input image pair to the network (I1, I2), G(Ii) is the ground truth score of image

Ii, and P(Ii) is its predicted score from the network. We use a piecewise ranking loss (PR loss) to

train the network:
1We also tried to cluster the event types into k “superclasses” according to their similarity, and to use the superclass

information for the first stage training. However, that didn’t lead to a better result. One possible reason is that our
event type clustering algorithm does not perform well.
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PR =



1
2max(0,

∣∣Dp
∣∣−ms)

2 if Dg < ms

1
2

{
max(0,ms−Dp)

2 +max(0,Dp−md)
2}

if ms ≤ Dg ≤md

1
2max(0,md−Dp)

2 if Dg > md

(2.1)

where Dg = G(I1)−G(I2) is the ground truth score difference between the input image pair, and

Dp = P(I1)−P(I2) is the predicted score difference. ms and md are predefined values for similar

and different margins. In Equation 2.1, several conditions are considered:

• When Dg > md, the loss function reduces to a variation of ranking SVM hinge loss [18].

We use L-2 loss which penalizes high errors more heavily than traditional hinge loss [112].

This is similar to contrastive loss function when the input pair of images are deemed

dissimilar [46], but we are not using the euclidean distance of the output of the network,

since the sign of Dp is important here.

• When Dg < ms, the loss function reduces to a variation of contrastive loss when the input

pair is deemed similar [46]. In addition to the contrastive loss in [46], we introduce a

margin: ms. The margin serves as a slack term. The reason to have it is that the ground

truth importance score is acquired from a group of humans, and the variance is relatively

high among the humans, as shown in Section 2.3.3. The introduction of relaxation with ms

makes the network less sensitive to this variance in our ground truth.

• When ms < Dg < md, the loss function will only penalize the Dp not being in the same

range with Dg. This pulls Dp towards Dg when the image pair is similar in rating, reducing

the loss function’s vulnerability to the variance in our ground truth.

The PR objective loss function has the following advantages: Rather than training only on

images with different ratings, it provides an error signal even when image pairs have the same
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rating, moving them closer together in representational space. This makes full use of the training

dataset. Our piecewise version also introduces relaxation in the ground truth score, thus making

the network more stable, which is beneficial when the ratings are subjective.

2.4.2 Incorporating face heatmaps

Images with faces tend to be more interesting than images without them[101]. Moreover,

our intuition is that in an event album, important people will appear more frequently. This across-

album feature cannot be captured by a CNN trained with image pairs. In order to incorporate face

information, we generate face heatmaps, and use them to train a shallow CNN to independently

predict the importance score of the photos. A separate face heatmap-based score enables flexible

tuning of the relative strength of the two scores from original images and face heatmaps.

To generate the face heatmaps, we use a state-of-the-art face detection network [72]. In

order to modulate the heatmaps according to face frequency, we need facial identity information.

We train 18 CNN models for different face parts and concatenate the final fully-connected layers

as the final face descriptor, following a similar pipeline as [104]. We then do agglomerative

identity clustering to obtain the frequency of faces in an album. In the face heatmap, faces are

represented with Gaussian kernels, and the two most frequent faces are emphasized by doubling

their peak values. These are used as input to a shallow siamese CNN trained from scratch, with

one convolutional layer and two fully connected hidden layers, in the same manner as the image

network. In Figure 2.7, we show the architecture we used for Face Heatmap network.

Examples of face heatmaps are shown in Fig. 2.8. In the testing stage, the prediction

from the original image and the face heatmap network are combined according to the following

formula:

P = PI +λ ·min{max{Pf,β} ,α} (2.2)

where (PI,Pf) are predicted scores from the original photo network and face heatmap network
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Figure 2.7: Face Heatmap CNN architecture.

respectively. The face heatmap contains a limited information, therefore we constrain the effect

of the face heatmap for the final prediction with (α,β), so that extreme predictions from the face

heatmap are eliminated; λ is also used to further control the effect of the face heatmap-based

prediction. These parameters are set using cross-validation and a grid search.

Figure 2.8: Face heatmaps from a wedding event album. First row: original images; Second
row: face heatmaps. Faces of the two most important people have higher peak values (red dots).
The second column shows that face detection is not ideal; the third column shows that identity
clustering is not perfect.
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2.5 Experimental Results

In this section, we compare our results with several baseline methods.

2.5.1 Experimental settings

Dataset

For training and testing, we randomly split the Curation of Flickr Events Dataset into 3:1

albums for every event type. The training set consists of 1404 albums, and the test set has 479

albums.

Parameter setting

We use Alexnet to initialize the CNN architecture and then fine-tune it [65, 58]. In Fig. 2.6,

FC7 is from Alexnet, driving the event-specific sigmoidal score prediction layer. We assume we

know the event type, and the teaching signal is masked by the correct event. For PR loss, we set

ms = 0.1 and md = 0.3. For training parameters, we use the default settings for pre-training in

Caffe [58], but we start from a smaller learning rate of 0.001 [41].

We follow [65]’s data augmentation approach: Input images are resized to 256× 256.

During the training stage, images are randomly cropped to 227× 227 crops, and there is a

50% probability that input images are horizontally flipped. In the test stage, predictions are

averaged on five crops (four corners and the center) and their horizontal reflections. We train five

different CNNs with 5-fold cross validation, and use an ensemble of the five networks for the

final prediction.

Evaluation metrics

We use two evaluation methods to compare the different approaches. For both evaluation

methods, we assume that given an event album, we view the top t% images as relevant images,
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and measure the metric at various values of t.

First, we use mean average precision (MAP) to evaluate our models. MAP is a common

evaluation method for information retrieval [4]. It is the averaged area under the precision-recall

curve over all albums. Given the collection of albums, and top t% of the images as being relevant

images, MAP@(t%) can be calculated:

AP(S)@t% =
∫ 1

0
p(r)d(r)≈ ∑

n
k=1 p(k)× rel(k)
dn · t%e

(2.3)

MAP(U)@t% =
1
N

N

∑
i=1

AP(Si)@t% (2.4)

where Si is the ith album, and U is the collection of all albums. n is the size of album S, p(k) is

the precision at rank k, and rel is an indicator of whether the kth ranked image from our algorithm

is a relevant image, i.e. among the top t % ground truth.

Second, we calculate the precision (P), the ratio between the number of relevant photos

in the retrieved images over the total number of relevant images at each level of t. Unlike MAP,

P cares entirely about how many important images can be retrieved at a cut-off level, and does

not care about the position they are in the retrieval list, or where the rest of important images

are in the ranking system. Although less informative than MAP, P is also an intuitive way to

demonstrate the effectiveness of our predicted image ranking result. Since we are solving an

image selection problem, we care more about MAP and P for small t%, so we only present results

for t ≤ 30.

2.5.2 Results and analysis

In this section, we compare our method, Piecewise Ranking-CNN trained progressively

(PR-CNN(Progressive)), on all event types to various baselines, and demonstrate the advantages

of our method (see Table 2.3 and Figure 2.10).
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Figure 2.9: Example results for one wedding album. Top 5 images of the album from different
methods are shown here. First row: Ground truth acquired from AMT workers; Second row:
Our prediction using Ensemble-CNN; Third row: Random selection.
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Figure 2.9 is an example to show how our algorithm performs intuitively. Our result

clearly learns meaningful concepts for the wedding event.

Table 2.3: Comparison of predictions using different methods. Evaluation metric here is
MAP@t% and P@t%. Random ranking score is also shown as a lower bound.

MAP@t% P@t%
t% 5 10 15 20 25 30 5 10 15 20 25 30

Random 0.122 0.164 0.211 0.260 0.305 0.350 0.058 0.093 0.141 0.195 0.251 0.298
Worker 0.328 0.410 0.476 0.531 0.580 0.624 0.242 0.371 0.448 0.505 0.552 0.591

Aesthetic 0.139 0.191 0.242 0.290 0.338 0.384 0.060 0.121 0.176 0.228 0.284 0.335
Pre-KNN 0.220 0.276 0.326 0.373 0.419 0.465 0.138 0.216 0.275 0.326 0.372 0.419
Pre-SVM 0.252 0.320 0.370 0.420 0.466 0.512 0.169 0.262 0.318 0.363 0.410 0.458
Euclidean 0.266 0.329 0.389 0.444 0.494 0.540 0.173 0.260 0.328 0.391 0.439 0.485

SVM-CNN 0.266 0.337 0.396 0.451 0.500 0.546 0.172 0.280 0.345 0.402 0.447 0.491
NoEvent-CNN 0.261 0.318 0.369 0.422 0.474 0.520 0.167 0.247 0.310 0.372 0.425 0.468

PR-CNN(Direct) 0.296 0.358 0.410 0.462 0.511 0.557 0.199 0.293 0.352 0.403 0.454 0.498
PR-CNN(Progressive) 0.302 0.361 0.415 0.469 0.517 0.563 0.214 0.296 0.356 0.410 0.458 0.502

Ensemble-CNN 0.305 0.364 0.417 0.471 0.519 0.563 0.216 0.301 0.360 0.411 0.459 0.504
Ensemble-CNN + face 0.306 0.364 0.418 0.472 0.520 0.563 0.215 0.303 0.360 0.413 0.460 0.503

In Figure 2.10, we show the comparison of MAP@t%5 by six methods for each of the

23 event types. The six methods being compared are: random ranking, aesthetics, K nearest

neighbors with pre-trained CNN features (KNN), single network with Euclidean loss (Euclidean),

siamese network with ranking SVM loss (Ranking-SVM), and our method using Ensemble of

siamese CNNs (Ensemble). We will explain the baseline methods in detail in the following

section. We also show a “worker” method here for comparison. It is calculated as follows: for

each album, we have 5 rankings from 5 workers, and we can calculate the MAP score for each

worker’s rating against the ground truth. Then all the MAPs over all albums are averaged for one

event type. The “worker” method is to measure how workers did on those albums.

As shown, our method outperforms all the other methods in most cases, except for

Personal Art Activity, Architecture, Business Activity, Protest and Nature Trip. Our method can

even beat “worker” in some cases.

In the following sections, we describe the various baseline methods we benchmark our

system against. To make a long story short, we achieve our best result using an ensemble of the

five PR-CNN(Progressive) networks with face information (See Table 2.3).
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Figure 2.10: Comparison of six methods for 23 event types respectively. Individual worker’s
performance is also included as comparison. Results of MAP@t%5 are shown.
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Does aesthetics play an important role?

In a user study, Walber et al.show that that humans use the visual appeal of an image as a

criterion for selecting important images in an album [120]. Here, in order to quantify the role

attractiveness plays in the selection, we use an aesthetic score prediction method instead of the

importance score. We train a CNN classifier similar to [79], using aesthetic scores collected using

AMT.

Table 2.3 shows that the aesthetic score of images is only slightly better than random. We

conclude that aesthetics, at least using this method, is not a very important criterion for human

selection of important images in event albums.

As shown in Figure 2.10, we observe that the aesthetic score is more predictive for some

events than others, e.g. Nature trip, Personal art activity (in which many photos are portrait

shots). Especially for Nature Trip, aesthetics achieves the best performance over all methods.

This is consistent with our intuition: aesthetics is an important criterion for human selection in

events without strong narrative structure.

Are pre-trained CNN features useful?

Pre-trained CNN features have been shown to have a high generalization ability to new

tasks [16, 41]. Using the FC7 layer of Alexnet [58, 65] as our feature vector, we apply a K-NN

classifier and a Ranking-SVM classifier.

For the KNN approach, we perform a 10-nearest neighbors search against all training

images in the same event type, and use the weighted average of the 10 images’ ground truth

importance score, where the weight is the image’s similarity score to the query test image. We

denote this method as Pre-KNN. We also train 23 Ranking-SVMs (one for each event type) on

pairs of the 4096-d feature vectors. This method is denoted Pre-SVM.

Table 2.3 shows the results of using pre-trained CNN features. The KNN method sig-

nificantly outperforms the aesthetic score and random ranking. However, it is still much lower
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than our proposed method. This shows that the high variation of albums makes the direct score

prediction using images in other albums with similar visual appearance unreliable. The Pre-SVM

method performs better than the KNN method, but the improvement is limited.

The results of the above two experiments verify that the pre-trained CNN features can

generalize to some extent to the event-based image importance prediction problem.

Is Piecewise Ranking loss necessary?

In order to show the advantage of PR loss, we compare our results with the results trained

from a conventional ranking SVM hinge loss. For the SVM ranking loss, the network architecture

is exactly the same as our proposed method except for the loss function:

L(I1, I2) = max(0,1−Dp) (2.5)

where Dp = P(I1)−P(I2) is the predicted score difference between the image pair.

This method is denoted as SVM-CNN. As shown in Table 2.3, PR loss (PR-CNN(direct))

outperforms Ranking SVM hinge loss (SVM-CNN) especially when t < 20. Ranking SVM uses

87% of image pairs as the training data compared to PR loss, because it does not use the image

pairs with the same score. The reason for PR’s better performance may be due to differences in

the loss function or because it has 15% more training data.

We also tried a single network with Euclidean Loss to directly predict the importance of a

single image. As shown in Table 2.3, the result is denoted as Euclidean, and they are consistently

worse than SVM-CNN by about 0.6%.

Is event information useful?

In the previous work on album summarization or photo selection, a common approach is to

use general image interestingness/quality to represent the image importance score irrespective of
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the event type of the album [15, 95, 101]. We propose that event type information is an important

factor in determining the image importance score, and that using 2-stage learning will help with

the prediction. In this section, we verify our proposal by comparing the performance of CNNs

trained i) without the event type information, ii) with 2-stage learning, and iii) with only the

second stage learning on 23 event types.

We train a CNN with exactly the same architecture and training parameters except that the

last layer of each of the halves of the siamese network in Fig 2.6 is one unit, so there is essentially

one ”superclass” event type. This method is denoted as No Event CNN (NoEvent-CNN). As

shown in Table 2.3, although trained with the same loss, without event type information, the

network performs worse than PR-CNN(Progressive) by a large margin of 4% over the MAP

scores. In addition, the difference of P@t% is especially large for smaller t, which is the region

of most importance.

We also train a CNN with only the second stage directly on 23 event types, as PR-

CNN(Direct). Table 2.3 shows the performance gain using 2-stage learning is about 0.6% on

MAP score. This difference is consistent across our experiments. Again, our best result is with an

ensemble of the PR-CNN(Progressive) networks (Ensemble-CNN).

Incorporation of face information

In order to incorporate the face information, we use 5-fold cross validation on the training

set to set the parameters {α,β,λ} in Equation 2.2 using a grid search.

Among 23 event types, only 10 event types showed a performance gain after face infor-

mation was incorporated in the validation set, and therefore face information was only used for

these 10 event types. Table 2.4 shows the effect of incorporating face information for these 10

event types.

Among 23 event types, only 10 event types show a performance gain after face information

is incorporated in the validation set, and thus the face information is used for only these 10 event
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types on the test set. Table 2.4 shows the effect of incorporating face information for these 10

event types. As shown, for some event types, face information substantially helps performance,

while for other event types, face information has little impact, or even harms performance. In

summary, counter to our expectation, our method for incorporating face information has little

effect on performance, increasing it by about 0.1%, which is not likely to be significant.

Table 2.4: For a given event type, MAP@t% for the Ensemble-CNN after using the face
information. The difference between before v.s. after face information is shown in parentheses.
All the 10 event types for which face information is used are shown here.

t% 5 15 25
Beach Trip 0.353(+0.051) 0.455(+0.022) 0.555(+0.011)
Nature Trip 0.167(+0.008) 0.272(+0.008) 0.369(+0.007)

Group Activity 0.315(+0.003) 0.489(+0.001) 0.586(+0.003)
Halloween 0.315(+0.000) 0.424(+0.001) 0.529(+0.002)

Personal Art Activity 0.256(+0.000) 0.361(0.002) 0.449(+0.000)
Religious Activity 0.320(-0.012) 0.416(0.000) 0.503(+0.005)

Graduation 0.317(+0.001) 0.444(0.002) 0.548(+0.001)
Sports 0.228(+0.001) 0.322(0.002) 0.420(+0.002)
Show 0.232(+0.002) 0.356(0.002) 0.473(+0.001)

Museum 0.293(-0.010) 0.367(-0.010) 0.453(-0.006)

2.5.3 Qualitative results

In addition to the visual example of our method’s performance, we show more examples

of our method. Here we present 64 examples from all 23 event types from Figure 2.11a to

Figure 2.13d. For each album, we show top 10-20% images of the album from three methods.

(Each album has different size, while we want to constrain the number of images we show to

make it easier to view.) First row is the ground truth we acquired from AMT worker; second row

is our prediction using Ensemble-CNN; third row is the result from random selection. Note that

the images are distorted for viewing.

We can see that for most albums that have strong narrative structure or albums that consist

of images that vary much in quality or semantics, our method’s results are close to, though do
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not perfectly match the ground truth result; on the contrary, the results from random selection

are obviously less appealing (for example, Figure 2.11a, 2.18a, 2.18b, etc.). For instance, in

Figure 2.14a, our method captures the important moments of the wedding event, similar to those

people picked (in the ground truth); however random selection has many images that are less

important, for example, photos of people eating, or photos of guests talking, while not looking at

the camera.

There are also some albums in which most of the images are of similar quality or semantics,

for example, Figure 2.12a, 2.21b.
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(a) Top 20% of a Wedding album.

(b) Top 20% of a Museum album.

(c) Top 10% of a Graduation album.

Figure 2.11: Examples of results. For each album, top 10-20% images of the album from three
methods are shown. First row is the ground truth we acquired from AMT worker; second row is
our prediction using Ensemble-CNN; third row is the result from random selection.
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(a) Top 20% of a Personal Sports album.

(b) Top 20% of a Birthday album.

(c) Top 10% of a Halloween album.

(d) Top 20% of a Sports album.

Figure 2.12: Examples of results.
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(a) Top 20% of a Personal Music Activity album.

(b) Top 20% of a Halloween album.

(c) Top 20% of a Show album.

(d) Top 20% of a Zoo album.

Figure 2.13: Examples of results.
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(a) Top 20% of a Wedding album.

(b) Top 15% of a Cruise Trip album.

(c) Top 20% of a Wedding album.

(d) Top 20% of a Religious Activity album.

Figure 2.14: Examples of results.
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(a) Top 15% of a Causal Family/Friends Gathering album.

(b) Top 20% of a Wedding album.

(c) Top 20% of a Birthday album.

(d) Top 20% of a Halloween album.

Figure 2.15: Examples of results.
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(a) Top 20% of a Birthday album.

(b) Top 20% of a Wedding album.

(c) Top 20% of a Personal Art Activity album.

(d) Top 15% of a Theme Park album.

Figure 2.16: Examples of results.
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(a) Top 20% of a Zoo album.

(b) Top 20% of a Halloween album.

(c) Top 15% of a Graduation album.

(d) Top 10% of a Graduation album.

Figure 2.17: Examples of results.
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(a) Top 15% of a Urban Trip album.

(b) Top 20% of a Causal Family/Friends Gathering album.

(c) Top 10% of a Graduation album.

(d) Top 20% of a Architecture album.

Figure 2.18: Examples of results.
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(a) Top 20% of a Urban Trip album.

(b) Top 20% of a Business Activity album.

(c) Top 20% of a Business Activity album.

(d) Top 20% of a Wedding album.

Figure 2.19: Examples of results.
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(a) Top 20% of a Birthday album.

(b) Top 20% of a Architecture album.

(c) Top 20% of a Wedding album.

(d) Top 20% of a Zoo album.

Figure 2.20: Examples of results.
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(a) Top 10% of a Graduation album.

(b) Top 20% of a Museum album.

(c) Top 20% of a Beach Trip album.

(d) Top 10% of a Nature Trip album.

Figure 2.21: Examples of results.
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(a) Top 10% of a Zoo album.

(b) Top 20% of a Zoo album.

(c) Top 15% of a Zoo album.

(d) Top 10% of a Zoo album.

Figure 2.22: Examples of results.
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(a) Top 15% of a Protest album.

(b) Top 20% of a Wedding album.

(c) Top 20% of a Christmas album.

(d) Top 20% of a Museum album.

Figure 2.23: Examples of results.
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(a) Top 15% of a Birthday album.

(b) Top 20% of a Personal Sports album.

(c) Top 20% of a Show album.

(d) Top 15% of a Theme Park album.

Figure 2.24: Examples of results.
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(a) Top 20% of a Sports album.

(b) Top 20% of a Wedding album.

(c) Top 10% of a Museum album.

(d) Top 20% of a Personal Art Activity album.

Figure 2.25: Examples of results.
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(a) Top 15% of a Nature Trip album.

(b) Top 20% of a Theme Park album.

(c) Top 20% of a Theme Park album.

Figure 2.26: Examples of results.
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2.6 Conclusion

In this work, we introduce a new image property: event-specific image importance. We

provide a new dataset consisting of common personal life events, and we provide human generated

image importance score ground truth for the dataset. We provide evidence that although the

event-specific image importance score is subjective, it is a well-defined and predictable property:

there is consistency among different subjects. We develop a CNN-based system to predict event-

specific image importance. We show that although aesthetics is usually considered in an image

selection system, it is not the most important criterion for people. More importantly, we also

show that the event information is an important criterion when people select important images

in an album. In our prediction system, we design a Piecewise Ranking Loss for a dataset with

subjective or high variance ground truth, and we use a 2-stage progressive training process to

train the network. We show that our system is advantageous over the conventional Ranking SVM

loss and training procedure.

This work is the first attempt to predict event-specific image importance. This image

property is especially useful in album summarization and image selection from an album. In

future work, it will be interesting to further investigate the relationship between event types, and

to deal with albums with multiple/ambiguous event types. Also, we plan to develop a curation

system based on the image importance score, taking diversity and coverage into consideration.

Our Curation of Flickr Events Dataset will be made public to facilitate the study of this topic.
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Chapter 3

Recognizing and Curating Photo Albums

via Event-Specific Image Importance
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Chapter 2 shows that in a personal event album, image importance score is related to the

event type of the album it is in, and is predictable by statistical models. However, in Chapter 2, to

obtain the image importance score of images in an album, the event type information is assumed

known in advance. In this chapter, I develop an iterative model that can learn the event type of

the album and image importance score simultaneously.

Automatic organization of personal photos is a problem with many real world applications,

and can be divided into two main tasks: recognizing the event type of the photo collection, and

selecting interesting images from the collection. In Chapter 2, we describe our model to find

interesting images from an album collection, with learning of the image property: event-specific

image importance. In this chapter, we attempt to simultaneously solve both tasks: album-wise

event recognition and image-wise importance prediction. We collected an album dataset with

both event type labels and image importance labels, refined from an existing CUFED dataset.

We propose a hybrid system consisting of three parts: A siamese network-based event-specific

image importance prediction, a Convolutional Neural Network (CNN) that recognizes the event

type, and a Long Short-Term Memory (LSTM)-based sequence level event recognizer. We

propose an iterative updating procedure for event type and image importance score prediction.

We experimentally verified that image importance score prediction and event type recognition

can each help the performance of the other.

3.1 Introduction

With the advent of cheap cameras in nearly all of our devices, automated uploading to

the cloud, and practically unlimited storage, it has become painless to take photos frequently in

daily life, resulting in an explosion of personal photo collections. However, the oversized image

collections make it difficult to organize the photos, and thus automatic organization algorithms

are highly desirable. The organization of personal photo collections can be decomposed into
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two stages: recognizing the event type of a photo collection, and suggesting the most interest-

ing/important images in the photo collection to represent the album. The two stages can assist

users in keeping the photo collections organized and free of irrelevant images, and can be further

used to pick photos for an album cover or to make a photo collage.

Both event recognition and image importance prediction have been studied independently

in previous literature. Studies of event recognition fall into three types. The most popular

approach uses videos as input [122, 88, 111, 127, 132, 85, 37], and spatiotemporal features are

commonly used. Further, event recounting which aims to find the event-specific spatial/temporal

discriminative parts of a video is also studied [37]. This is relevant to event-specific image

importance, but the image importance of an image is not decided by how discriminative it is.

At the other end of the spectrum, event recognition for single images has also been studied

[73, 90, 97, 121]. There is no temporal information or relevant frame importance to consider, and

both object and scene level features have been used [73].

Album-wise event recognition lies between single-image-based and video-based event

recognition, and is most related to our work. Images in an album can be thought of as very

sparse samples from an event video, and consecutive images from the photo album are no longer

continuous. A common approach is to aggregate evidence from single images to classify the album

type [82, 114, 3, 124]. For example, Wu et al.[124] fine-tune Alexnet to extract features from

single image, and then aggregate the features from each image and train a multi-layer network to

recognize the event type of the album. The above work treats albums as unordered collection of

images. On the other hand, Bossard et al.[11] exploit the sequential nature of personal albums,

using an HMM-based sub-event approach (Stopwatch HMM) for event recognition. They use

temporal sequence of the images, and model an album with successive latent sub-events to boost

the recognition performance, and show that the temporally-sensitive HMM outperforms simply

aggregating the predictions from all the images in an album. This indicates that the sequential

information in an album is useful for album-wise event recognition.
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Image importance is a complex image property which is related to various factors, such

as aesthetics [79], interestingness [28] and image memorability [56]. In Chapter 2, we show that

image importance is modulated by the context it is in, i.e., image importance is event-specific.

For example, a photo of a beautiful work of architecture is important in an album of an urban trip,

yet not so important in a wedding event. We showed that a siamese-network-based model can

reasonably predict this highly subjective image property. However, our previous work assumed

that the event type of the album is already known. This is undesirable if we want to build an

end-to-end photo organization algorithm. In this work, we train a system simultaneously for event

recognition and image curation, so that user input of the event type is not required.

Event recognition and image importance prediction are inherently related to each other:

1) importance is event-specific, so we need to know the event type to better predict importance; 2)

albums often contain “outlier” photos that aren’t directly related to the event. If we can reduce

effects from the outliers by discovering the important/key images in an album, we can better

recognize the event. Therefore, we ask the question: can we simultaneously recognize the event

type of an album, and discover important images in it? And more importantly, can we improve

the performance of each task by forming a joint solution?

In answering this question, this work makes the following contributions: 1) We develop

a joint event recognition and image importance prediction algorithm.We use a CNN for image

level event recognition, and a Siamese Network for event-specific image importance prediction.

Then An iterative update scheme is used during the test stage, and we find that event recognition

and image importance prediction can indeed improve each other’s performance; 2) We further

boost the performance of event recognition with an LSTM network that leverages sequential

information in labeling the album; 3) We also refine the CUFED dataset by collecting more

human annotations for the event types, allowing raters to apply multiple labels to the events. This

improves the reliability of the ground-truth, accounting for the ambiguity between event types.
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3.2 Related Work

Our work is closely related to the study of event recognition for a personal album. Mattivi

et al.[82] classify a personal album into 18 events simply by aggregating SVM classification

results from single images in the album. Tsai et al.[114] learn object patterns from single images,

and then an album-wise SVM is trained on the frequency distribution of different object patterns

appearing in an album. Bacha et al.[3] proposed a probabilistic graphical model to combine scene

and object features for album classification. CNN-based models are also explored to aggregate

features of an album for event prediction [124].

The above works treat albums as unordered collections of images. On the other hand,

in [11], Bossard et al.exploit the sequential nature of personal albums and use an HMM based

sub-event approach for event recognition. They use temporal sequence of the images, and model

an album with successive latent sub-events to boost the recognition performance, and show that

the temporally-sensitive HMM outperforms the simple aggregation of predictions from all the

images in an album.

Event recognition for single photos has also been studied. Li et al.[73] use a generative

graphical model to recognize event types of a database with 8 sports events. Their model integrates

cues from scene and object categorization to classify the sports events. Salvador et al.[97] apply

CNNs to cultural event recognition. They integrate cues from visual features extracted by a CNN

with the time-stamp of a photo, inspired by the fact that photos of a cultural event are mostly

taken in the same period of time. However, in personal photo collections, the relevance of an

image within an event album varies a great deal. These approaches for single images are useful,

but not sufficient for album-wise event recognition.

CNN methods have greatly boosted performance in image understanding tasks, such

as image classification, object detection and scene recognition [65, 107, 41, 134]. Now many

researchers have switched their focus to higher-level image properties, such as event recognition
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[125], semantic segmentation [77], multilabel image annotation [42], and image captioning [30].

Long Short-Term Memory (LSTM) networks [50] have been proposed for sequence

prediction and sequence labeling, and have achieved success for tasks such as handwritten text

recognition [44] and speech recognition [96]. The success of LSTMs for sequence prediction

tasks have also been extended to video-based event recognition. Reiter et al.[92] also combine

LSTM and HMMs for video meeting analysis. Relevant to our work, Donahue et al.[30] proposed

the Long-term Recurrent Convolutional Network (LRCN) model to stack CNN feature extractors

and LSTM networks for sequential learning of videos or images.

3.3 The ML-CUFED Dataset

In order to train and evaluate the joint curation-recognition model, we use the Curation

of Flickr Events Dataset (CUFED), and refine it by collecting additional human opinions on the

event types in the dataset. We call the new dataset MultiLabel-CUFED (ML-CUFED). In this

section, we describe the dataset, and provide a consistency analysis of the labels collected from

Amazon Mechanical Turk (AMT). The dataset is available to the public.

3.3.1 The CUFED dataset

The CUFED dataset is an image curation dataset extracted from the Yahoo Flickr Creative

Commons 100M dataset. It contains 1883 albums over 23 common event types, with 50 to 200

albums for each event type. The event type of each album was decided by 3 AMT workers’

annotations. Meanwhile, within each album, the event-specific importance of each image is

obtained by averaging 5 AMT workers’ votes when the event type is given to them.

One problem with CUFED is that the event type of an album is decided by only 3 workers,

who were constrained to give a single label to each album. However, some of the event types

in that dataset are related (e.g., architecture and urban trip). For an album with ambiguous or
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multiple event types, such a constraint is overly restrictive. For example, the two albums in Fig 3.1

are both birthday events, but they can also fall into the category of casual friends gathering. These

two event types are not mutually exclusive. Moreover, intuitively, we would consider the album

on the right to be a more typical birthday event, with distinguishable elements such as birthday

hats and cakes, while the album on the left is more of a casual friends gathering rather than an

obvious birthday event. Therefore, collecting the event types and their proportion in one album

from more peoples’ views is necessary. This results in a multi-label event recognition dataset

with richer information.

Figure 3.1: Example of two birthday albums (both have the photo uploader’s tag “birthday”).

3.3.2 Data collection

In addition to the 3 votes the dataset already includes, we collected 9 more workers’

opinions for each album, and allowed them to select up to 3 event types. There were 299 distinct

workers who participated in the task.

Quality control was performed for each AMT worker in order to collect high quality

annotations. Before the real task, only workers who passed a test that was very similar to the actual

task were allowed to proceed. During the tasks, the results workers turned in were compared

with other workers’ submissions, and submissions that highly diverged from others were further

manually inspected. If the divergence was unreasonable, the submission was rejected. After all

the annotations from workers were collected, we further cleaned the annotations by eliminating

the labels with only one vote. To get the final ground-truth event types, we converted the votes to
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a probability distribution over event types for an album.

3.3.3 Dataset analysis

To check the validity of the dataset we collected, we analyzed the annotations in several

ways. Each album has between 9 and 27 votes (because we allow for multiple choices from one

worker). 76% of the albums received votes for two or fewer event types. 95% of the albums

received votes for three or fewer event types. To check the consistency among workers, we

randomly split the 299 workers into two halves, and for each album we checked whether the

annotations from one half were consistent with the other half. We repeated the random split 100

times, and on average, for 89.6% of the albums, the event type receiving the most votes were the

same for both groups. This suggests that despite the ambiguity of some album types, the opinions

of different AMT workers are consistent.

Table 3.1: 23 Event types of ML-CUFED, and most frequent event type pairs of 2-label albums
with their occurrence.

Categories Event Types

All Event Types

Wedding, Birthday, Graduation, Protest, Personal Music Activity,
Religious Activity, Casual Family/Friends Gathering, Group Activity,

Personal Sports, Business Activity, Personal Art Activity,
Architecture/Art,

Urban Trip, Cruise Trip, Nature Trip, Theme Park, Zoo, Museum,
Beach Trip, Show, Sports Game, Christmas, Halloween

Top 10 event
types of two-label

albums

(Personal Sports, Sports): 68, (Urban Trip, Architecture/Art): 27,
(Zoo, Nature Trip): 22, (Show, Personal Music Activity): 22,

(Casual Family/Friends Gathering, Group Activity): 17,
(Birthday, Casual Family/Friend Gather): 16, (Halloween, Group

Activity): 12, (Beach Trip, Cruise Trip): 8, (Show, Group Activity): 8

Table 3.1 shows all the 23 event types in ML-CUFED dataset, and the most frequent event

type pairs of 2-label albums. Overall, there are 363 albums with multiple labels, about 20% of the

ML-CUFED dataset.

In Figure 3.2, we show three examples of albums with multiple labels. These albums

63



(a) An example of a Birthday & Casual Family Gathering album. It was originally labeled as Birthday
in CUFED.

(b) An example of a Christmas & Theme Park album. It is originally labeled as Christmas in CUFED.

(c) An example of an Urban Trip & Architecture/Art album. It is originally labeled as Architecture/Art
in CUFED.

Figure 3.2: Examples of albums with multi-label in ML-CUFED, the original labels in CUFED
are also shown. It is better to view digitally.
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contain a mixture of different event types. For example, Figure 3.2(b) is a Christmas night event

in a theme park (the fourth image in the second row shows ”Merry Christmas” with the Christmas

lights, better seen if zoomed in), therefore the multi-label: (Christmas & Theme Park) is more

reasonable than the single label Christmas.

3.4 Joint Event Recognition and Image Curation

In this section, we describe our approach to jointly attain image importance prediction and

album event recognition. It is intuitive that important images contribute more to the identity of an

event, and should be emphasized when deciding the event type of the album from the images.

On the other hand, the identity of the event is needed for accurate individual image importance

prediction, as shown in Chapter 2. Moreover, it has been shown that sequential information

in an album is useful for event prediction [11]. Therefore, we build a joint system that can

simultaneously predict the event type and image importance for an album. The system is shown

in Figure 3.3. We elaborate on the different parts of the system in this section.

3.4.1 Event curation network

For event curation, we use a similar approach as in Chapter 2, using Piecewise Ranking

Loss to train a Siamese network to predict the importance score difference between an image

pair given the ground-truth event type. The Siamese network outperforms a traditional CNN that

directly predicts the absolute image importance score. Compared to the architecture in Chapter 2,

we added a pathway to directly predict the score difference between the image pair, rather than

looking at the two images separately. This makes the training process faster and improves the

results.

In Figure 3.4, we show the Curation-Siamese network used in the training stage for image

importance prediction. Similar to Chapter 2, we use a siamese network to predict the importance
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Figure 3.3: The joint album recognition-curation system. {W,Q, p̂, p,v} are described in
Section 3.4.3. W , Q, and p̂ are computed once and then used to iteratively update p and v.
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Figure 3.4: Architecture of the event curation siamese network (Curation-Siamese) during
training. The “CNN” parts are the standard siamese network, the middle pathway that predicts
score differences directly is novel in this application.

difference between an input image pair from an album given the ground-truth event type.

In Chapter 2, the siamese network predicts the absolute image score for each input image

first, and then calculates the importance score difference, and a Piecewise Ranking Loss (PRL) is

used as objective (shown in Figure 3.4 as Piecewise Ranking Loss(1)). This pathway is preserved

in our architecture, and is denoted as Pathway1.

Unlike the architecture in Figure 2.6, we add another pathway to directly predict the score

difference between the image pair (as shown in the dotted box in the middle in Figure 3.4). We

denote this extra pathway as Pathway2. This pathway concatenates the image features extracted

from both input images (fc7 layer features for AlexNet, or the 500-unit fully connected layer

features after the pool5 layer when using ResNet), and adds a 300-unit fully connected layer

67



on top of the concatenated features, followed by a ReLU nonlinearity and dropout layer with

0.5 dropout rate. Then, the score difference between the image pair is directly predicted. The

piecewise ranking loss is also used for this pathway, denoted Piecewise Ranking Loss (2).

In Pathway1, the siamese networks only see the two images separately, and predict the

absolute importance score independently. However, Pathway2 adds a single network that sees

both of the images, and directly predicts the score difference.

During the test stage, only one test image is fed into the trained network, with one

importance score as the prediction from Pathway1. Though not used in the test stage, Pathway2

helps with the training of the network shared between both pathways, and effectively improves

the performance of the network.

For each training image pair, the “ground-truth” event is sampled from the label distri-

bution, and used to gate the output and gradient of the network. We denote this network as

Curation-Siamese.

3.4.2 Event recognition networks

One of the properties of an “event album” that makes it distinct from a simple collection

of images is that it is a sequence, and this provides us with the temporal relationship between the

images. LSTMs have been successfully applied to sequential tasks [117, 50, 44, 96, 30], and their

ability to remember long-range temporal context is suitable for our task. Therefore, we use the

LSTM network to capture the sequential information, in addition to a classical CNN that captures

the visual features of a single image.

We start with a CNN pre-trained on ImageNet [58, 65], and optionally fine-tune it on

ML-CUFED to recognize the event type from a single image. We call this network Recog-CNN.

The architecture of the Recog-CNN is shown in Figure 3.5. The album’s images are first

fed into the trained CNN for single images. For AlexNet, fc7 features are extracted, and for

ResNet, pool5 features are extracted. The dimensionality of the features is then reduced to 512
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with PCA, and the sequence of compressed features is fed into the LSTM network. The LSTM

network we use is the same as the one described in [30]. The dimensionality of the hidden units is

512. The hidden-unit features for all the time frames are then averaged by the mean pooling layer

over time. The mean hidden features are used as the features of the whole album, and are fed into

the prediction layer for the final event type prediction. The target for both the CNN and LSTM

network is a one-hot encoding, but we treat each training example as from one of the possible

event types according to the distribution of ground-truth event labels.

AdaDelta is used to train the network. There are 1404 training albums in ML-CUFED. To

overcome the overfitting problem, we subsample 20 sub-albums from one album. The sub-albums

contain no less than 75% images of the original album.

Figure 3.5: Architecture of the LSTM network for album-wise event recognition (Recog-LSTM)
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3.4.3 The iterative curation-recognition procedure

For an “event album”, more important images give us more information about the event

type. For example, although a candle blowing image may only appear in an album once, it is

a critical clue for revealing the event type of the album. However, as shown in Chapter 2, the

importance of an image is event-type dependent. Therefore, we propose an iterative update

procedure to demonstrate that the image importance score and event recognition of an album can

be used to improve each other’s performance.

We denote an N-image album as A = {I1, ..., IN}. We assume C different event types. The

input to the algorithm is the output of the above three networks: 1) Recog-CNN produces an

N-by-C matrix Q, where each row is a probability distribution over event-types, given the image;

2) Recog-LSTM produces a 1-by-C row vector of probabilities of event types, p̂, given the image

sequence; 3) Curation-Siamese produces a N-by-C matrix W , where each row is the importance

score of an image, given the event-type. The output of the algorithm is the N-dimensional column

vector v = [v1, ...,vN ]
T , which is the prediction of the importance score for all images in album

A, and the C-dimensional row vector p = [p1, p2, ..., pC], the distribution over the possible event

types.

The iterative curation-recognition procedure is as follows:

1. Re-weight Recog-CNN event prediction by image importance.

p′(k+1) ∝ (vT (k))α ·Q (3.1)

where v(k) is the k-th step prediction for all images’ importance scores in album A (ini-

tialized to a uniform distribution) and α is a parameter that controls the strength of the

importance score for the update. p′ denotes the updated album event type prediction,

normalized to a distribution. Thus, p′ is a distribution over event types that is the average

of each image’s event distribution weighted by the image’s predicted importance score.
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2. Combine event type predictions with p̂.

p(k+1) =
1
2
(p′(k+1)+ p̂) (3.2)

where p̂ is the probability distribution of event types predicted by Recog-LSTM. Thus, p̂

serves as an“anchor” for the prediction.

3. Update image importance score with the updated event type distribution.

v(k+1) ∝

{
W ◦ I

{
pc ≥ m ·max

c′
(pc′)

}
(1,c)

}
· p(k+1)T (3.3)

where W is the importance scores of all the images given the event type from Curation-

Siamese, ◦ denotes element-wise multiplication of each row, and I is an indicator that

returns 1 if its argument is true and 0 otherwise. Hence, I forms a binary mask that zeros

out the importance scores for columns of W that correspond to low-probability events,

computed as a fraction m (a parameter) of the maximum probability event. Thus, the

updated image importance is the average of the importance score given different events,

weighted by the event type probability. Elements of v(k+1) are normalized to range from

0 to 1.

By iterating Equations 4.4-3.3, we obtain the album-wise event prediction p and image

importance score prediction v. Note that this procedure is not guaranteed to converge, hence we

set a maximum number of iterations, and if this maximum number is reached before convergence,

the predictions for p and v are obtained by averaging over last three steps.

3.5 Experiments

In this section, we evaluate our approach for both event recognition and image importance

prediction on ML-CUFED, and we compare our event recognition result with Bossard et al.[11]
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on another album-wise event recognition dataset they collected called PEC.

3.5.1 Baselines

Our joint recognition-curation method produces two outputs: an album event type pre-

diction, and an image importance prediction. For event recognition, we compare our result with

the baseline from Recog-CNN. In addition, the intermediate result of our algorithm can also be

compared with the final result to validate the necessity of each part of our system. Therefore, we

compare our method with the following methods:

• CNN-recognition: Use Recog-CNN to predict the event type for each image, and average

the results.

• CNN-LSTM: The prediction by Recog-LSTM. Note this uses Recog-CNN’s feature repre-

sentation as input.

• CNN-Iterative: Use the proposed method as described in Section 3.4.3, but without step 2.

Therefore, Recog-LSTM result is not involved.

• CNN-LSTM-Iterative: Our full proposed method as described in Section 3.4.3.

To evaluate our image importance prediction, we compare with several baselines:

• CNN-Noevent: Train a Siamese Network to predict the importance score difference of an

input image pair without any event-type information. All albums are considered to be part

of the same “uber” event type.

• CNN-Noevent(test): Use Curation-Siamese that is trained using the ground-truth event

type information to gate the output error and back-propagation signal, while during testing,

average the predicted importance score for all possible event types.

• CNN-LSTM-Iterative: As above.
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3.5.2 Experimental details

Dataset

For ML-CUFED, we split the albums into training and test in a ratio of 4:1. The test set

has 368 albums. To decide the hyper-parameters (α,m) in our iterative model, a validation set

with 111 albums is extracted from the training set. For the PEC Event Recognition Dataset [11],

we use directly the test set consisting of 10 albums for each event type as described in [11], so

that we can directly compare their results with ours.

Parameter setting

For both the Recog-CNN and the Curation-Siamese, we use two architectures: 8-layer

AlexNet [65] and 101-layer ResNet [48]. Both networks are pre-trained on ImageNet, and we

fine-tune AlexNet on ML-CUFED. We use a similar training scheme to [58], but with a lower

learning rate of 0.001. For Recog-LSTM, we use high-level features from the Recog-CNN as

input. For fine-tuned AlexNet, we use fc7 layer features, while for ResNet, we use the pool5

layer features. We reduce the feature dimension to 512 with PCA. For the Recog-LSTM, the

dimensionality of the LSTM is 512, and we use AdaDelta as the optimization method [133, 10, 7].

For Curation-Siamese, we follow the settings in Chapter 2 and choose the two margins as ms = 0.1

and md = 0.3. We set the number of iterations of our joint recognition curation algorithm to 10.

Evaluation

For event recognition on ML-CUFED, we use two metrics to evaluate the models: average

accuracy and F1 Score. F1 Score is the harmonic mean of precision and recall, and can account

for multi-label ground-truth. Both accuracy and F1 are calculated with top-1 prediction. For event

recognition on PEC, only average accuracy is used. For image importance prediction, we follow

Chapter 2 using MAP@(t%) and Precision@(t%). Precision is the ratio between the number of

73



retrieved relevant images and the number of retrieved images. MAP is the averaged area under

the precision-recall curve.

3.5.3 Results on the ML-CUFED Dataset

Performance over iterations

Our curation-recognition procedure iteratively updates the album-wise event type predic-

tion and the image-wise importance score prediction. There are two hyper-parameters for the

iterative procedure: θ = (m,α). Here, m is a threshold (a fraction of the maximum probability)

used to eliminate event types with low probability by setting their probability to 0. These are then

ignored by the image importance prediction procedure; α is the emphasis we put on the image

importance score for event type prediction. When m = 0, all event types are considered for image

importance calculation; when m = 1, only one event type with highest probability is considered.

These hyper-parameters are determined using a 111-album validation set and running a

grid search on choices of θ = (m,α). Using ResNet features, the hyper-parameters are as follows:

for ML-CUFED, θ = (0.0,1.0). For PEC, θ = (1.0,1.4). Using fine-tuned AlexNet features:

θ = (0.3,1.9) for ML-CUFED, and θ = (0.6,1.1) for PEC. In Figure 3.6, we show the system

performance with respect to the iteration number on ML-CUFED using ResNet features.

As shown in Figure 3.6, both album-wise event recognition performance and image

importance score prediction performance improve over iterations, and converges after a small

number of iterations.

Event-specific image importance

In Table 3.2, we show the performance gained by using the two pathway model in Figure

3.4 versus training with only Pathway1. We show the comparison for both AlexNet and ResNet.

There is a steady improvement with the use of Pathway2. The performance gain is about 0.5%
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(a) Album-wise event recognition accuracy v.s. iteration number for hyper-parameters (m,α) =
(0.0,1.0) of the iterative curation-recognition procedure.

(b) Image importance prediction accuracy (MAP@5%) v.s. iteration number for hyper-parameters
(m,α) = (0.0,1.0).

Figure 3.6: Performance of our joint system with respect to iteration number on ML-CUFED
using ResNet features.
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Table 3.2: Comparison of the Curation-Siamese with only Pathway1, as used in Chapter 2, and
the two pathway model used in this paper. Note that all the results shown here are obtained
assuming ground-truth event types are known during the test stage.

MAP@t% P@t%
t% 5 10 15 20 5 10 15 20

AlexNet-Pathway1 0.298 0.362 0.417 0.469 0.199 0.300 0.354 0.407
AlexNet-Pathway1&2 0.305 0.368 0.421 0.472 0.211 0.307 0.362 0.412

ResNet-Pathway1 0.305 0.376 0.427 0.477 0.202 0.309 0.368 0.423
ResNet-Pathway1&2 0.310 0.382 0.432 0.481 0.206 0.311 0.372 0.428

on both MAP and Precision, which is similar to the gain from the use of 2-stage learning in

Chapter 2.

For the image importance score prediction task, we compare our methods to several

baselines in Table 3.3 using AlexNet features and Table 3.4 using ResNet features. For an

upper-bound of our method, we also show the result for CNN-GTEvent, where we assume the

ground truth event type is known, and predict the importance score based on that. CNN-GTEvent

serves as the best result we can get when the event recognition stage is perfect.

As shown in Table 3.4 and Table 3.3, CNN-Noevent performs better than CNN-Noevent

(test). This suggests the divergence of the importance prediction for different event types.

CNN-Noevent performs a little better than CNN-Noevent (test). CNN-LSTM-Iterative

greatly outperforms CNN-Noevent, with a steady 3% MAP increment. There is also a steady

3% increment for P at t < 20%. CNN-LSTM-Iterative closely approaches the upper bound

(CNN-GTEvent), with a more notable performance gap between CNN-LSTM-Iterative and CNN-

Noevent. CNN-LSTM-Iterative greatly outperforms the other two models. With AlexNet, 70% of

the gap that exists between CNN-Noevent (test) and the results using the ground truth event type

(CNN-GTEvent) is crossed by CNN-LSTM-Iterative, while with ResNet, the 79% of the gap is

crossed. With AlexNet, 56% of the gap is crossed, while with ResNet, the 62% of it is crossed.

This is because the ResNet features achieve better event type recognition performance, and better

event type recognition in turn helps improve the image importance score prediction result.
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Table 3.3: Comparison of event-specific image importance predictions using different methods
with AlexNet. We also show the score using a random ranking as a lower bound, and a CNN-
GTEvent result which uses ground-truth event type information when testing as an upper-bound.

MAP@t% P@t%
t% 5 10 15 20 25 30 5 10 15 20 25 30

Random 0.113 0.161 0.211 0.256 0.303 0.350 0.044 0.090 0.142 0.193 0.243 0.298
CNN-Noevent(test) 0.251 0.303 0.358 0.414 0.462 0.508 0.142 0.211 0.284 0.335 0.384 0.436

CNN-Noevent 0.258 0.316 0.369 0.425 0.475 0.519 0.168 0.245 0.307 0.373 0.422 0.468
CNN-LSTM-Iterative 0.278 0.347 0.400 0.453 0.502 0.547 0.191 0.280 0.340 0.394 0.450 0.491

CNN-GTEvent 0.305 0.372 0.424 0.476 0.522 0.565 0.218 0.304 0.361 0.417 0.461 0.504

Table 3.4: Comparison of event-specific image importance predictions with different methods
using ResNet features. We also show Random ranking score as a lower bound, and a CNN-
GTEvent result which uses ground-truth event type information when testing as an upper-bound.

MAP@t% P@t%
t% 5 10 15 20 25 30 5 10 15 20 25 30

Random 0.113 0.161 0.211 0.256 0.303 0.350 0.044 0.090 0.142 0.193 0.243 0.298
CNN-Noevent(test) 0.272 0.330 0.380 0.434 0.483 0.530 0.167 0.256 0.327 0.379 0.432 0.476

CNN-Noevent 0.280 0.352 0.403 0.455 0.504 0.552 0.178 0.281 0.347 0.404 0.454 0.497
CNN-LSTM-Iterative 0.302 0.371 0.419 0.470 0.520 0.568 0.205 0.300 0.360 0.413 0.459 0.507

CNN-GTEvent 0.309 0.383 0.432 0.482 0.529 0.573 0.205 0.311 0.373 0.428 0.472 0.512

Event recognition

Table 3.5 shows the results of different methods for event recognition. For an album with

multiple labels, we deem it correctly predicted if the top-1 prediction is among the ground-truth

event labels. As shown, ResNet features perform much better than AlexNet features. For both

AlexNet and ResNet features, there is a performance gain over all three baselines. We can also

observe that both iterative curation-recognition and LSTM method help to improve the final result.

This suggests that both these types of information in an event album are helpful in deciding the

event type of this album: image importance information, and album sequential information.

We compare our results with another CNN-based model in [124]. Wu et al.[124] use a

fine-tuned AlexNet to extract image features, and average the image features for album-wise

prediction of event type. Here, we reimplement their approach for ML-CUFED, using ResNet.

Our model substantially outperforms theirs.
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Table 3.5: Comparison of event-recognition models on ML-CUFED and PEC. Note that for the
PEC result, our model is trained on ML-CUFED, while Wu et al.[124]’s model and SHMM are
trained on the PEC training set.

Dataset ML-CUFED PEC
Avg. Acc. F1-Score Avg. Acc.

Method AlexNet ResNet AlexNet ResNet AlexNet ResNet
CNN-recognition 75% 82.9% 0.698 0.772 80.9% 84.5%

CNN-LSTM 76.6% 81.5% 0.713 0.759 82.7% 85.5%
CNN-Iterative 78% 83.7% 0.729 0.781 81.8% 86.4%

CNN-LSTM-Iterative 79.3% 84.5% 0.737 0.786 84.5% 87.9%
Wu et al.[124] 83.4% 0.773 *84.5% *89.1%
SHMM [11] - - *76.3%

Qualitative Results

In this section, we show more examples of the qualitative results of our algorithm.

In Figure 3.7 and 3.8, several albums in ML-CUFED are shown. Figure 3.7 is an example

of test results from AlexNet, and Figure 3.8 is using ResNet. For the examples shown here, the

album-wise event type prediction is incorrect with the CNN recognition method, which simply

averages the results from the classification of single images, but with the proposed CNN-LSTM-

Iterative algorithm, the event type prediction is corrected. Also, we can see the ground-truth and

predicted importance ranking of the images in each album. We also show the baseline image

importance prediction results in the middle row. This baseline is achieved without event type

prediction by just averaging the importance prediction across all event types. Note that there

are equal ranks for multiple images in the ground-truth importance ranking. This is because the

importance scores from 5 votes of Amazon Mechanical Turk(AMT) workers have a lot of ties.

Therefore, the ranks shown here are the median ranking of all the images with the same score,

and thus the ranks for the images with same ground-truth score are the same.

Only a fraction of images in the albums are shown here due to limited space. We deliber-

ately choose both images with high ground-truth importance and low ground-truth importance for

each album to show the overall quality of the albums.
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For example, in the third example of a Cruise Trip album in Figure 3.7, there are many

images of the iceberg and the sea similar to the last image shown here. If only CNN-recognition

is used, and the prediction is produced by averaging the prediction of every image in the album,

the album is recognized as a Beach Trip. However, after we assign different importance scores

to images, as shown in the ranking of images, this album is correctly recognized as a Cruise

Trip. Also, by comparing the image importance ranking between the second and third rows,

corresponding to baseline importance prediction and CNN-LSTM-iterative importance prediction

method, we can see that predicting the event type as a cruise increases the importance score of

the first three images, which are more relevant to the event type, while decreasing the importance

score of the photo of the cat and the selfie-like photo. The image rankings of the proposed method

(in the third row) is obviously closer to the ground-truth ranking than the baseline method (in the

second row). This demonstrates the advantages of the joint recognition-curation algorithm. In

other words, our full method is able to rank important images (which are more indicative of event

types) at the top.

In Figure 3.9 and 3.10, more examples with correct event type prediction in ML-CUFED

are shown. Figure 3.9 is from the network using AlexNet, and 3.10 is from the network using

ResNet. We can also see how the images are ranked with predicted importance by the baseline

algorithm and the proposed joint event recognition-curation algorithm. We can see many examples

of better importance prediction results with the joint algorithm using the event type prediction,

such as the first and second image in the first Birthday album in Figure 3.9; and the first three

images in the third Wedding album in Figure 3.10.

In Figure 3.11 and Figure 3.12, we show some examples of incorrect event type prediction

in ML-CUFED. Figure 3.11 is from AlexNet, and Figure 3.12 is from ResNet. In Figure 3.11, the

ground-truth event type of the three example albums are book signing event (business activity),

ball (group activity), and graduation party (graduation) respectively. In Figure 3.12, the ground-

truth event type of the three example albums are Korean traditional wedding, Christmas family
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Figure 3.7: Examples of recognition-curation result on ML-CUFED using AlexNet. These
examples were incorrectly categorized by CNN-recognition, but correctly categorized by CNN-
LSTM-Iterative. We show the ground-truth ranking, the baseline predicted ranking, and the
predicted importance ranking.
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Figure 3.8: Examples of recognition-curation result on ML-CUFED using ResNet. These
examples were incorrectly categorized by the CNN-recognition method, but correctly categorized
by the CNN-LSTM-Iterative.
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Figure 3.9: More examples of the recognition-curation results from ML-CUFED using AlexNet.
The event types of albums are correctly recognized, as shown to the right of each album.
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Figure 3.10: More examples of recognition-curation results from ML-CUFED using ResNet.
The event types of albums are correctly recognized, as shown in the right of each album.
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party, and casual friends gathering respectively.

Figure 3.11: Examples of recognition-curation result from ML-CUFED using AlexNet, whose
event types are predicted incorrectly. The predicted event type and the ground-truth event type
are shown in the right of each album. The ground-truth event type is shown in parenthesis.

3.5.4 Results on the PEC Dataset

To show the generalizability of our algorithm, we compare our result with [11] and [124]

on PEC. The PEC dataset is an 807-album event dataset with 14 social event classes. There is no

ground-truth importance score in PEC, thus we cannot train our algorithm on it. Therefore, we

use the model we trained on ML-CUFED and test the model on the PEC test set containing 10

albums each class.

PEC has several event types that are not contained in ML-CUFED, such as Saint Patrick’s

Day, Easter, and Skiing, and there are two event types that can map to single event type in

ML-CUFED: Children’s Birthday and Birthday can be mapped to single Birthday event in ML-

CUFED. Therefore, we provide the mapping from PEC label to ML-CUFED label in Table 3.6

here. There are 9 event types in PEC after merging.Note that the mapping is not perfect, and the
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Figure 3.12: Examples of recognition-curation result from ML-CUFED using ResNet, whose
event types are predicted incorrectly.

noise in the mapping makes the performance of our method shown here a little poorer than it

really is.

Table 3.6: Event type matching from PEC Dataset to ML-CUFED Dataset.

PEC (Children’s) Birthday Christmas Concert Graduation Exhibition
ML-CUFED Birthday Christmas Show Graduation Museum

PEC Halloween Hiking, Road Trip Wedding Cruise
ML-CUFED Halloween Nature Trip Wedding Cruise

Due to the label changes, we recalculate the performance of Stopwatch HMM (SHMM)

[11] on the test data based on the confusion matrix they provided in the paper. For merged

labels, the corresponding rows in the confusion matrix are merged. For missing labels, there are

many possible approaches, and we follow the most loose one which assumes the best possible

predictions: Assume false positive on those labels will be correct predictions if those labels

disappear.

The comparison of different methods is shown in Table 3.5. Similar to the result on
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ML-CUFED, we observe consistent performance gain from both LSTM network and iterative

updates. For the result of our reimplementation of [124], it is worth noticing that this model is

trained on PEC, and it achieves current state-of-the-art result on PEC. Although our model is

trained on ML-CUFED, it achieves very close performance with [124].

In Figure 3.13, We show some examples of event recognition result on PEC dataset of our

CNN-LSTM-Iterative system using ResNet. As in Section 3.5.3, we show two examples which are

incorrectly categorized by the CNN-recognition method, but correctly categorized by the CNN-

LSTM-Iterative in Figure 3.13(a); four examples which are correctly recognized in Figure 3.13(b);

one example which is wrongly recognized by CNN-LSTM-Iterative in Figure 3.13(c).

There is no ground-truth image importance score in PEC, therefore in Figure 3.13 we

only show the image importance rank predicted by CNN-LSTM-Iterative. For each album, we

only show a fraction of images in it, but we deliberately choose both images with high predicted

importance and low predicted importance.

We also show the PEC results using AlexNet in Figure 3.14.
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(a) Examples of two albums that are incorrectly categorized by CNN-recognition method, but correctly
categorized by CNN-LSTM-Iterative.

(b) Examples of four albums that are correctly recognized.

(c) An album whose event type is predicted incorrectly.

Figure 3.13: Examples of album recognition result on PEC dataset using ResNet. Rank of the
predicted image importance is also shown for each image.
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(a) Examples of two albums that are incorrectly categorized by CNN-recognition method, but correctly
categorized by CNN-LSTM-Iterative.

(b) Examples of four albums that are correctly recognized.

(c) An album whose event type is predicted incorrectly.

Figure 3.14: Examples of album recognition result on PEC dataset using AlexNet.
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3.6 Conclusion

In this work, we explore the problem of automatically recognizing and curating personal

event albums. It is the first attempt to solve the following two tasks jointly: recognizing the event

type of an album, and finding the important images in this album. Specifically, the result from a

CNN for image-wise event recognition, an LSTM Network for album-wise event recognition, and

a Siamese Network for image importance prediction are integrated by a unified, iterated updating

algorithm. We show that the joint algorithm significantly improves both image importance

prediction and event recognition.
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Chapter 4

Skeleton Key: Image Captioning by

Skeleton-Attribute Decomposition
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In this chapter, we extend the problem of image understanding by extending the interpret-

ing an image using beyond tags and classes. We aim to use sentence to describe an image.

Recently, there has been a lot of interest in automatically generating descriptions for an

image. Most existing language-model based approaches for this task learn to generate an image

description word by word in its original word order. However, for humans, it is more natural

to locate the objects and their relationships first, and then elaborate on each object, describing

notable attributes. We present a coarse-to-fine method that decomposes the original image

description into a skeleton sentence and its attributes, and generates the skeleton sentence and

attribute phrases separately. By this decomposition, our method can generate more accurate and

novel descriptions than the previous state-of-the-art. Experimental results on the MS-COCO and

a larger scale Stock3M datasets show that our algorithm yields consistent improvements across

different evaluation metrics, especially on the SPICE metric, which has much higher correlation

with human ratings than the conventional metrics. Furthermore, our algorithm can generate

descriptions with varied length benefiting from the separate control of the skeleton and attributes.

This enables image description generation that better accommodates user preferences.

4.1 Introduction

The task of automatically generating image descriptions, or image captioning, has drawn

great attention in computer vision community. The problem is challenging in that the description

generation process requires the understanding of high level image semantics beyond simple object

or scene recognition, and the ability to generate a semantically and syntactically correct sentence

to describe the important objects, their attributes and relationships.

The image captioning approaches generally fall into three categories. The first category

tackles this problem based on retrieval: given a query image, the system searches for visually

similar images in a database, finds and transfers the best descriptions from the nearest neighbor

91



captions for the description of the query image [27, 51, 67, 87]. The second category typically

uses template-based methods to generate descriptions that follow predefined syntactic rules[35,

66, 74, 32, 128, 83]. Most recent work falls into the third category: language model-based

methods [34, 117, 126, 30, 81, 62]. Inspired by the machine translation task [105, 5, 19], an

image to be described is viewed as a “sentence” in a source language, and an Encoder-Decoder

network is used to translate the input to the target sentence. Unlike machine translation, the source

“sentence” is an image in the captioning task, therefore a natural encoder is a Convolutional

Neural Network (CNN) instead of a Recurrent Neural Network (RNN).

Figure 4.1: Illustration of the inference stage of our coarse-to-fine captioning algorithm with
skeleton-attribute decomposition. First, the skeleton sentence is generated, describing the objects
and relationships; Then, the objects are revisited and the attributes for each object are generated.

Starting from the basic form of a CNN encoder-RNN decoder, there have been many

attempts to improve the system. Inspired by the success in machine translation, Long-short Term

Memory (LSTM) is used as the decoder in [117, 30]. Xu et al.[126] add an attention mechanism

to the system that learns to attend to parts of the image for word prediction. It is also found that

feeding high level attributes instead of CNN features yields improvements [131, 123].

Despite the variation in approaches, most of the existing LSTM based methods suffer from

two problems: 1) they tend to parrot back sentences from the training corpus, and lack variations

in the generated captions [26]; (2) due to the inherent structures that predict captions word by

word, LSTM predicts attributes before predicting the subject they are referring to. Mixtures of

attributes, subjects, and relations in a complete sentence create large variations across training
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samples, which can affect training effectiveness.

In order to overcome these problems, in this paper, we propose a coarse-to-fine algorithm

to generate the image description in a two stage manner: First, the skeleton sentence of the image

description is generated, containing the main objects involved in the image, and their relationships.

Then, the objects are revisited in a second stage using attention, and the attributes for each object

are generated if they are worth mentioning. The flow is illustrated in Figure 4.1. By dealing

with the skeleton and attributes separately, the system is able to generate more accurate image

captions.

Our work is also inspired by a series of Cognitive Neuroscience studies. During visual

processing such as object recognition, two types of mechanisms play important roles: first, a

fast subcortical pathway that projects to the frontal lobe does a coarse analysis of the image,

categorizing the objects [12, 33, 39], and this provides top-down feedback to a slower, cortical

pathway in the ventral temporal lobe [110, 13] that proceeds from low level to high level regions

to recognize an object. The exact way that the top-down mechanism is involved is not fully

understood, but Bar [6] proposed a hypothesis that low spatial frequency features trigger the

quick “initial guesses” of the objects, and then the “initial guesses” are back-projected to low

level visual cortex to integrate with the bottom-up process.

Analogous to this object recognition procedure, our image captioning process also com-

prises two stages: 1) a quick global prediction of the main objects and their relationship in the

image, and 2) an object-wise attribute description. The objects predicted by the first stage are fed

back to help the bottom-up attribute generation process. Meanwhile, this idea is also supported

by object-based attention theory. Object based attention proposes that the perceptual analysis of

the visual input first segments the visual field into separate objects, and then, in a focal attention

stage, analyzes a particular object in more detail [86, 31].

The main contributions of this paper are as follows: 1) We are the first to divide the

image caption task such that the skeleton and attributes are predicted separately; 2) our model

93



improves captioning performance consistently against a very strong baseline that outperforms the

published state-of-the-art results. The improvement on the recently proposed SPICE evaluation

metric is significant. It is worth mentioning that SPICE [1] has much higher correlation with

human judgment than all the conventional metrics; 3) we also propose a mechanism to generate

image descriptions with variable length using a single model. The coarse-to-fine system naturally

benefits from this mechanism, with the ability to vary the skeleton/attribute part of the captions

separately. This enables us to adapt image description generation according to user preferences,

with descriptions containing a varied amount of object/attribute information.

4.2 Related Work

Existing image captioning methods

Retrieval-based methods search for visually similar images to the input image, and find

the best caption from the retrieved image captions. For example, Devlin et al.in [27] propose

a K-nearest neighbor approach that finds the caption that best represents the set of candidate

captions gathered from neighbor images. This method suffers from an obvious problem that the

generated captions are always from an existing caption set, and thus it is unable to generate novel

captions.

Template-based methods generate image captions from pre-defined templates, and fills the

template with detected objects, scenes and attributes. Farhadi et al.[35] use single 〈object, action,

scene〉 triple to represent a caption, and learns the mapping from images and sentences separately

to the triplet meaning space. Kulkarni et al.[66] detect objects and attributes in an image as well

as their prepositional relationship, and use a CRF to predict the best structure containing those

objects, modifiers and relationships. In [68], Lebret et al.detect phrases in an image, and generate

description with a constrained model with the detected phrases. These approaches heavily rely on

the templates, and so generate rigid captions.
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Language model-based methods typically learn the common embedding space of images

and captions, and generate novel captions without many rigid syntactical constraints. Kiros and

Zemel [61] propose multimodal log-bilinear models conditioned on image features. Mao et

al.[81] propose a Multimodal Recurrent Neural Network (MRNN) that uses an RNN to learn the

text embedding, and a CNN to learn the image representation. Vinyals et al.[117] use LSTM as

the decoder to generate sentences, and provide the image feature as input to the LSTM directly.

Xu et al.[126] further introduce an attention-based model that can learn where to look while

generating corresponding words. You et al.[131] use pre-generated semantic concept proposals

to guide the caption generation, and learn to selectively attend to those concepts at different

time-step. Similarly, Wu et al.[123] also show that high level semantic features can improve the

caption generation performance.

Our work is a language-model based method. Unlike approaches to LSTM-based methods

that try to feed a better image representation to the language model, we focus on the caption itself,

and show how breaking the original word order in a natural way can yield better performance.

Analyzing the sentences for image captioning

Parsing of a sentence is the process of analyzing the sentence according to a set of

grammar rules, and generates a rooted parse tree that represents the syntactic structure of the

sentence [63]. There are some language-model based works that parse the captions with language

analysis approach such as parsing for better sentence encoding. Socher et al.[102] propose the

Dependency Tree-RNN, which uses dependency trees to embed sentences into a vector space,

and then perform caption retrieval with the embedded vector. The model is unable to generate

novel sentences.

Another work that is probably the closest to our paper is by Tan and Chan [109]. They

employ a hierarchical LSTM model that views captions as a combination of noun phrases and

other words, and try to predict the noun phrases (together with other words) directly with an
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LSTM. The noun phrases are encoded into a vector representation with a separate LSTM. In the

inference stage, K image relevant phrases are generated first with the lower level LSTM. Then,

the upper level LSTM generates the sentence that contains both the “noun phrase” token and

other words. When a noun phrase is generated, suitable phrases from the phrase pool are selected,

and then used as the input to the next time-step. This work is relevant to ours in that it also

tries to break the original word order of the caption. However, it directly replaces the phrases

with a single word “phrase token” in the upper level LSTM without distinguishing those tokens,

although the phrases can be very different. Also, the phrases in an image are generated ahead of

the sentence generation, without knowing the sentence structure or the location to attend to.

Evaluation metrics

Evaluation of image caption generation is as challenging as the task itself. Bleu [89],

CIDEr [116], METEOR [25], and ROUGE [75] are common metrics used for evaluating most

image captioning benchmarks such as MS-COCO and Flickr30K. However, these metrics are

very sensitive to n-gram overlap, which may not necessarily be a good way to measure the quality

of an image description. Recently, Anderson et al.[2] introduced a new evaluation metric called

SPICE that overcomes this problem. SPICE uses a graph-based semantic representation to encode

the objects, attributes and relationships in the image. They show that SPICE has a much higher

correlation with human judgement than the conventional evaluation metrics.

In our work, we evaluate our results using both conventional metrics and the new SPICE

metric, but would like to advocate SPICE due to its closer correlation with human judgement. We

also show how unimportant words like “a” impact scores on conventional metrics.
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Figure 4.2: The overall framework of the proposed algorithm. In training stage, the training
image caption is decomposed into the skeleton sentence and corresponding attributes. A Skel-
LSTM is trained to generate the skeleton, and then an Attr-LSTM generates attributes for each
skeletal word.

4.3 The Proposed Model

The overall framework of our model is shown in Figure 4.2. In the training stage, the

ground-truth captions are decomposed into the skeleton sentences and attributes for the training

of two separate networks. In the test stage, the skeleton sentence is generated for a given image,

and then attributes conditioned on the skeleton sentence are generated. They are then merged to

form the final generated caption.

4.3.1 Skeleton-Attribute decomposition for captions

To extract the skeleton sentence and attributes from a training image caption, we use the

Stanford constituency parser [63, 80]. As shown in Figure 4.2, the parser constructs a constituency

tree from the original caption, while the nodes hierarchically form phrases of different types. The

common phrase types are Noun phrase (NP), Verb phrase (VP), Preposition phrase (PP), and

Adjective phrase (AP).

To extract the objects in the skeleton sentence, we find the lowest level NP’s, and keep the
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last word within the phrase as skeletal object word. The words ahead of it within the same NP are

attributes describing this skeletal object. The lowest level phrases of other types are kept in the

skeleton sentence.

Sometimes, it is difficult to decide whether all the words except for the last one in a noun

phrase are attributes. For example, the phrase “piggy bank” is a noun-noun compound. Should

we keep “piggy bank” as a single entity, or use “piggy” as a modifier? In this work, we don’t

distinguish noun-noun compounds from other attribute-noun word phrases, and treat “piggy” as

the attribute of “bank”, as shown in Figure 4.2. Our experience is that the coarse-to-fine network

can learn the correspondence, although strictly speaking they are not attribute-object pairs.

4.3.2 Coarse-to-fine LSTM

We use the high level image feature extracted from a CNN as the input feature to the

language model. For the decoder part, our coarse-to-fine model consists of two LSTM submodels:

one for generating skeleton sentences, and the other for generating attributes. We denote the two

submodels as Skel-LSTM and Attr-LSTM respectively.

Skel-LSTM

The Skel-LSTM predicts the skeleton sentence given the image features. We adopt the

soft attention based LSTM in [126] for the Skel-LSTM. Spatial information is maintained in

the CNN image features, and an attention map is learned at every time step to focus attention to

predict the current word.

We denote the image features at location (i, j) ∈ L×L as vi j ∈ RD. The attention map

at time step t is represented as normalized weights αi j,t , computed by a multilayer perceptron

conditioned on the previous hidden state ht−1.

αi j,t = Softmax(MLP(vi j,ht−1)) (4.1)
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Then, the context vector zt at time t is computed as:

zt = ∑
i, j

αi j,tvi j (4.2)

The context vector is then fed to the current time step LSTM unit to predict the upcoming word.

Unlike [126], in our model, the attention map αi j,t is not only used to predict current

skeletal word, but also to guide the attribute prediction: the attributes corresponding to a skeletal

word describe the same skeletal object, and the attention information we get from Skel-LSTM

can be reused in the Attr-LSTM to guide where to look.

Attr-LSTM

After the skeleton sentence is generated, the Attr-LSTM predicts the attribute sequence

for each skeletal word. Rather than predicting multiple attribute words separately for one object,

the Attr-LSTM can predict the attribute sequence as a whole, naturally taking care of the order of

attributes. The Attr-LSTM is similar to the model in [117], with several modifications.

The original input sequence of the LSTM in [117] is:

x−1 = CNN(I) (4.3)

xt =Weyt , t = 0,1, ...,N−1 (4.4)

where I is the image, CNN(I) is the CNN image features as a vector without spatial information,

We is the learned word embedding, and yt is the ground-truth word encoded as a one-hot vector.

y0 is a special start-word token.

In our coarse-to-fine framework, attribute generation is conditioned on the skeletal word it

is describing. Therefore, apart from the image feature, the Attr-LSTM should be informed by the

current skeletal word. On the other hand, the context of the skeleton sentence is also important
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to give the Attr-LSTM a global understanding of the caption, rather than just focusing on the

single current skeletal word. We experimented with feeding the skeletal hidden activations from

different time steps into the Attr-LSTM, including the previous time step, the current time step,

and the final time step, and found that the current time step hidden activations yield the best result.

Moreover, as mentioned in Skel-LSTM, rather than using global image features as the input, we

use attention-based image features to encourage the attribute predictor to focus on the current

skeletal word.

We formulate the input of Attr-LSTM at the first time step as a multilayer network that

fuses different sources of information into the embedding space:

x−1 = MLP(WIzT +Wtsskel
T +Whhskel

T ) (4.5)

where T is the time step of the current skeletal word, zT ∈ RD is the attention weighted average

of the image features, sskel
T ∈ Rms is the embedding of the skeletal word at time T , hskel

T ∈ Rns is

the hidden state in the Skel-LSTM of dimension ns. ms and ns are dimensionality of Skel-LSTM

word embedding and LSTM unit respectively. Wl,Wt ,Wh are learned parameters. The remaining

input to Attr-LSTM is the same as Equation 4.4. The Attr-LSTM framework is illustrated in

Figure 4.2.

In training stage, the ground truth skeleton sentence is fed into the Skel-LSTM, and sskel
T

is the ground truth skeleton word embedding. In test stage, sskel
T is the embedding of predicted

skeleton word.

Attention refinement for attribute prediction

Optionally, we can refine the attention map acquired in the Skel-LSTM for better localiza-

tion of the skeletal word, thus improve the attribute prediction. The attention map α is a pre-word

α that is generated before the word is predicted. It can cover multiple objects, or can even be in a
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different location from the predicted word. Therefore, a refinement of the attention map after the

prediction of the current word can provide more accurate guidance for the attribute prediction.

The LSTM unit at time step T outputs the word probability prediction Pattend =(p1, ..., pQ),

where Q is the vocabulary size in Skel-LSTM. In addition to the single weighted sum feature

vector zT , we can also use the feature vector vi j in each location as input to the Skel-LSTM. Thus,

for each of the L2 locations, we can get the probability of word prediction Pi j. We can use the

spatial word probability to refine the attention map α:

αpost(i j) =
1
Z

PT
attend ·Pi j (4.6)

where Z is the normalization factor so that αpost(i j) sums to one. The refined post-word α is

proportional to the similarity between Pattend and Pi j. In Figure 4.3, we illustrate the attention

refinement process. For each word predicted by the Skel-LSTM, the attention map, predicted

words for each location, and refined attention map are shown. When the word is an object, we can

see how the refined attention map gets more accurate attention focusing on objects of interest (e.g.

First image last word “bottle”). Since the object words are those that need Attr-LSTM to predict

attributes for, the attention map improvement is helpful for those words by providing Attr-LSTM

with more accurate attended area.

Fusion of Skeleton-Attribute

After attributes are predicted for all the skeletal words, attributes are merged into the

skeleton sentence just before the corresponding skeletal word, and the final caption is formed.

4.3.3 Variable-length caption generation

Due to the imperfections in the current parser approach that we use, there are some

cases where the parsing result is noisy. Most of the time, the noise is from incorrect noun
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Figure 4.3: Illustration of attention refinement process during inference stage. All the skeleton
words in generated skeleton sentence are shown. For each word, the attention map, predicted
words for each location, and refined attention map are shown.

phrase recognition, and short skeleton sentences with one or several missing objects. This leads

to a shorter skeleton prediction in the Skel-LSTM on average, thus eventually causes shorter

predictions for the full sentence.

To overcome this problem, we designed a simple yet effective trick to vary the length of

the generated sentence. Without modifying the trained network, In the inference stage of either

Skel-LSTM or Attr-LSTM, we modify the sentence probability with a length factor:

log(P̂) = log(P)+ γ · l (4.7)

Where P is the probability of a generated sentence, and P̂ is the modified sentence probability. l
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is the length of the generated sentence. γ is the length factor to encourage or discourage longer

sentences. Note that the modification is performed during generation of the each word rather than

performed after the whole sentence is generated. It is equivalent to adding γ to each word log

probability except for the end-of-sentence token 〈EOS〉 when sampling the next word from the

word probability distribution. This trick of sentence probability modification works well together

with beam search.

Our coarse-to-fine algorithm especially benefits from this mechanism, since it can be

applied to either Skel-LSTM or Attr-LSTM, resulting in varied information in either objects, or

the description of those objects. This allows us to generate captions according to user preference

on the complexity of captions and amount of information in captions.

4.3.4 Tag enhancement

Works have shown that tags can be used to improve the quality of caption generation

([131] [34]). One intuitive way to use tag to enhance caption generation is similar to Section 4.3.3.

In the inference stage, for a set of pre-detected tags, for either Skel-LSTM or Attr-LSTM, we

modify the sentence probability:

log(p̂(wi)) = log(p(wi))+α · c(wi) (4.8)

where wi is the ith word, and c(wi) is the confidence of the detected tag wi. If wi is not within the

set of tags detected, c(wi) = 0. α is the encourage factor that controls how much we emphasize

on the tags.

4.4 Experiments

In this section, we describe our experiments on two datasets to test our proposed approach.
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4.4.1 Datasets

We perform experiments on two datasets: the popular benchmark MS-COCO, and

Stock3M, a new dataset with much larger scale and more natural captions.

MS-COCO has 123,287 images. Each image is annotated with 5 human generated

captions, with an average length of 10.36 words. We use the standard training/test/validation

split that is commonly used by other work [131, 123], and use 5000 images for testing, and 5000

images for validation.

MS-COCO is a commonly used benchmark for image captioning tasks. However, there

are some issues with the dataset: the images are limited and biased to certain content categories,

and the image set is relatively small. Moreover, the captions generated by AMT workers are

not particularly natural. Therefore, we collected a new dataset: Stock3M. Storck3M contains

3,217,654 user uploaded images with a large variety of content. Each image is associated with

one caption that is provided by the photo uploader on a stock website. The caption given by the

photo uploader is more natural than those found in MS-COCO, and the dataset is 26 times larger

in terms of number of images. The captions are much shorter than MS-COCO, with an average

length of 5.25 words, but they are more challenging, due to a larger vocabulary and image content

variety. We use 2000 images for validation and 8000 images for testing.

4.4.2 Experimental details

Preprocessing of captions

We follow the preprocessing procedure in [59] for the captions, removing the punctuations

and converting all characters into lower case. For MS-COCO, we discard words that occur less

than 5 times in skeleton sentences, and less than 3 times in attributes. This results in 7896 skeleton,

and 5199 attribute words. In total, there are 9535 unique words. For the baseline method that

processes the full sentences, a similar preprocessing procedure is applied to the full sentences.
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Words that occur less than 5 times are discarded, resulting in 9567 unique words.

For Stock3M, due to the larger vocabulary size, we set the word occurrence thresholds

to 30 for skeleton and 5 for attributes respectively. This results in 11047 skeleton and 12385

attribute words, with a total of 14290 unique words. In the baseline method that processes full

sentences, the occurrence threshold is 30, resulting in 13788 unique words.

Image features and training details for MS-COCO

It has been argued that high level features such as attributes are better as input to caption-

generating LSTMs [131, 123]. Our empirical finding is that by simply adopting a better network

architecture that provides better image features, and fine-tuning the CNN within the caption

dataset, the features extracted are already excellent inputs to the LSTM. We use ResNet-200 [48]

as the encoder model. Images are resized to 256×256 and randomly cropped to 224×224. The

layer before the average pooling layer and classification layer is used for the image features. and

it outputs features with size 2048×7×7, maintaining the spatial information.

Our system is implemented in Torch [20]. We fine-tune the CNN features as follows:

first, the CNN features are fixed, and an LSTM is trained for full sentence generation. After

the LSTM achieves reasonable results, we start fine-tuning the CNN with learning rate 1e-5.

The fine-tuned CNN is then used for both Skel-LSTM and Attr-LSTM. The parameters for the

Decoder network are as follows: word embedding is trained from scratch, with a dimension of

512. For Skel-LSTM, we set the learning rate 0.0001, and the hidden layer dimension 1800. For

Attr-LSTM, the learning rate is 0.0004, and the hidden layer is 1024-dimensional. Adagrad is

used for training. The learning rate is cut in half once after the validation loss stops dropping.

For tag enhancement, we follow [34] and use the same test result of tags.
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Image features and training details for Stock3M

We use GoogleNet [107] fine-tuned on Stock3M as the CNN encoder, and add an embed-

ding module after the 1024-dimensional output of GoogleNet pool5/7×7s1 layer.

Stock3M is different from MS-COCO in that the images mostly contain single objects,

and the captions are more concise than MS-COCO. The average length of Stock3M captions

is about half that of MS-COCO. Hence, we did not observe improvement with the attention

mechanism, because there are fewer things to focus on. For simplicity, we use the LSTM in [117]

for Skel-LSTM. Consequently, for Attr-LSTM, there is no attention input in the -1 time step. We

will show that even without attention, the coarse-to-fine algorithm improves substantially over

baseline.

For tag enhancement, we fine-tune the GoogleNet on Stock and learn the Stock images

and tags to the same embedding space, and use the cosine similarity between the image and tags

as confidence score for detected tags.

Parameters in the testing stage

For both Skel-LSTM and Attr-LSTM, we use a beam search strategy, and adopt length

factor γ as explained in Section 4.3.3. In Table 4.1, we list the hyper-parameters of the models we

use for all the results we show in the main paper and here. The beam size and length factor γ are

chosen on a validation set for both Stock3M and MS-COCO.

Table 4.1: Choice of beam size and length factor γ for both baseline model and our proposed
coarse-to-fine model. The values are decided on validation set.

Model Beam size length factor γ Attribute beam size attribute length factor γ

MS-COCO Baseline 3 0.1 - -
Coarse-to-fine 5 0.1 2 0.9

Stock3M Baseline 2 1.0 - -
Coarse-to-fine 2 1.2 2 0.3
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4.4.3 Results

Evaluation metrics

Apart from the conventional evaluation metrics that are commonly used: Bleu [89], CIDEr

[116], METEOR[25], and ROUGE [75], we use the recently proposed SPICE metric [2] which is

not sensitive to n-grams and builds a scene graph from captions to encode the objects, attributes

and relationships in the image. We emphasize our performance on this metric, because it has

much higher correlation with human ratings than the other conventional metrics, and it shows

the performance specific to different types of information, such as different types of attributes,

objects, and relationships between objects.

Baseline

In order to demonstrate the effectiveness of our method, we also present a baseline result.

The baseline method is trained and tested on full caption sentences, without skeleton-attribute

decomposition. For each dataset, we use the same network architecture as in the Skel-LSTM

architecture, and use the same hyper-parameters and the same CNN encoder as in our proposed

coarse-to-fine method.

Quantitative results

We report both SPICE in Table 4.2 and conventional evaluation metrics in Table 4.3, and

our results compared with baseline results in Table 4.4.

Table 4.2: Performance of our proposed method and the baseline method on SPICE mea-
surement, for the two datasets. We also include the results on different semantic concept
subcategories.

Model SPICE Precision Recall Object Relation Attribute Size Color Cardinality

MS-COCO Baseline 0.188 0.508 0.117 0.350 0.048 0.098 0.045 0.132 0.039
Ours 0.196 0.529 0.123 0.363 0.050 0.110 0.073 0.170 0.064

Stock3M Baseline 0.157 0.173 0.166 0.250 0.049 0.077 0.129 0.135 -
Ours 0.172 0.190 0.185 0.276 0.061 0.081 0.144 0.151 -
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Table 4.3: Performance of our proposed methods and other state-of-the-art methods on MS-
COCO and Stock3M. Only scores that were reported in the papers are shown here.

Datasets Models B-1 B-2 B-3 B-4 METEOR ROUGE-L CIDEr

MS-COCO

NIC [117] - - - 0.277 0.237 - 0.855
LRCN [30] 0.669 0.489 0.349 0.249 - - -

Toronto [126] 0.718 0.504 0.357 0.250 0.230 - -
ATT [131] 0.709 0.537 0.402 0.304 0.243 - -

ACVT [123] 0.74 0.56 0.42 0.31 0.26 - 0.94
Baseline 0.742 0.577 0.442 0.340 0.268 0.552 1.069

Ours 0.742 0.577 0.440 0.336 0.268 0.552 1.073
Baseline (w/o a) 0.664 0.481 0.351 0.258 0.245 0.485 0.949

Ours (w/o a) 0.673 0.489 0.355 0.259 0.247 0.489 0.966

Stock3M

Baseline 0.236 0.133 0.079 0.050 0.108 0.233 0.720
Ours 0.245 0.138 0.083 0.052 0.110 0.239 0.724

Baseline (w/o a) 0.233 0.134 0.082 0.053 0.108 0.235 0.737
Ours (w/o a) 0.246 0.140 0.086 0.055 0.111 0.241 0.738

Table 4.4: Performance of our proposed methods and baseline method on MS-COCO and
Stock3M, using tags to enhance performance.

Datasets Models B-1 B-2 B-3 B-4 METEOR ROUGE-L CIDEr SPICE

MS-COCO Baseline (Tag) 0.746 0.582 0.447 0.343 0.272 0.557 1.091 0.193
Ours (Tag) 0.754 0.590 0.451 0.344 0.275 0.560 1.097 0.198

Stock3M Baseline (Tag) 0.240 0.136 0.082 0.052 0.110 0.236 0.735 0.159
Ours (Tag) 0.248 0.139 0.083 0.052 0.113 0.243 0.739 0.175
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First, it is worth mentioning that our baseline method is a very strong baseline. In

Table 4.3, we compare our method with published state-of-the-art methods. Our baseline method

already outperforms the state-of-the-art by a considerable margin, indicating the importance of a

powerful image feature extractor. By just fine-tuning the CNN with the simple baseline algorithm,

we outperform the approaches with augmentation of high level attributes [131, 123]. The baseline

already ranks 3rd - 4th place on the MS-COCO CodaLab leaderboard 1.

In Table 4.5, we show our submission to MS-COCO online testing server. The server

evaluates models with 40,775 test images with ground-truth captions that competitors do not have

access to. We also show the other published state-of-the-art results in Table 4.5. Note that we

do not use any commonly used augmentation tricks such as ensembling, or scheduled sampling

[118], which can improve the performance further.

Table 4.5: Performance of our method on online MS-COCO testing server). We also show the
results of other published state-of-the-art results.

Models Bleu-1 Bleu-2 Bleu-3 Bleu-4 METEOR ROUGE-L CIDEr
c5 c40 c5 c40 c5 c40 c5 c40 c5 c40 c5 c40 c5 c40

Ours 0.734 0.912 0.564 0.829 0.425 0.724 0.320 0.612 0.262 0.356 0.542 0.698 1.011 1.026
ATT VC [131] 0.731 0.900 0.565 0.815 0.424 0.709 0.316 0.599 0.250 0.335 0.535 0.682 0.943 0.958

OriolVinyals [118] 0.713 0.895 0.542 0.802 0.407 0.694 0.309 0.587 0.254 0.346 0.530 0.682 0.943 0.946

SPICE is an F-score of the matching tuples in predicted and reference scene graphs. It can

be divided into meaningful subcategories. In Table 4.2 we report the SPICE score as well as the

subclass scores of objects, relations and attributes. In particular, size, color and count attributes

are reported. As in Table 4.2, consistent improvement over the baseline across the two datasets is

achieved, and the improvement is also consistent on the subcategories. The cardinality F-score

for Stock3M is not reported here because there are too few images with this type of attribute to

have a meaningful evaluation: there are only 78 cardinality attributes out of 8000 test images.

In Table 4.3, we also show the comparison between the proposed method and baseline

method on conventional evaluation metrics. As shown, there is no significant improvement over

1https://competitions.codalab.org/competitions/3221
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baseline on most of the conventional metrics on MS-COCO. This is due to the intrinsic problem

of the conventional metrics: they highly rely on n-gram matching. The proposed coarse-to-fine

algorithm breaks the original word order of the training captions, and thus weakens the objective

of predicting exact n-grams as in the training captions. There is even a small drop on BLEU-3

and BLEU-4 on MS-COCO against the baseline. To investigate if the two methods indeed have

similar performance as reflected in those conventional metrics, we conducted further analysis on

the results.

We preprocess the ground-truth and predicted captions to remove all the a’s in the captions.

This is motivated by the observation that 15% of words in the MS-COCO captions are a. This

functional word affects the n-gram match greatly, though it conveys very little information

in the MS-COCO like captions. Therefore, by removing the a’s in the captions, we obtain a

measure that is not influenced by the n-grams using a, and hence is more focused on content

words. The performance evaluation on the same datasets with a removed is shown in Table 4.3

as “Baseline/Ours (w/o a)”. It can be seen that consistent improvement is achieved with our

coarse-to-fine method.

In Table 4.3, we also present the performance of our coarse-to-fine method as well as the

baseline method on Stock3M evaluated on conventional metrics. In Stock3M, the frequency of

the word a is only 2.5%, therefore it has no big impact on the relative performance of the two

methods. We can see consistent improvement on all the metrics.

In Table 4.4, we show the effect of using tag as enhancement for both our coarse-to-fine

method and the baseline method on MS-COCO and Stock3M. The methods are evaluated on

both conventional metrics and SPICE. We can see that for MS-COCO, using tags helps for both

baseline and our coarse-to-fine method, but the gain for coarse-to-fine model is greater. This is

because our coarse-to-fine model is inherently more suitable for using detected tag as cues: tags

are naturally divided into two types: skeleton tags and attribute tags, and the skeleton sentence and

attributes are enhanced by different types of tags. For stock3M, tags also help for both baseline
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method and coarse-to-fine method. However, the improvement tag enhancement brings is not as

obvious, and this is because the tags in Stock3M are not directly taken from the vocabulary of

captions, and the distribution of tags are not the same with captions, which makes the predicted

tags less helpful for caption generation.

4.4.4 Analysis of generated descriptions

Comparison of our coarse-to-fine method and baseline method

In Figure 4.4 and Figure 4.5, we show some qualitative results of generated captions from

our proposed method and the baseline method on MS-COCO and Stock3M datasets respectively.

Captions in green text boxes are generated by the proposed coarse-to-fine method, and captions

in red text boxes are generated by the baseline method. We can see that for most images, our

proposed method outperforms the baseline method in two different aspects: 1) more accurate

number/color attributes (e.g. Figure 4.4 1st column 2nd and 6th image; Figure 4.4 2nd column

5th image; Figure 4.5 1st column 2nd and 5th image); 2) more accurate skeleton captions with

better objects (e.g. Figure 4.4 1st column 3rd image; Figure 4.4 2nd column 1st and 2nd image;

Figure 4.5 2nd column 1st image).

We also show 5 examples in which coarse-to-fine method performs no better than or

worse than baseline method in Figure 4.4 and Figure 4.5. The examples are shown in the third

column, on the right of Figure 4.4 and Figure 4.5. We can see that wrong recognition of objects

or missing main objects in the image is still the dominant cause of error.

Generating variable-length captions.

In the coarse-to-fine algorithm, a length factor is applied to the Skel-LSTM and Attr-

LSTM separately to encourage longer skeleton/attribute generation in order to generate captions

that have similar length to the training captions. However, we can further manually tune the length
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Figure 4.4: Qualitative comparison of our proposed algorithm (green text box to the right of
each image) and baseline (red text box) on MS-COCO. On the left, we can see our method
outperforms baseline method. On the right, we can see some examples on which either methods
generates captions with clear flaws.
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Figure 4.5: Qualitative comparison of our proposed algorithm (green text box to the right
of each image) and baseline (red text box) on Stock3M. On the left, we can see our method
outperforms baseline method. On the right, we can see some examples on which either methods
generates captions with clear flaws.
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factor value to control the length of skeleton/attribute of the generated captions. In Figure 4.6, we

show some test examples from Stock3M and MS-COCO . For each of the images, four captions

are generated with four pairs of (skeleton, attribute) length factor values: (-1, -1), (1.5, -1),

(-1, 1.5), (1.5, 1.5). The four value pairs represent all combinations of encouraging less/more

information in skeleton/attributes. Attributes are marked in red in the generated caption. We can

see how the length factor works together with beam search to get syntactically and semantically

correct captions. The amount of object/attribute information naturally varies with the length of

the skeleton/attributes.

We can certainly apply the same trick on the baseline method using different length

factor values. For comparison, in Figure 4.6 (red box), we show the four captions generated

from baseline method also using four different length factor values: γ ∈ {−1,−0.5,0.5,1.5}. As

illustrated, although the captions generated by the baseline model can also have different lengths,

they are much less flexible and useful than the ones generated by our coarse-to-fine model. This

is because the coarse-to-fine model can decompose the caption into skeletons and attributes, and

have separate requirements for objects and attributes according to user preference: the user may

prefer descriptions that only describe main objects but in more details; or he/she may prefer

descriptions that contain all the objects in the images, but cares less about the object attributes.

In Figure 4.7 and Figure 4.8, we show more examples from MS-COCO and Stock3M. We

can see that the captions generated by our coarse-to-fine model are much more flexible and useful

than the ones generated by the baseline method. And we can also observe the effect of separate

control of attribute/skeleton in our coarse-to-fine model.

Post-word α helps with attribute prediction

The results we show in Table 4.2 and 4.3 for proposed coarse-to-fine model adopts

attention refinement for attribute prediction in the Attr-LSTM on MS-COCO. Here, we further

validate the effectiveness of the post-word α refinement approach in Table 4.6, by comparing
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Figure 4.6: Examples of predicted titles for image examples from Stock3M and MS-COCO.
Four titles are generated from our coarse-to-fine model (middle, in green box) and baseline
model (right, in red box) respectively, using four pairs of length factor γ.

Figure 4.7: More examples of predicted titles for image examples from MS-COCO. Four titles
are generated from our coarse-to-fine model (middle, in green box) and baseline model (right, in
red box) respectively, using four pairs of length factor γ.
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Figure 4.8: More examples of predicted titles for image examples from Stock3M. Four titles
are generated from our coarse-to-fine model (middle, in green box) and baseline model (right, in
red box) respectively, using four pairs of length factor γ.
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the result without attention refinement (Pre-word α) with the result with attention refinement

(Post-word α). The post-word α only refines the attended area for attribute prediction, therefore

we only show the improvement of SPICE score on attribute subcategories. The performance on

other categories is unchanged. We see consistent improvement across different types of attributes,

especially on color and size. This proves that a good attention map helps effectively on attribute

prediction.

Table 4.6: Comparison of our proposed method with and without post-word α attention on
MS-COCO.

Model Attribute Color Size Cardinality
Pre-word α 0.107 0.167 0.069 0.063
Post-word α 0.110 0.170 0.073 0.064

The ability of generating unique and novel captions

It has been pointed out that the current LSTM based method has a problem generating

sentences that have not been seen in the training set, and generates the same sentences for

different test images [26]. This means that the LSTM dynamics are caught in a rut of repeating

the sequences it was trained on for visually similar test images, and is less capable of generating

unique sentences for a new image with an object/attribute composition that is not seen in the

training set. With the skeleton-attribute decomposition, we claim that our algorithm can generate

more unique captions, and can give more accurate attributes even when the attribute-object pattern

is new to the system. As shown in Table 4.7, our coarse-to-fine model increases the percentage of

generated unique captions by 3%, and increases the percentage of novel captions by 8%.

Table 4.7: Percentage of generated unique sentences and captions seen in training captions for
the baseline method and our coarse-to-fine method. The statistics are gathered from the test set
of MS-COCO containing 5000 images.

Model Unique captions Seen in Training
Baseline 63.96% 56.06%

coarse-to-fine 66.96% 47.76%
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Difference between SPICE measurement and METEOR measurement

Figure 4.9: Examples of some generated captions that get high score on SPICE but get low
score on METEOR.

In Figure 4.9, we demonstrate that different evaluation metrics can yield opposite judge-

ment results for a pair of generated captions. In the main paper, we emphasize our results on

SPICE metrics rather than the conventional metrics. Here, in order to validate our claim, we

show the comparison between SPICE and METEOR metrics. For each image in Figure 4.9,
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there are three text boxes below it: the caption in green text box is generated by our proposed

coarse-to-fine model; the caption in red box is generated by baseline model; the caption(s) in

black text box is(are) ground-truth caption(s). For Stock3M, there is one ground-truth caption per

image; for MS-COCO, there are 5 ground-truth captions per image. For the predicted captions by

two models, we also show in parentheses the SPICE score (S) and METEOR score (M) for each

of the predictions. We can see that for the first two rows of eight images, coarse-to-fine model

yields higher SPICE score but lower METEOR score, and human judgement is closer to SPICE

score than METEOR score.

For example, the first image in the first row is about the tea leaves, and the main object

“tea” occurs in the coarse-to-fine model prediction, but not in the baseline prediction. Baseline

prediction recognized the main object in the image wrongly to coffee beans. However, baseline

prediction has higher METEOR, because of the mention of “pile of”. However, the correct

mention of objects is obviously more important in human judgement.

In the third row of Figure 4.9, we also show three examples from MS-COCO for which

METEOR scores are closer to human judgement. This shows that the SPICE measurement is still

not perfect.

4.5 Conclusion

In this paper, we propose a coarse-to-fine model for image caption generation. The pro-

posed model decomposes the original image caption into a skeleton sentence and corresponding

attributes, and formulates the captioning process in a natural way in which the skeleton sentence

is generated first, and then the objects in the skeleton are revisited for attribute generation. We

show with experiments on two challenging datasets that the coarse-to-fine model can generate

better and more unique captions over a strong baseline method. Our proposed model can also

generate descriptive captions with variable lengths separately for skeleton sentence and attributes,
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and this allows for caption generation according to user preference.

In the future work, we plan to investigate more complicated skeleton/attribute decom-

position approaches, and allow for attributes that appear after the skeletal object. It is also of

interest to design a model that automatically decides on the length of generated caption based on

the visual complexity of the image.
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Conclusion
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In this thesis, I focused on image understanding with deep learning. In Chapter 2 and 3,

I focused on album-wise image understanding. The understanding of an album is divided into

two folds: learning the event type of the album, and finding the important images in the album

given the specific event type of the album. With a dataset we collected for this problem, we

demonstrated that the event-specific image importance property is learnable despite its highly

subjectiveness. I proposed a siamese network to predict the image importance given the album

event type it is from, and an iterative procedure which involves a CNN based model and an LSTM

based model to learn the event type of the given album, and the siamese model that learns the

importance score of each image in the album. I demonstrated that the two problems in understand

event albums can be solved together, and they can in turn help the performance of each other. In

Chapter 4, I focused on another image understanding problem: image captioning. I proposed a

coarse-to-fine model which decomposes the original image captions into skeleton sentence and

its attributes, and by generating the skeleton and attributes in a two stage manner, we managed

to improve the image captioning performance, and moreover, our model was able to adjust the

amount of information a generated caption contains according to user preference. With these two

sub-problems, the thesis provides the way for better image understanding in two aspects.

Despite the effort presented in the thesis, there is a lot more to be explored. To achieve

the final goal of event album curation, we not only need image importance score independently

for each image, but also need to consider other aspects of the sub-album property, for example,

the coverage of the album, and the uniqueness of each image curated. On the other hand, the

album types we learnt are pre-defined event types, but in reality, there are much more event types

than the selected event types we study, and many personal events are mixture of multiple typical

event types. Therefore, a model that deals with an arbitrary event type is desirable. For image

captioning, although our model generates more unique captions with more variance, the captions

generated in general suffer from the problem of parroting back the training corpus, and the quality

of machine generated descriptions are still much less satisfactory than human generated captions.
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The simple attempt of using tags to guide the captions in the thesis shows one possibility of

improving the quality of captions, which can be further investigated.

On the other hand, the two sub-problems I studied are the two components of a more

challenging task for album understanding: generating narrative paragraph for a personal album

[76]. It is interesting to study how the image importance interacts with paragraph generation, and

how captions generated for each image can in turn help decide the importance of the images.
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