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Abstract 

 

Imaging and Control of Defects and Electronic Transport Pathways in Semiconductor 

Nanomaterials 

 

by 

 

Yingjie Zhang 

 

Doctor of Philosophy  in Applied Science and Technology 

 

University of California, Berkeley 

 

Professor Miquel B. Salmeron, Co-Chair 

Professor A. Paul Alivisatos, Co-Chair 

 

Solution processed materials, such as organic molecules and semiconductor quantum dots (QDs), 

have been widely explored for large area electronics and optoelectronics applications, such as 

field effect transistors (FETs), solar cells, photodetectors, LEDs, etc. Compared to the traditional 

crystalline/polycrystalline semiconductors (Si, GaAs, etc.), these novel devices have the 

advantage of being low-cost and flexible. However, a major limitation in device performance is 

the significant amount of unintentional defects that are believed to hinder charge transport and 

induce electron-hole recombination, detrimental to optoelectronic devices. The chemical origin 

of these defects is largely unknown, and is difficult to characterize. One major goal of my PhD 

research is to investigate the nature of the defects in solution processed semiconductor materials, 

and to control the defects and doping for improving the large area electronic/optoelectronic 

device performance. 

 

Semiconductor QDs can be viewed as “artificial atoms” that can form “artificial solids” when 

assembled together. By controlling the QD size, shape, surface chemistry, and the way QDs are 

connected or fused together, we are able to design the artificial QD solids to have the desired 

electronic functionalities. These materials are typically viewed in a coarse-grained way as 

electronically homogeneous, for the ease of understanding the electrical properties using 

traditional semiconductor theory. However, in the presence of various possible defects, the 

electronic structure and charge distribution can be inherently heterogeneous, which may have a 

dominant effect on the transport properties. Therefore, the other important goal in this thesis is to 

microscopically image the charge transport pathways, and to control them for device applications.  

 

Our technical approach is using scanning probe-based microscopy and spectroscopy, to 

characterize the materials and devices. With the obtained novel mechanisms, we go back to 

engineer the properties to achieve high efficiency devices. Specifically, we developed a technic 

to use Kelvin probe force microscopy to probe the surface potential of an FET channel, from 

which the density of in-gap states (IGS, electronic states inside the band gap) are extracted. 

Using this technique and other complimentary characterization tools, we probed the IGS in a 

thiophene-based organic FET and PbS quantum dots, and attribute their origin to hydroxyl and 

molecular oxygen species, respectively. We also imaged the charge percolation pathways of PbS 
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QD solids and CdTe polycrystalline films made by sintering CdTe nanocrystals, and found novel 

impurity conduction and grain boundary assisted conduction mechanisms. Mesoscale 

engineering of percolation pathways further lead to ultra-high gain CdTe photoconductors, where 

the high gain comes from the heterogeneous dopant distribution and high mobility in the grain 

boundary. 
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Chapter 1: Introduction 
 

“There’s plenty of room at the bottom,” said Richard Feynman in 1959. During the last five 

decades, the world has seen tremendous scientific and technological advances from micron scale 

transistors to nano scale materials and all the way to the manipulation of single atoms and 

chemical bonds. Now that nanoscale fabrication and device integration became a routine task, 

new challenges emerge. With limited energy and resources throughout the world, low-cost, 

energy efficient large-area devices are in urgent need. To this end, there has been an emerging 

interest in bottom-up design of functional materials using nanoscale building blocks. By tuning 

the way in which the building blocks arrange and interact with each other, these artificial solids 

can exhibit novel properties not occuring in natural systems, in some cases leading to high-

efficiency electronic/optoelectronic devices. Here we will tackle this mesoscale challenge, and 

systematically explore both the microscopic and mesoscopic behavior of electrons in individual 

nano building blocks and artificial solids. 

 

1.1 Colloidal Quantum Dot Solids 

 

In the field of semiconductor electronics, solution processing is a new approach with the goal of 

low-cost manufacturing and flexible device integration for large area applications, such as 

transistors, solar cells, LEDs and photodetectors. This revolution in electronics dates back to 

1977, when Shirakawa, MacDiarmid and Heeger discovered conductive polymers
1
. Later on 

more solution processable materials are discovered, including semiconducting organic small 

molecules
2
, colloidal quantum dots

3
, and certain bulk inorganic polycrystals

4
. Among these 

materials, quantum dots (QDs) have the special feature of “artificial atoms”, where the electronic 

structure and band gap of individual dots can be tuned by their size and shape. Due to quantum 

confinement, QDs whose size is smaller than the electron/hole Bohr radius will have a larger 

bandgap compared to the bulk value, and the electronic states will become discrete, as predicted 

by the simple particle in a box model in quantum mechanics. The smaller the QD size, the larger 

the bandgap, and the larger the separation between individual discrete states. The individual 

semiconductor QDs can be assembled or sintered together to form an artificial QD solid. The 

electronic transport and optoelectronic properties of these QD solids can be tuned by the way 

these dots are connected, either with controlled short molecular linkers (typically less than 1 nm), 

with necked grains, or by sintering to form polycrystalline films (Figure 1.1).  

 

 
 

Figure 1.1. Schematic of three types of quantum dot solids. (A) QDs are connected by linker 

molecules; (B) QDs are touching, partially or fully fused together; (C) QDs are sintered and 

coalesced to form a polycrystalline film.  
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Colloidal quantum dots are synthesized from solution, and remain stable in the colloidal form 

due to the long organic ligands (typically ~2 nm) that passivate the QD surface
5
. One way to 

make a conductive QD solid is to replace these long, insulating ligands with short ones. For Pb 

chalcogenide (PbS, PbSe) QDs in particular, the original oleic acid or oleylamine ligands can be 

replaced with 1,2-ethanedithiol (EDT)
6
, 3-mercaptopropionic acid (MPA)

7
, iodide

8
, etc. In these 

ligand-linked QD solids (Fig. 1.1A), the charge carrier mobility is typically in the range of 10
-3
–

10
-1

 cm
2
/(V s). In comparison, the carrier mobility in crystalline silicon is ~10

3
 cm

2
/(V s). 

Despite this low mobility, the solar cells made using PbS QDs have reached a power conversion 

efficiency up to 8.6% 
8
. This apparent controversy may be due to the good surface passivation of 

the QDs, which enables low carrier recombination rate and long carrier diffusion length
9
. 

 

One way to improve the carrier mobility in QD solids is via mild annealing (usually between 150 

  – 250  ) that can lead to partially or full necking/fusing. This strategy is widely used in Cd 

chalcogenide (CdS, CdSe, CdTe) QDs. In fact, one of the earliest work on QD solar cells 

employed necked CdTe/CdSe hetereojunctions
3
. Later on, new techniques were developed to 

first exchange the original ligands of the QD to short ligands such as thiocyanate and various 

molecular metal chalcogenide complexes, and then anneal to enhance the coupling between 

neighboring QDs. These techniques lead to carrier mobility in the scale of 1–20 cm
2
/(V s) 

10,11
. 

Despite the fact that the QDs are touching and likely partially fused together, these high mobility 

QD solids still retain the quantum confined bandgap, a prominent feature for optoelectronic 

applications. 

 

Another way to make a high mobility film is to sinter the QDs at higher temperature (250   – 

400  ) so that the QDs coalesce and form a polycrystalline film. Although the resulting material 

shows a bulk band gap and is no longer quantum confined, this bottom-up approach still enables 

design of the materials properties via the control of the surface ligands of the original QDs. High 

performance solar cells with a power conversion efficiency of 12.3% have been demonstrated by 

sintering CdTe QDs into a polycrystalline film
12

. Another example is the CdSe films with an 

electron mobility of 25 cm
2
/(V s) sintered from Cl capped CdSe QDs

13
, where the Cl both 

passivates the defects and act as a n-type dopant. Most recently, a remarkably high mobility 

polycrystalline CdSe film was achieved using composition-matched molecular ligands as 

“solders”
14

. The mobility reached 300 cm
2
/(V s), about half of the single crystal value, indicating 

that the grain boundaries in these films are highly transparent to charge carriers.  

 

These bottom-up tunable properties of quantum dot solids allow us to systematically explore the 

microscopic surface chemistry and electronic structure of the QD building blocks, the 

mesoscopic carrier transport pathways, and the overall electronic/optoelectronic device 

performance. At the mesoscale, new phenomena emerge, new mechanisms come into play, and 

new devices with high performance are on the way. 

 

1.2 Analysis of Semiconductor Defect States 

 

While controlled doping of impurity atoms into semiconductor crystals opened the way to 

engineer their charge transport properties, unwanted impurities or defects can hinder transport 

and limit device performance. The impact of surface impurities on the electronic properties of 

nanomaterials is more prominent due to the large surface-to-volume ratio and strong quantum 
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confinement effects. Certain defects/impurities can induce in-gap states (IGS), electronic states 

inside the band gap. However, until now the nature of the IGS is still unclear.  

 

In order to resolve the energy level of IGS, and to analyze the distribution of IGS on individual 

QDs, we used scanning probe based spectroscopy techniques. One powerful local probe to 

measure the electronic density of states (DOS) is scanning tunneling spectroscopy (STS). This 

technique is based on scanning tunneling microscopy (STM), which enables atomic-resolution 

imaging
15

. A schematic setup of the system is shown in Figure 1.2. This technique was 

developed in 1980’s. The tip is mounted on a piezoelectric scanner, which allows microscopic 

movements in three dimensions with voltage applied at its electrodes. When a metallic tip 

approaches a conductive surface at a distance of ~ 1 nm, a tunneling current from the tip to the 

sample starts to flow. The tip position is controlled using a feedback system to enable a constant 

tunneling current while the tip scans over the surface. The surface topography image is thus 

obtained from the trajectory of the tip. Although STM has been used to obtain atomic resolution 

images on various single crystal surfaces, quantum dots capped with ligands are usually 

considered “dirty” and present a challenge for STM imaging. As we will see later, in proper 

imaging conditions single QDs can be resolved, but atomic resolution is hard to achieve.   

 

 
 

Figure 1.2. Schematic of the scanning tunneling microscopy (STM) setup. Image is adapted 

from the IAP/TU Wien STM Gallery:  

http://www.iap.tuwien.ac.at/www/surface/stm_gallery/stm_schematic 
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With the tip parked on top of the center of one QD (within tunneling distance), we disconnect the 

feedback loop (so that the tip-sample distance is kept constant), modulate the sample bias with a 

small AC voltage and sweep the DC bias. In this way, dI/dV spectra can be obtained using a 

lock-in amplifier that measures the AC current component. The raw spectrum is a good 

approximation of the sample DOS at small bias. However, in certain cases at large bias dI/dV 

can deviate from the DOS due to the dependence of tunneling transmission probability (T) on the 

sample bias
16

. It has been shown that normalizing dI/dV by dividing by I/V can minimize the 

voltage dependence of T
16

. We have performed this normalization to correct the exponential 

deviations of dI/dV in some cases. 

 

1.3 Imaging the Charge Transport Pathways 

 

At the mesoscale, new challenges emerge. In these solution processed materials, with quantum 

dot solids as a model and practical system, various heterogeneity and disorder widely exist, due 

to a myriad of intentional or unintentional defects and impurities. It is thus desirable to have a 

tool that can characterize how charge moves in a disordered material. Traditional methods of 

Transport measurements only deal with current-voltage (I-V) relationships, in a conductor, field 

effect transistor (FET), or Hall effect device
17

. While these bulk measurements reveal the charge 

carrier conductivity, mobility, and carrier concentration, the microscopic transport mechanisms 

cannot be directly determined.  

 

We use Kelvin probe force microscopy (KPFM)
18

 to image the charge percolation pathways and 

determine the microscopic charge carrier trapping and hopping mechanism. KPFM measures the 

local surface potential (Vsf) or contact potential difference (CPD) whose value (in the unit of 

volts) is the same as the difference in work function between the tip and the sample (in eV). The 

mechanism of the measurement is shown in Figure 1.3. For simplification a metallic sample is 

considered. When the sample and tip are not connected and are far away from each other, their 

vacuum level (  ) aligns but their Fermi level (  ) may not align due to the work function 

(       ) difference (Figure 1.3a). When the sample and tip are brought close to each other 

and are electrically connected, charge flows from one to the other to balance their work function 

difference. In equilibrium the Fermi level aligns and charge is built up at the surface of the 

sample and tip, accompanied by an electric field and electrostatic force between them (Figure 

1.3b). In KPFM measurements, a DC tip-sample bias (   ) is applied to nullify the electric field. 

This DC bias is recorded as the tip-sample CPD: 

    
     

 
,                                                              (1.1) 

where e is the absolute value of the elementary charge. 
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Figure 1.3. General mechanism of KPFM measurements. Image is adapted from Scientific 

Reports 4: 4203 (2014). doi:10.1038/srep04203 

 

The schematic setup of our KPFM is shown in Figure 1.4, which I built during the early stage of 

my PhD. Based on a commercial atomic force microscope (AFM), we developed additional 

feedback circuits so that KPFM can be performed. Specifically, we used Agilent 5500 AFM and 

HF2LI lock-in amplifier (with a built-in PID controller) from Zurich Instruments. We used two 

types of metallically coated AFM tips. The first one is Cr/Pt coated AFM tips with 3N/m force 

constant and 75 kHz resonance frequency, purchased from BudgetSensors; the second one is 

purchased from Asylum Research (model No. AC240TM, made by Olympus), which is silicon 

coated with Ti/Pt, with a typical tip radius of ~28 nm. The cantilever’s spring constant is ~2 N/m, 

and its resonance frequency is ~70 kHz. The KPFM measurement was done in a single pass, 

frequency modulation mode, so that the topography and surface potential can be measured 

simultaneously. During the non-contact mode AFM imaging, a DC bias (   ) plus an AC 

modulation (peak amplitude:        , frequency:        ) was applied to the AFM tip. The 

phase shift signal (  ) from the AFM controller serves as the input to the lock-in amplifier, 

which extracts the         signal (   ). The output is then fed to the PID feedback controller 

that adjusts the DC bias to nullify    . The DC tip bias is recorded as the raw CPD / Vsf signal. 

All the scanning probe images are analyzed using WSxM software
19

.  

 



6 
 

 
 

Figure 1.4. Schematic setup of our KPFM instrument. Image is adapted from Agilent 

Technologies: 

http://literature.agilent.com/litweb/pdf/5990-5480EN.pdf 

 

The mechanism of phase signal measurements can be explained as follows
20-22

. Using a simple 

capacitor model, we can write the tip-sample electrostatic force as: 

  
 

 

  

  
              )     )                                      (1.2) 

where C is the tip-sample capacitance, and z is the tip-sample distance. The spectral component 

of the force at   and    are: 

   
  

  
        )   ,                                                  (1.3) 

    
 

 

  

  
   

 .                                                         (1.4) 

The phase shift of the cantilever is proportional to the force gradient: 

   
  

  
.                                                                (1.5) 

We thus have: 

    
   

           )    ,                                                (1.6) 

     
   

      
 .                                                          (1.7) 

We can see that the CPD can be measured by either nullifying the   component of the force (Eq. 

1.3) or that of the phase shift (Eq. 1.6). In practice, however, phase measurements result in much 

higher resolution and accuracy
20-22

. This is because the force gradient is more sensitive to the 

variation of tip-sample distance, and thus senses the CPD of a smaller local sample area below 

the tip. Moreover, the force signal (measured by cantilever deflection) is subject to various 

artifacts, such as the topography-potential crosstalk and the instrument electrical crosstalk. These 

types of crosstalk are eliminated by measuring the phase signal.  
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Besides the CPD measured from     (controlled to nullify    ), we can simultaneously record the 

     signal. As can be seen from Eq. 1.7,      is proportional to 
   

   , reflecting the tip-sample 

capacitance. For semiconductor samples, it is a good measure of mobile carrier density
23

. 

 

Our KPFM setup can achieve ~10 mV potential resolution and ~20 nm spatial resolution, using 

normal clean tips. As far as we know, this is among the best in all the KPFM systems around the 

world that operates at 1 atmosphere pressure. By functionalizing the tip with nanoparticles, we 

can achieve even higher resolution down to ~10 nm.  

 

Besides simple, electrically grounded conductive samples, KPFM can be performed on the 

channel region of a thin film FET, with grounded source & drain and biased gate, to map out the 

charge percolation pathways and to determine the density of in-gap states. The mechanism of 

these measurements is shown in Figure 1.5. When a gate bias is applied, charges are injected into 

the channel region, filling the IGS or band edge states. The higher the DOS, the less the Fermi 

level moves. In regions where no states are available for charge carriers to be injected, the 

surface potential will follow the gate bias and change significantly. The exact magnitude of the 

surface potential change depends on the screening effect of the surrounding conductive areas. If 

there is no conductive area around, this change is the same as the change of gate bias.   

 

 
 

Figure 1.5. (A) Schematic of the KPFM measurement on the channel region of a field effect 

transistor (FET). (B) The energy level diagram of the cross sectional area of the system, marked 

by the black dashed line in (A). Part of the contents is reprinted with permission from Ref. 28. 

Copyright 2012 American Physical Society. 

 

By sweeping the gate bias (Vg) and recording the surface potential (Vsf), we can extract the DOS 

of the IGS. The mechanism has been explained before
24-28

. Previous work have focused on 

extracting the valence band tail states and deep bandgap states of p-type organic FETs, except 

our recent work where we explore the QD ambipolar FETs with the goal of obtaining the band 

tail states and in-gap states
24

. During the measurements, source and drain electrodes were always 

grounded. A gate bias was applied to inject charge carriers into the channel. We use a parallel 

plate capacitor model to extract the local carrier density from the measured Vsf: 
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(      )                                                                (1.8) 

where     is the SiO2 capacitance per unit area, and    is the channel thickness. When 

electrostatic charges are injected into the channel, the work function of the channel changes due 

to state filling, and the position of the Fermi level with respect to vacuum is       . The DOS 

is obtained as: 
  

  
 

   

       
    

   
  ).                                                     (1.9) 

Using the above equation, we can extract the DOS from the VsfVg spectrum.  

 

1.4 Organization of Thesis 

 

We will seek to first understand the surface physics and surface chemistry of nanocrystals and 

organic-inorganic interfaces (Chapter 2–4), and then probe the fundamental defect formation 

mechanisms and defect-induced in-gap states in QDs (Chapter 5). Furthermore we will study the 

effect of defects on charge transport in QD solids, highlighting the defect-induced charge 

percolation phenomena as a novel electronic transport mechanism (Chapter 6,7). We will then 

present optoelectronic applications utilizing the discovered percolation transport mechanisms 

(Chapter 8). Finally we will give a summary and outlook (Chapter 9). 
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Chapter 2: Atomic Ligand Passivation Structure of PbS Nanocrystals 
 

Reproduced in part and adapted with permission from Science 2014, 344 (6190), 1380-1384. 

Copyright © 2014, American Association for the Advancement of Science. 

 

2.1 Abstract 
 

Controlling the structure of colloidal nanocrystals (NCs) is key to the generation of their 

complex functionality. This requires an understanding of the NC surface at the atomic level. The 

structure of colloidal PbS NCs passivated with oleic acid has been studied theoretically and 

experimentally. We show the existence of surface OH– groups, which play a key role in 

stabilizing the PbS(111) facets, consistent with X-ray photoelectron spectroscopy as well as 

other spectroscopic and chemical experiments. The role of water in the synthesis process is also 

revealed. Our model, along with existing observations of NC surface termination and passivation 

by ligands, helps to explain and predict the properties of NCs and their assemblies. 

 

The science of nanocrystals has advanced steadily in several directions towards a stage where it 

is possible to achieve a new atomic level understanding of their structures.  A typical colloidal 

inorganic nanocrystal, such as a semiconductor quantum dot a few nanometers in diameter, is 

comprised of about as many atoms as a protein, with nearly half of them residing at the surface, 

which is capped by organic moieties that prevent aggregation and confer solubility. The 

synthesis of nanocrystals has reached a point where control of their size and shape is now 

routinely achieved (1-7).  While it has been possible to determine the structure of the interior of 

nanocrystals quite accurately, the structure of their surfaces cannot be obtained from ensemble 

crystallography. Yet it is the surface structure that controls their growth, solubility, and strongly 

influences their physical and chemical properties. Here we take advantage of improved insights 

of the mechanisms of nanocrystal growth (3-7), combined with extensive ab initio total energy 

calculations, to create a testable model for the atomic structures of the exposed facets of a 

prototypical nanocrystal.  The model makes specific and at first surprising predictions about the 

nature of the species bound to the surface, which we subsequently verified with a range of 

experimental probes. The detailed description of the surface atomic structure will not only 

enhance our understanding of the roles of the surface ligands, it also makes it possible for 

theoretical predictions of the properties of nanocrystals and their arrays at a new level with 

realistic descriptions of their surfaces and inter-nanocrystal connections (8-12).  

 

This work focuses on PbS nanocrystals, of current interest as a model system for studies of 

electrical transport in artificial solids in the limit of extreme quantum confinement (2, 13-16).  

PbS is ideal for this study because of the high symmetry of its rocksalt structure and its 

propensity to yield nanocrystals with well-defined (111) and (001) facets (17, 18).  Nanocrystals 

of PbS with controlled size and shape are produced routinely from a PbO lead precursor, bis-

trimethyl-silyl sulfur as a sulfur precursor, and oleic acid that binds to exposed Pb atoms to 

stabilize the surface (1-7).  Such nanocrystals form through a complex sequence of events in 

which kinetic and thermodynamic factors both play a critical role.  

 

2.2 Atomic Model of PbS Nanocrystal Surface 
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We have performed ab initio electronic structure calculations on relevant sub-systems and 

reaction steps in the synthetic process, including: studies of the molecular species known to be 

immediate precursors to atom additions to the nanocrystal; calculations on the possible fate of 

by-products of the initial decomposition step; as well as nanocrystal-ligand interactions; and 

ligand-ligand and ligand-solvent interactions.  Our calculations are based on density functional 

theory (DFT) in the generalized gradient approximation (GGA). While van der Waals 

interactions cannot be described accurately by such method, and entropy contribution in the 

solvent is too time-consuming to be calculated directly at this stage, we have taken the 

advantages of likely cancellations of these terms between different systems.  Our theoretically 

derived model has the following features: (1) The Pb:S atomic ratio is roughly 1.2:1 

(Pbexcess:S~0.2:1) for ~5 nm NC; (2) The ratio between the number of surface oleate molecules 

and the number of excess Pb atoms is ~1:1; (3) The ligands can be more easily removed from the 

(001) surface; (4) The average (111)/(001) surface to center distance ratio of the truncated 

octahedral shape is about 0.82:1; (5) OH groups are present on the NC surface.  These features 

are consistent with prior and current experimental studies including Rutherford Backscattering 

(RBS), transmission electron microscopy (TEM), X-ray photoemission spectroscopy (XPS),  

sum frequency generation (SFG) spectroscopy, nuclear magnetic resonance (NMR), and Fourier 

transform infrared spectroscopy (FTIR) (6, 7, 19-22). The presence of hydroxide on the surface 

is inferred based on the calculation due to the by-products of the precursor decomposition, and 

verified using XPS and SFG, and the existence of water in the precursor is supported with NMR 

and FTIR measurements.  

 

The molecular mechanism of the two-step synthesis process of colloidal lead chalcogenide NC 

was proposed a few years ago (5, 6). In the first step lead oleate precursors are formed by 

dissolving lead oxide with oleic acid. In the second step the chalcogenide precursors are injected 

into a heated solution of the lead oleate precursors. One of the by-products in the first step is 

water. Initially it was proposed that the water molecules will form free water liquid in the 

precursor solution (5, 6). However, our DFT calculations show that it is energetically more 

favorable for them to bind to the lead precursor. The binding energy of water to the precursor is 

calculated to be 0.49 eV per molecule, while the water-water binding energy in liquid water is 

estimated to be 0.28 eV from our DFT calculations. Therefore, the first reaction step can be 

written as: 

PbO + 2·OAH → Pb(OA)2···H2O.        (2.1) 

Here we use OAH to denote the oleic acid: CH3(CH2)7CH=CH(CH2)7COOH, while OA is used 

to denote oleate (-COO
-
 termination). The DFT optimized structure of the Pb(OA)2···H2O is 

shown in Fig. 2.1A. The formation of this complex and the existence of water will play an 

important role in the subsequent reactions and passivation of the NC.  

 

In the experiment, the reaction of Eq. (2.1) is followed by degassing the product at 110 °C under 

vacuum for 1 hour. It is thus important to know whether such degassing can remove all the water 

in the precursor as previously suggested (23). For this purpose, we have used NMR and FTIR to 

detect water in the precursor, and the possible change after degassing. NMR experiments 

demonstrate the absence of liquid water, but are unable to distinguish water molecule bound to 

the Pb(OA)2 complexes (Fig. 2.1A) (possibly due to coupling of H nuclei with Pb nuclei). Note 

that the addition of a small amount of Pb(OA)2 to NMR solvent results in a complete removal of 

a known peak in the original solvent which corresponds to water in the original solvent, 
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indicating the hygroscopic nature of the Pb(OA)2. Using FTIR measurements and deuterated 

oleic acid (d1-OA), we were able to distinguish OH stretching modes associated with water 

bound to Pb(OA)2. The d1-OA was prepared so that only the acid proton was exchanged for 

deuterium. These experiments indicate that a major part of water remains after degassing, which 

should be sufficient to provide the required 20% of water in Eq.(2.1) for the surface passivation 

(Pbexcess:S=0.2:1, one OH per excess Pb, see our model below). Note that the existence of water 

is also consistent with the observation that the Pb(OA)2 precursor often forms clusters (24). It is 

difficult to imagine they will group together without the help of water complexes near the O-Pb-

O head groups.  As a further demonstration of the role of water, we added acetic anhydride as a 

drying agent during the reaction of Eq. (2.1) to remove its water (followed by evacuation to 

remove acetic acid and acetic anhydride). The subsequent formation of PbS NC (following the 

same procedure as described below) becomes much slower, the NCs are reduced in size from 

otherwise 8-10 nm (for that particular synthesis condition) to 4 nm, and the particle shapes 

became rather irregular with many possible (001) surfaces, consistent with our model discussed 

below. We also note that, there are other ways to prepare Pb(OA)2 precursor in literature besides 

Eq.(2.1), but they all provide water in the products although with different sources. For example, 

Lifshitz and co-workers applied Pb(acetate)2:3H2O (instead of PbO in Eq.(2.1)) to produce 

Pb(OA)2 (25). In this case, the water can come from the original H2O in the Pb(acetate)2:3H2O.   

 

 

Figure 2.1. Optimized molecular configurations. (A) A water molecule formed during the NC 

synthesis is bound to the Pb(OA)2 molecule forming a Pb(OA)2···H2O complex. (B) Relaxed 

configuration of OAH molecules on the PbS(001) surface: x-, y- and top-views. (C) Relaxed 

lowest energy configuration of –OA and –OH molecules on the PbS(111) surface: y- and top- 

views. On the right a simplified top-view schematic is shown with the tail chains truncated.  

Pb(gray), S(yellow), O(red), H(white), C(brown). 
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In the second step, hexamethyldisilathiane ([TMS]2S) dissolved in trioctylphosphine (TOP) is 

injected into the heated Pb(OA)2···H2O precursor solved in octadecene. The reaction can be 

written as: 

Pb(OA)2···H2O + (TMS)2S → PbS + (TMS)2O + 2 OAH.       (2.2) 

The calculated ΔG from Eq.(2.2) is -2.13 eV. In the original article (5, 6), it was suggested that 

the end result for oleic acid is (oleyl-CO)2O. It is known and computationally confirmed, that a 

water molecule will react with (oleyl-CO)2O to form two equivalents of oleic acid. Thus, when 

the NC is synthesized, oleic acid, Pb(OA)2···H2O (due to excess Pb(OA)2 precursor), (TMS)2O, 

TOP and octadecene are present in the solution. Due to the excess oleic acid and Pb(OA)2···H2O, 

the final surface is likely to be passivated by oleate. In the following, we will consider 

passivations on (001) and (111) surfaces separately.  

 

Of all these species our calculation shows that oleic acid has the strongest binding energy to the 

(001) surface, due to its carboxyl functional group -COOH. Note that the (001) surface bind by 

an OA
-
 (12) has a much higher energy in our calculation since the –COO group can always bind 

with a cation in the solvent to yield a much lower energy. On a PbS(001) surface,  the -COOH 

groups form bidentate bridges between Pb and S atoms (e.g., with –C=O···Pb and -COH···S 

bonds as shown in Fig. 2.1B). This model contains one oleic acid molecule per two surface PbS-

pairs, with one PbS pair bound to one oleic acid, and the other pair unbound.  A high-density 

packing, with one oleic acid per one PbS-pair, is unfavorable due to the steric repulsion between 

the oleyl tails. The binding energy between oleic acid and the PbS (001) surface is calculated as: 

    E(bind)=E(mol/surf)-E(surf)-E(mol),        (2.3) 

where E(mol/surf) is the energy of the whole system, E(surf) is the energy of the system slab 

with an un-passivated nonpolar PbS(001) surface (after atomic relaxation), E(mol) is the free 

energy of the passivating molecule in the solvent, including solvent binding effects. There are 

two types of solvent binding effects. One is hydrogen-bonding between functional groups, 

another is van der Waals (vdW) interaction between alkene chains. While the first type can be 

described accurately by the GGA method, it is not possible for the second type. In addition, due 

to the flexibility of the alkene chain, the second type of binding needs also include an entropic 

contribution at room temperature. However, one can argue that the alkene chain vdW 

interactions for molecules on the surface and in the solvent should be approximately the same, as 

long as the chain volume density on the surface (with roughly vertically standup chains) is less 

than the alkene chain density in the solvent. As a result, either the flexible alkene chains at the 

surface tilt to optimize the chain-chain distance, or the solvent 1-octadecene (ODE) can 

intercalate into the surface layer to increase the alkene chain density. Thus, the tail chain vdW 

energy in E(mol/surf) should cancel out vdW energy in E(mol).  Also it should be noted that on 

the surface the vdW interaction is mostly between the tail chains of the oleate, while in the 

solvent, it is mostly between the tail chain of oleate and solvent ODE molecules. Since the ODE 

chain is similar to that in the oleate, a similar vdW binding energy is expected. With these 

approximations we have removed the GGA alkyl chain-alkyl chain vdW interactions from 

E(mol/surf) in Eq.(2.3). Meanwhile, for E(mol) we included the -0.83 eV binding energy of the 

OAH-OAH dimer (due to hydrogen bond), which forms in the solvent. We assume there is an 

appreciable amount of OAH in the solvent, thus the concentration entropy term of OAH can be 

ignored. The final calculated (001) binding energy is -0.16 eV per oleic acid as listed in Table 

2.1.  



14 
 

 

Table 2.1. Surface, passivation and binding energies for the (001) and (111) NC 

facets of PbS nanocrystals with lowest energy passivation configuration. The (001) 

and (111) surface area per OAH(OA
-
) molecule is 35.2 and 30.5 Å

2 
respectively.  

                                          (001) (111)  

Unpassivated Surface (meV/Å
2
) 12.31 23.47

*
  

Binding E per OAH(or OA
-
) (eV) -0.16 -0.52  

Total surface Energy  (meV/Å
2
)                 7.76 6.33  

*
-reconstructed surface 

 

Capping of the polar (111) facets in the NC is more complicated due to the need for charge 

compensation (26-28) to satisfy the electron counting rule (29-32). It should be noted that the NC 

formed in Eq.(2.2) has equal numbers of Pb and S. As a result it will have nonpolar (111) facets 

with only half of the terminal Pb atoms (28, 33). We then consider whether the Pb(OA)2···H2O  

group in the solvent can fill-in the surface vacancies (missing Pb atoms). We found that, in 

agreement with Bealing et. al (12), it is sterically impossible to fill every missing Pb atom of the 

(111) surface with one Pb(OA)2.  However, one OA for each missing Pb is sterically possible. In 

order to satisfy the electron counting rule, an anionic species needs to be introduced. This is 

provided by H2O, which can be dissociated into OH and H, with the H combining with the extra 

OA to form a stable OAH which is released into the solvent: 

 (PbS)N(111)+Pb(OA)2···H2O  OA···PbN+1SN(111) ···OH + OAH,                   (2.4) 

where (PbS)N(111) denotes the reconstructed nonpolar surface and PbN+1SN(111) the full Pb-

terminated polar surface. This reaction is shown graphically in Fig. 2.2. The binding energy of 

this passivation in the minimum energy configuration is -0.52 eV per oleate as shown in Table 

2.1, which is much larger than the (001) surface binding energy. This energy is the ΔG of 

reaction (4) (i.e., total energy difference between the right and left hand sides of Eq. (2.4)). The 

minimum energy configuration (after considering several possible configurations) of 

OA···PbN+1SN(111) ···OH is shown in Fig. 2.1C, where the OA group stabilizes the Pb ions via 

μ
2
-bidentate bridging bonds and the OH group stabilizes the Pb ions via μ

3
-Pb3–OH bonds. The 

overall structure satisfies the electron counting rule. When we calculate E(OAH) in Eq. (2.4), we 

have included the OAH-OAH dimer interaction of -0.83 eV. As discussed before, we have 

removed the GGA vdW interaction of the oleyl tails in OA···PbN+1SN(111) ···OH of Eq. (2.4). 

We have also considered many other possible passivation stoichiometries and configurations, but 

found none of them is as stable as the ones considered above as shown in Table 2.2.  
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Figure 2.2. Multi-step process for building up the (111) facets of PbS-NC. (A) Pb(OA)2·H2O 

complexes dissolved in the solution approaching the nonpolar and stoichiometric (111) facets. (B) 

The Pb ions bind to surface vacancies. (C) One of the two OA
-
 in each Pb(OA)2···H2O complex 

is removed from the surface due to steric effects, and the water molecule dissociated into OH 

group binding to the surface and H
+
 binding to the removed OA

-
. (D) Finally, the desorbed OAH 

molecules dimerise in the solvent. 

 

Table 2.2. Ligand binding energies (in eV) on the (111) PbS NC 

surfaces for a 4 Pb atoms area (counted from the full Pb termination 

case). For Pb(OA)2, we have taken into account the H2O molecule 

binding with Pb(OA)2 in the solvent, and binding as liquid water 

after Pb(OA)2 is bind on the surface. The 2OA,2OH (our current 

model) value is twice that shown in Table I since the surface area 

considered here is twice as large. The OA,O
2-

 corresponds to the 

case where the 2OH form one O on the surface and one H2O 

leaving the surface. 

2OA,2OH -1.04  

2OA,O
2-

 -0.60  

Pb(OA)2 half-filled -0.03  

2Pb(OA)2 full-filled +3.78  

 

In order to predict the shape of the PbS NC, we have calculated the surface energies of (001) and 

(111) surfaces, which are equal to the unpassivated surface energies (nonpolar for (111)) plus the 

binding energies calculated above. The unpassivated surface energies can be calculated easily 

using energies of slabs minus their corresponding bulk values.  The resulting surface energies, 

shown in Table 2.1, can be used in the Wulff reconstruction (34-38) to determine the shape of 

the NC in equilibrium. Our calculation gives a (001) to (111) Wulff ratio of 0.82, which agrees 

excellently with the average 0.82 ratio derived from TEM images (Fig. 2.3). With this procedure, 

it is now possible to construct a realistic NC with all the atomic scale surface passivation features. 

One example is shown in Fig. 2.4A with additional OH groups placed at the edge. To further 

study whether such a 3D passivation model can provide good passivation to the edge and corner 
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of the NC, we have truncated the alkyl chains of the oleic acids, making them acetic acids (which 

is not expected to change its surface electronic structures). After this simplification we are able 

to relax the atomic structures of a NC (2325 atoms, 4 nm diameter) using DFT/GGA calculations. 

The final system shows perfect surface passivation, with clean valence band minimum (VBM) 

and conduction band maximum (CBM) states, without any gap states (Fig. 2.4B). This result 

demonstrates that, under the current surface passivation pattern, it is possible to provide good 

edge and corner passivations. Thus we propose that the 3D bulk structure determines the 2D 

surface passivation structure, which in turn determines the 1D edge passivation structure.  

 

 
Figure 2.3. TEM images of PbS-NCs. High-resolution TEM images of the synthesized PbS-NC 

with enlarged views of selected NC shown below. The (111)/(001) center to surface distance 

Wulff ratios of the NCs are 0.820, 0.762, 0.866, 0.847, 0.792 from left to right, respectively, with 

an average ratio of 0.817, in good agreement with the calculated value based on the surface 

energies (see text).  
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Figure. 2.4. Model of PbS-NC in colloidal solution. (A) The atomic structure of a 5 nm diameter 

NC passivated with OA
-
 and OH

-
 ligands. (B) The electron density of states, and VBM and CBM 

levels of a NC passivated with truncated oleic acid alkyl chains. 

 

For a 5 nm NC, the above construction also provides the ratio between excess-Pb and S atoms, 

and between excess-Pb atoms and surface OA molecules. Our results for these two values for the 

model shown in Fig.4 are 0.19:1 and 1.18:1 respectively, which agree closely to our 

experimentally observed values of 0.21:1 (as measured by RBS) and 0.97:1 as reported in Ref. 

(7), respectively. In our model, the ligand surface binding energy in (001) is much smaller in 

amplitude than the value in (111). This is consistent with the following observations: (a) the NC 

in Fig. 3 all stand up on the (001) surface; (b) when lead chalcogenide NCs undergo oriented 

attachment to form a wire, they fuse via the (001) facets (38). Both observations indicate that it is 

easier to remove the ligand molecules from the (001) facets.  

 

2.3 Experimental Evidence of Nanocrystal Surface Hydroxylation 

 

One of the most interesting features of our passivation model is the existence of the OH groups 

on the (111) facet. It is well known that H2O can be easily dissociated into OH and H on 

transition metal or oxide surfaces (40-43). The binding of H2O to Pb(OA)2 in the solvent 

provides a natural kinetic pathway for this to happen (Fig. 2.2). We stress that this compact anion 

is also required to establish charge neutrality over the entire quantum dot which may not be 

achieved by OA molecules alone due to steric hindrance. This fact has previously been 

overlooked. We suggest that the co-existence of a steric demanding ligand like OA in 

conjunction with a smaller anion to fill the gaps and fulfill the electron counting rule could apply 

to other systems as well. To provide experimental evidence for this hypothesis, we carried out 

XPS and SFG measurements, with the XPS data shown in Fig. 2.5. Two NC samples are 

synthesized, one as described above (denoted as PbS-OH), another by following the procedure 

developed by Moreels et al. (44) which utilizes Cl
-
 and no water during the synthesis (denoted as 

PbS-Cl). In the PbS-Cl sample, the Cl
-
 anion has effectively replaced the OH

-
 anion. Both 

samples are spin coated on freshly cleaved graphite, followed by excessive washing with acetone 
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to remove unbound oleic acid ligands, and to achieve sub-monolayer coverage. The XPS data 

together with the two control samples, graphite and Pb(OH)2 powder, are taken and shown in Fig. 

2.5. Alhough the graphite is freshly cleaved in Ar glove box (with less than 1ppm oxygen 

concentration), it is still slightly oxidized, possibly due to oxygen adsorption on various defects 

present on the graphite (45, 46), showing an O 1s peak at 534.0 eV. Due to the incomplete 

surface coverage, the PbS-Cl and PbS-OH nanoparticle sample also show the same 534.0 eV 

XPS peak, which comes from the graphite substrate. After subtracting this peak, the PbS-Cl 

shows only one additional peak at 532.1 eV, possibly due to oleate species. The PbS-OH sample 

contains three peaks at 534.0, 532.1 eV, and 531.2 eV. The new and clear 531.2 eV peak agrees 

with the Pb(OH)2 powder single peak at 531.2 eV, which also agrees with literature reported 

other metal-OH groups XPS peak values (47-50). This is thus a strong evidence that the 531.2 

eV peak comes from the Pb-OH group at the surface of the PbS-OH NC sample. In the PbS-Cl 

sample, this feature is absent. However, we detected the existence of chlorine species by XPS, 

indicating the Cl
-
 anion has replaced the OH

-
 anion.  Note the 534.0 eV and 532.1 eV peaks have 

the same widths in different samples in Fig. 2.5. This rigorous peak fitting procedure proves the 

existence of the 531.2 eV peak in the PbS-OH sample. We further performed SFG measurement 

which also indicates the existence of OH in the sample. 

 
Fig. 5. The XPS spectra of PbS-NCs: O 1s XPS showing peaks at 531.2eV (red) from oxygen in 

OH groups, and at 532.1eV (green) from oxygen in carboxyl groups.  

 

2.4 Conclusion 

 

To conclude, through ab initio calculations and studies of the molecular mechanism of the 
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nanocrystal growth, we have constructed a detailed picture of the atomic structure and surface 

passivation of PbS NC by oleic acid that encompasses the whole synthetic process. This model 

predicts that the hydroxyl group, generated as a by-product of precursor decomposition, is also 

an important ingredient of the passivating layer on the (111) surface, an unexpected conclusion, 

which when taken into account yields consistency with multiple experiments. The model agrees 

with all the available experimental observations, including the exact shape of the NC. In 

particular, careful XPS measurements prove the existence of OH group on the surface of the NC, 

where FTIR measurements indicate the existence of water in the precursor. A 3D passivation 

model is provided with edges and corners passivated satisfactorily showing no gap states. We do 

note that what we proposed here might only apply to the samples prepared following the 

procedures described above. As there are many other possible procedures (e.g., the Cl passivated 

NC), the situations for other samples might be different. Nevertheless, a detailed understanding 

for even a single situation will be valuable in this field considering our current poor knowledge 

in the atomic details of ligand surface passivation.  
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Chapter 3: Measuring the Charge State of Single Nanoparticles 
 

Reproduced in part and adapted with permission from Nano Letters 2015, 15 (1), 51-55. 

Copyright © 2015, American Chemical Society. 

 

3.1 Abstract 

 

Electrostatic interactions at the nanoscale can lead to novel properties and functionalities that 

bulk materials and devices do not have. In this chapter we used Kelvin probe force microscopy 

(KPFM) to study the work function (WF) of gold nanoparticles (NPs) deposited on a Si wafer 

covered by a monolayer of alkyl chains, which provided a tunnel junction. This presents a simple 

model system to understand the nontrivial nanoscale electrostatics. We found that the WF of Au 

NPs is size-dependent, and deviates strongly from that of the bulk Au. We attribute the WF 

change to the charging of the NPs, which is a consequence of the difference in WF between Au 

and the substrate. For a NP with 10 nm diameter charged with ~5 electrons, the WF was found to 

be only ~3.6 eV. A classical electrostatic model was derived that explains the observations in a 

quantitative way. We also demonstrate that the WF and charge state of Au NPs are influenced by 

chemical changes of the underlying substrate. Therefore, Au NPs could be used for chemical and 

biological sensing, whose environmentally sensitive charge state can be read out by work 

function measurements. 

 

3.2 Work Function Measurement of Single Au Nanoparticles 

 

When bulk materials are scaled down to the nanoscale, novel properties emerge, such as size-

dependent bandgaps due to quantum confinement
1,2

, enhanced catalytic properties due to the 

large surface area and rich surface structure,
3,4

 and plasmonic effects due to localized collective 

electron oscillation.
5,6

 Another property that is often overlooked is the electrostatic interactions 

that lead to changes in work function, which is defined as the minimum thermodynamic work 

needed to extract an electron from a material to a point in vacuum immediately outside the 

surface.
7
 As an example, Au nanoparticles from 3 nm to tens of nanometers are metallic,

8,9
 

although their WF deviates from that of the bulk Au, due to electrostatic effects.
10,11

 For isolated 

neutral metal NPs this is due to image force and Coulomb interactions.
10

 However, when these 

NPs are interacting with the nearby environment, as is inevitable in device applications, their WF 

diverges from that of free particles.
12

 In this case, the WF is no longer an intrinsic property of the 

NPs, but depends critically on the chemical composition and electronic properties of the adjacent 

materials. Although electrostatic charge transfer was assumed to be responsible for the 

environmental dependence of the WF of metal NPs,
12

 there has been no evidence or explanation 

of this effect. Here we report measurements of the change in the WF of Au NPs as a function of 

their size, and explain the nature of the phenomenon by deriving a quantitative expression of the 

charge transfer. In contrast to atomic and molecular adsorbate systems that modify the WF of the 

substrate by the formation of electric dipole moments,
13,14

 metal NPs exhibit unique nanoscale 

Coulomb confinement effects determining their WF.   

 

Au NPs were deposited on a heavily n-doped silicon substrate pre-covered with an insulating 

monolayer film of alkyl chain molecules that provide a tunnel junction coupling between the NPs 

and the substrate. We expect that electrons will transfer from the Si to Au (due to their WF 
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difference) by tunneling through the junction. The chemical inertness of Au and the ability to 

controllably oxidize the Si substrate make our sample an ideal platform to observe the effect of 

environmental factors on the charge state of Au NPs, and the consequent effect on WF change.  

 

The gold nanoparticles were synthesized by reduction of a gold salt with ascorbic acid. Figure 

3.1(a) shows transmission electron microscopy (TEM) images of three representative Au NPs. 

The NPs have a size distribution ranging from 3 nm to ~25 nm (Figure 3.1(b)), and are roughly 

spherical in shape. They were deposited on an amine-terminated C7 alkane monolayer grafted on 

heavily n-doped oxide-free Si(111) (phosphorus doped,            ).
15,16

 The amine group 

provides binding to the Au NPs. This grafted organic monolayer will be referred to as GOM. The 

ascorbic surfactants capping the NPs were removed prior to KPFM measurements with a 30 min 

annealing in vacuum at 150 °C. The GOM layer remained intact after this annealing process.
16

 

The GOM surface was not modified after annealing and the NP surface coverage remained 

       cm
-2

 (10 NP/µm²) as evaluated with atomic force microscopy (AFM). 

 

 
Figure 3.1. Au nanoparticles and work function measurements. (a) High resolution TEM image 

showing three Au NPs. (b) Size distribution histogram analyzed from TEM images of 103 

particles. (c) Schematic diagram of the KPFM measurements of the Au NPs deposited a Si 

substrate covered with a grafted organic monolayer (GOM).  

 

The schematic setup of the KPFM measurement is shown in Figure 3.1(c). The home-built single 

pass, frequency modulation KPFM has a resolution of ~10 mV.
17

 During KPFM measurements, 

the sample was grounded, while a bias              was applied to the conductive AFM tip, 

with                . The electric field between the tip and surface, due to the contact 

potential difference and applied voltage, shifts the frequency and phase of the oscillating 

cantilever away from its free resonant value (         ). It can be shown that the cantilever 

phase shift at   is:
18

 

    
   

                     )   ,                                                                                      (3.1) 

where               is the contact potential difference between the tip and the sample. C is the 

tip-sample capacitance, and z is the tip-sample distance (typically <5 nm during imaging).     is 

adjusted by the feedback control to maintain      , so that its value is equal to the tip-sample 

contact potential difference. This compensation of the CPD also minimizes tip-sample 

electrostatic forces, allowing determination of the true sample topography.
18-21

 For simplicity, in 

all the results shown here the CPD was calibrated by setting the average CPD of the GOM to 
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zero. The calibrated CPD signal of the NP is related with its work function via the following 

relation: 

       )           )  ,                                                                                               (3.2) 

where      and     are the work functions of the GOM and the Au NPs, respectively. e is the 

absolute value of the elementary charge. This relation shows that the changes in CPD and work 

function are of opposite sign. 

 

With our setup, we obtain the surface topography and CPD images simultaneously in non-

contact mode, allowing for a direct determination of NP size and WF. In contrast to electrostatic 

force microscopy, which can be utilized to manipulate the amount of charge in a tunnel 

junction,
22

 KPFM can detect the WF of the NPs without changing their charge state, since the 

CPD is balanced by the tip bias to nullify the electric field. 

 

Figure 3.2(a) and (b) shows topography and CPD images of one area. The height profile through 

6 NPs shows a variation between 6 and 17 nm, in agreement with the NP size distribution 

measured by TEM. In the CPD image the NPs appear as depressions (negative CPD), revealing 

that their WF is higher than that of the GOM on the Si(111) substrate. The GOM layer is 

electrically homogeneous, with a CPD fluctuation of less than 40 mV over the scanned area. As 

we can see in the profiles (c) and (d), particle #5 has a size of 17 nm and a CPD of -310 mV, and 

particle #6, with a size of 7 nm, has a CPD of -160 mV. Except for particle #4, the larger the NP, 

the more negative its CPD. A systematic study was carried out on 27 different NPs with sizes 

varying from 5 to 18 nm. A plot of the CPD (left scale) as a function of NP diameter (Figure 

3.2(e)) shows that the CPD increases (i.e. WF decreases) when the NP diameter decreases. The 

work function of the GOM, found to be 3.4 eV by ultraviolet photoelectron spectroscopy (UPS), 

was used to obtain the WF of Au NPs (Equation (3.2)), as shown in the right scale in Figure 

3.2(e). We can see that the WF of Au NPs deviates substantially from that of the bulk Au 

(         ).
23

 We note that our KPFM setup can only accurately measure the WF of NPs 

larger than 5 nm due to the limited spatial resolution imposed by our tip radius and imaging 

distance. For this reason the values for NPs smaller than 5 nm are not included. The data points 

for NPs larger than 20 nm are not included either, due to their irregular shape. The observed 0.1 

– 0.2 eV WF fluctuation of NPs with the same size can be due to the variation in particle shape, 

and the orientation of the exposed facets,
24

 as well as from the presence of steps and kinks.
25
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Figure 3.2. Nanoparticle work function vs. size. (a) and (b) are simultaneously obtained 

topography and CPD images of NPs on the GOM covered Si substrate. Six NPs are labeled 1 to 

6. Scale bar: 200 nm. The cross section profiles of topography (c) and CPD (d) indicate that in 

general the CPD is more negative when the NP size is larger. (e) CPD as a function of NP 

diameter (left scale). The right scale is the corresponding WF calibrated with the value 

determined by UPS on the GOM covered Si surface. 

 

3.3 Mechanism of Charge State Controlled Work Function 

 

Our results can be explained by the charge transferred between the substrate and the Au NP as a 

result of the mismatch between their work functions. The value of this charge is determined by 

the capacitance between the NP and the substrate. The charge produces an electrostatic field that 

leads to a change in the WF of the NPs. If instead of the NPs we had a metal film over the GOM, 

the Coulomb field would be zero above it (the field is confined between the film and the 

substrate). However in the case of isolated nanoparticles the field extends outside with a value 

that depends on its size.  

 

To calculate the Coulomb potential and to extract the charge state we start with Wood’s 

formula
10

 for neutral isolated metal nanospheres, and modify it to derive the WF change of 

grounded charged metal nanospheres. The WF difference between a metal NP and the 

corresponding bulk metal (  ) arises from a difference in image force fields (    ) and from 

the Coulomb field near the surface of the NP due to the stored charges inside (   ): 

           .                                                                                                                 (3.3) 

The first term is the difference between the image potential energy at the surface of a sphere and 

that of a flat metal plane: 

      
 

 

 

    

  

 
.                                                                                                                   (3.4) 

where    is the vacuum permittivity, and R is the radius of the sphere. The charges inside the 

metal nanosphere, considered to reside at its center,
26

 induce a Coulomb potential energy at the 

surface: 

      
 

    

  

 
,                                                                                                                      (3.5) 

where N is the charge state of the NP, which can be either positive or negative. The contribution 

to N of the image charges from the depletion region in the Si substrate is negligible. Combining 

     and     we get: 

   (   
 

 
)

 

    

  

 
,                                                                                                            (3.6) 

  
    

       
 

 
 

 

          
    

 

 
,                                                                             (3.7) 

where D is the diameter of the sphere.  

 

Using Equation (3.7), we can extract the charge state of the Au NPs as a function of their 

diameter. The results are shown in Figure 3.3(a). We can see that all the Au NPs are negatively 

charged, and the number of charges increases with the NP diameter. 
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Figure 3.3. Charge state sensing and its mechanism. (a) Charge state of the Au NPs as extracted 

from the measured CPD, and from calculations based on band diagram and capacitance analysis. 

(b) Band alignment diagram of the Au NP-GOM-Si junctions. The WF difference between 

charged Au NP and bulk Au (  ) arises mainly due to the Coulomb field produced by the 

charges inside the NP. The KPFM tip senses the WF of the NPs by applying a DC tip bias (   ) 

to align their vacuum level with that of the tip (Equation 3.1). EF: Fermi level; Evac: vacuum level. 

  : band bending inside Si. 

 

To understand the mechanism of the charge storage we consider the band diagram shown in 

Figure 3.3(b). The bulk work function of the n-doped Si is WSi=4.15 eV. There is a depletion 

region near the surface of the Si which contains positive charge as a result of electron transfer to 

the Au NP. In the region containing the GOM there is a potential energy drop of           

due to the dipole moment at the Si-GOM interface and inside the GOM.
27-29

 Since our NPs are 

larger than 3 nm, their electronic properties are similar to those of bulk Au.
8,9

 Therefore the 

energy separation between vacuum level and Fermi level in the NP is nearly the same as that in 

bulk Au. Using a Poisson solver, we calculated the built-in potential between the Au and the Si 

surface to be         .  

 

To calculate the value of the charge in the Au NP (eN) for comparison with the measured results, 

we calculate the capacitance ( ) of a gold sphere separated from a Si surface by a thin dielectric 

using a semi-analytical formula.
30

 The charge state of the Au NPs was then calculated using 

       , shown in Figure 3.3(a) (blue line). The calculated values matches with those 

obtained from the CPD measurements. The small discrepancies for NPs larger than 15 nm may 

arise from the deviation of the NP shape from a sphere, as we have seen in TEM images. 

 

3.4 Chemical Sensing via Work Function Measurements 

 

Since the charge state of metal NPs depends on the local electronic environment, their WF will 

also reflect local chemical changes. According to Equation (3.6), the sensitivity of the WF on the 

charge state is 
          

 
 per charge, which for a 5 nm NP amounts to ~0.6 eV. To demonstrate 

this effect we modified the surface chemistry of the Si substrate by oxidizing the sample by 
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exposure to oxygen, and measured the resulting change of WF of the Au NPs. We observed by 

X-ray photoelectron spectroscopy (XPS) and UPS that the Si(111) surface was fully oxidized 

after 3 days exposure to air, while the Au NPs remain intact. UPS also showed that the WF of the 

GOM-covered surface increased by 0.3 eV. With KPFM we imaged the CPD of the sample at 

different oxidation stages, and observed that the CPD of the GOM surface becomes 

inhomogeneous when partially oxidized (Figure 3.4(a)), and homogeneous again when the 

surface oxidation is complete (Figure 3.4(b)). The height distribution and shape of the Au NPs 

did not change with substrate oxidation.  

 

 
Figure 3.4. Effect of Si oxidation on the charge state and WF of the Au NPs. (a) and (b) are CPD 

images of the sample after exposure in AFM chamber for 2 days (nitrogen purged, relative 

humidity below 0.5%) (a) and 3 days in air (b). Scale bar: 200 nm. In (a), the areas circled by 

white dashed lines and several other low CPD areas (blue/cyan areas) correspond to local 

oxidation spots. In (b) the surface is uniformly oxidized. (c) WF vs. NP size for the fresh sample 

(same as Figure 3.2(e)) and for the fully oxidized sample (3 days exposure to air). (d) Charge 

state extracted from the WF in (c), with linear fits. 

 

We analyzed the WF and the extracted charge state of the fully oxidized sample as shown in 

Figure 3.4(c) and 3.4(d). We observed an increase of WF for small NPs (5 nm – 15 nm), 

corresponding to a slight decrease in the amount of stored electrons. This can be explained by the 
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decrease of capacitance between the Au NPs and the Si surface, as a result of the increased 

tunnel barrier thickness after Si surface oxidation. The WF is weakly dependent on the size of 

the NPs after substrate oxidation, while the charge state is more linearly dependent on the 

particle diameter (as shown by Equation (3.7), a size-independent    leads to    
 

 
)   ). 

This is a result of the linear dependence of   on NP size, which approaches the self-capacitance 

of the NP, as a result of the decreased coupling between the NP and substrate when the dielectric 

thickness increases. The change of the size-dependence of WF is more pronounced than that of 

the charge state, indicating that WF is very sensitive to changes of charge state. We therefore 

expect sensing applications where the chemical environment induces charge state changes of the 

metal NPs, which is amplified and detected by WF measurements.  

 

3.5 Conclusion 

 

In summary, we found that the work function of Au NPs is dominantly determined by their 

charge state and can deviate strongly from that of bulk Au. We can envision sensing applications 

based on this novel phenomenon, where scalable devices can be made using metal NPs, and the 

change of their WF can be detected via nanomechanical or capacitive measurements. Compared 

to the previously demonstrated single electron transistor devices
31

 which require three terminals 

(source and drain need to be within tunneling range) and low temperature operation, the WF-

based charge sensing device only requires two terminals (source is within tunneling range to the 

NP, while sensing electrode can be a few nm away) and can operate at room temperature, 

opening up potential in-situ chemical and biological sensing applications. 
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Chapter 4: Organic-Inorganic Interfacial Charge Trapping States 
 

Reproduced in part and adapted with permission from ACS Nano 2013, 7 (9), 8258–8265. 

Copyright © 2013, American Chemical Society. 

 

4.1 Abstract 
 

Using Kelvin probe force microscopy (KPFM) we studied the local charge trapping states at the 

SiO2 – oligothiophene interface in a field effect transistor (FET), where SiO2 is the gate dielectric. 

KPFM reveals surface potential inhomogeneities within the oligothiophene monolayer, which 

correlate with its structure. A large peak of trap states with energies in the oligothiophene’s 

bandgap due to hydroxyl groups is present at the oxide surface. We show that these states are 

successfully eliminated by pre-adsorption of a layer of (3-Aminopropyl) triethoxysilane 

(APTES). Time resolved surface potential transient measurements further show that the charge 

carrier injection in the non-passivated FET contains two exponential transients, due to the charge 

trapping on the oxide surface and in the bulk oxide, while the APTES passivated FET only has a 

single exponential transient due to the bulk oxide. The results demonstrate that APTES is a good 

SiO2 surface passivation layer to reduce trap states while maintaining a hydrophilic surface, 

pointing out the importance of dielectric surface passivation to bridge the gap between soft 

materials and electronic devices. 

 

4.2 Introduction 

 

Organic Electronics is an emerging area both for fundamental research and industrial 

applications.
1-4

 Compared to their inorganic counterparts, organic semiconductors are often low 

cost, solution processable and environmentally friendly, with applications in large area 

electronics including FETs, solar cells, light emitting diodes, and radio frequency identification 

tags.
1-7 

More recently, organic semiconductors have found applications in biosensors and 

bioelectronics.
8,9 

 

The bottleneck in the performance of most organic electronic devices is the relatively low charge 

carrier mobility, due to both the intrinsic charge carrier localization and hopping transport 

mechanism, and various defect-induced charge trapping effects.
1-3,10-14 

For FETs, the dielectric-

organic semiconductor interface is crucial since the charge carriers are within a few nanometers 

of this interface. Unfortunately, one of the most widely used dielectric, SiO2, is notorious for 

electron trapping, possibly due to bulk defects and surface hydroxyl groups.
10,11

 To reduce this 

charge trapping effect, various siloxane self-assembled monolayers (SAMs) (e.g. 

hexamethyldisilazane (HMDS) and octadecyltrichorosilane (OTS)) have been used to passivate 

the SiO2 surface.
10-14 

This approach, though effective in alleviating charge trapping and 

increasing conductivity, always results in a hydrophobic surface which is not compatible with 

some self-assembly (e.g. Langmuir Blodgett (LB) deposition) and biosensing techniques.
15

 

 

To quantitatively characterize charge trapping effects and understand the trapping mechanism, 

the density of electronic states (DOS), which reveals the charge carrier’s energy dispersion, is 

fundamentally important. The localized trap states are often in the HOMO-LUMO gap of the 

organic semiconductors, which has been measured by various techniques including ultraviolet 
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photoelectron spectroscopy,
16 

transient photovoltage spectroscopy,
17 

and KPFM.
18 

Among these 

techniques, KPFM allows for a quantitative direct determination of DOS with spatial resolution 

down to 20 nm. Moreover, it’s suitable for measuring the DOS of the organic semiconductor 

channel on top of the dielectric surface on an FET, which is directly relevant to device 

performance. 

 

Here we present results obtained using KPFM to study the charge trapping behavior of an 

oligothiophene monolayer FET. The schematic setup of the measurement is shown in Figure 

4.1a,b, where the only difference between 1b and 1a being the pre-adsorption of an APTES self-

assembled monolayer on the SiO2. The FET channel is a submonolayer of an oligothiophene 

derivative, named 4-(5-decyl-2,2′ ;5′ ,2″ ;5″ ,2‴;5‴,2⁗-pentathiophen-5-yl)butyric acid 

(Figure 4.1c), abbreviated as D5TBA.
19-22 

This molecule has a semiconducting core consisting of 

five thiophene rings, which is widely used for molecular electronics.
23-25 

Moreover, it is 

amphiphilic with a hydrophilic carboxylic acid group at one end and a hydrophobic alkyl chain 

at the other end, thus is a good model system for self-assembly at air-water interface. KPFM 

reveals spatial inhomogeneity of the D5TBA surface potential distribution, which correlates with 

the structure of the monolayer film. Our spectroscopic measurements show that the HOMO edge 

level of the D5TBA is 0.2 eV below the Au Fermi level, and that the D5TBA FET is p-type, in 

agreement with previous conductive AFM measurements in our group.
19,22 

For the non-

passivated FET, we observe mid-gap trap states with a Gaussian peak at 1.07 eV above the 

HOMO edge present at D5TBA-SiO2 interface. After APTES passivation, these states are greatly 

reduced, resulting in an exponentially decaying DOS in the bandgap. Furthermore, we performed 

time-resolved local surface potential measurements on D5TBA crystalline domains on top of the 

non-passivated and APTES-passivated FET, revealing that the non-passivated FET has a larger 

hysteresis. To the best of our knowledge, this is the first report on SiO2 surface passivation with 

hydrophilic SAM that successfully reduces charge traps. These results could be interesting for 

the interdisciplinary areas of soft materials and electronics, such as self-assembled organic 

electronics and bio-electronic interfaces. 

 

4.3 Imaging Charge Transport Pathways in Semiconductor Organic Monolayers 

 

The FET substrate was fabricated using a standard photolithography process, with a thermal 

oxide thickness           , channel length        , and width W     . The D5TBA 

monolayers deposited from the Langmuir-Blodgett trough attach to both the oxide and the Au 

surface via the carboxylic acid end group, while the C10 alkyl chain stays on top, rendering the 

surface completely hydrophobic (as confirmed by water contact angle measurements). The 

D5TBA FET was stored in an Ar glove box for at least 24 hours before KPFM measurements, so 

as to remove most of the water. KPFM was performed using an Agilent 5500 AFM with a home-

built Kelvin probe setup. In order to achieve high spatial and energetic resolution, we 

implemented single pass frequency modulation method for the Kelvin probe feedback loop
26

. 

With this setup we can measure the surface potential     with 20 nm spatial resolution and 20 

mV potential resolution. The KPFM measurements were performed at room temperature in a 

Nitrogen chamber with relative humidity < 0.5% (the detection limit of our hygrometer). During 

the surface potential measurements the Au source and drain electrodes (shown in Figure 4.1a,b) 

were grounded, while the gate bias Vg is varied within the range of -100 V to 100 V. It should be 

noted that we operated the FET in the static field effect capacitor regime, since no source-drain 
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bias was applied. Assuming that the channel potential is uniform across the vertical cross section 

of the FET channel, and the thermal broadening of the Fermi-Dirac distribution at room 

temperature is negligible compared to the energy scale of the measurement,
27,28

 we can use a 

simple parallel plate capacitor model to extract the carrier density in the channel: 

  
   

   
       )     ) ,                                                                                                        (4.1) 

where     is the oxide capacitance per unit area,    is the channel thickness,   is the elementary 

charge, and    is the threshold gate voltage for charge carrier injection into channel (the origin of 

the x-axis in Figure 4.3a,d). We can write the energy level of the channel as the difference 

between the vacuum level and Fermi level, which is simply: 

      .                                                                                                                                   (4.2) 

The DOS can be obtained as: 
  

  
 

   

     
 

    

   

  ).                                                                                                                  (4.3) 

It should be noted that the D5TBA monolayer channel in our FETs is only 1.5nm thick, as 

determined by AFM measurements. This ultrathin monolayer channel ensures minimum band 

bending in the vertical cross section of the channel, allowing the technique to reach its limit in 

terms of the accuracy and range of the extracted DOS.
27,28  
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Figure 4.1. Schematic setup of the KPFM measurement, with the tip above a D5TBA monolayer 

domain on a FET (a) without oxide surface passivation (b) with APTES passivation. (c) 

Molecular structure of 4-(5-decyl-2,2′;5′,2″;5″,2‴;5‴,2⁗-pentathiophen-5-yl) butyric acid 

(D5TBA). Simultaneous (d) topography and (e) surface potential images of a non-passivated 

D5TBA FET. The gate bias is -13V. The blue dotted lines in (e) mark the position of the Au-

SiO2 interface.  Note that the Au electrodes in (d) (cyan colored) are actually 50nm above the 

oxide in the middle with the height color scale saturated, while in (e) the crystalline domains of 

D5TBA monolayer are clearly distinguishable both on Au and on oxide. The insets in the bottom 

right corners of (d) and (e) are expanded images of one area on the oxide. 

 

Figure 4.1d,e show the simultaneous topography and surface potential images of the non-

passivated D5TBA submonolayer FET, with no oxide surface passivation and a gate bias of -13 

V. The Au source/drain electrodes are 50 nm thick, and the contrast of the topography image is 

adjusted to show the D5TBA monolayer structure on oxide. Note that the color scale is saturated 

over the electrodes. Since the surface of the oxide has a roughness of about half nm, the 

topography of the D5TBA on the oxide, though resolvable, is not very clear. On the other hand, 

the surface potential image clearly resolves different structures of the D5TBA monolayer film on 

both Au electrodes and the oxide surface. The D5TBA forms both crystalline domains (brighter, 

smooth islands) and amorphous domains, consistent with previous studies in our group.
22 

Expanded topographic and surface potential images of an island on the SiO2 are shown in the 

insets of Figure 4.1d,e. A detailed analysis of more than 20 surface potential images on different 

areas and different samples show that the D5TBA monolayer always has a higher surface 

potential (lower work function) than the substrate. This is due to the fact that the negatively 

charged carboxylic end of the D5TBA is down in contact with the surface, while the positively 

charged alkyl chain end is on top. On the Au electrodes, the average surface potential of the 

crystalline domains is 250 mV above that of Au, while the amorphous domains have an average 

surface potential 200 mV above that of Au. We suspect that the amorphous domains could be 

less densely packed than the crystalline domains, resulting in a smaller electric dipole moment. 

This could also be an explanation to the fact that no lateral charge transport through the 

amorphous domains has been observed by previous Conductive AFM studies in our group.
19,22 

In 

this study we focus on the crystalline domains. 

 

To understand the surface potential contrast shown in Figure 4.1e, we zoom in to the Au-SiO2 

interface to analyze the correlation between topographic structure and surface potential, and the 

dependence of surface potential distribution on gate bias. Figure 4.2 shows the simultaneous 

topography (Figure 4.2a, c) and surface potential (Figure 4.2b, d) measurements with negative 

and positive gate biases, respectively. In Figure 4.2b we can see that there is a D5TBA 

monolayer island straddling the Au and the SiO2. When Vg = -13 V, the surface potential of the 

D5TBA on SiO2 is only slightly (100 mV) below the surface potential of D5TBA on Au 

electrode (Figure 2b). But when Vg = 6 V, the surface potential of the D5TBA on SiO2 is 1.1 V 

above that of the D5TBA on Au (Figure 4.2d). This indicates that with negative gate bias, hole 

carriers can be injected into the D5TBA channel (i.e. the part of the D5TBA island on SiO2 in 

electrical contact with the Au). The injected hole carriers effectively screen the gate bias, so that 

the surface potential of the channel remains close to the surface potential of the source/drain 

electrodes. When positive gate bias is applied, the hole carriers in the channel are depleted while 

no electrons are injected, so that the channel becomes insulating and follows the gate bias. These 
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results lead to the conclusion that the D5TBA FET is p-type. Note that the surface potential is 

noisy within about 100 nm of the SiO2-Au interface, due to a sharp transition of the topography 

which perturbs the feedback loop of the KPFM, when the AFM tip scans across the interface.
26

 

But the KPFM feedback is stable farther away from the interface. Also, the topography images in 

Figure 4.2a and 4.2c are identical, indicating that the KPFM technique successfully eliminates 

the contribution of electrostatic tip-sample interaction to the topography defects, which exists for 

normal tapping mode and non-contact AFMs without Kelvin probe feedback.
29-31

 Moreover, as 

indicated before, we can see that the surface potential of the D5TBA crystalline island on Au is 

250 mV above that of the Au, in both Figure 4.2b and 4.2d.  

 
 

Figure 4.2. Simultaneous topography (left) and surface potential images (right) of non-

passivated D5TBA FET. The top images correspond to a gate voltage of Vg = -13 V, while the 

bottom images correspond to Vg = 6 V. The crystalline monolayer island across the oxide-Au 

interface is outlined in all the images. The insets show the height and surface potential 

distributions across the line on this island. The green and red lines in the inset images mark the 

surface potential level of the D5TBA on SiO2 and D5TBA on Au, respectively. The blue dotted 

lines in (b) and (d) show the SiO2-Au interface, as guidance to the eye. 

 

4.4 Charge Trapping States Probed by Surface Potential Spectroscopy 

 

To quantitatively characterize the dependence of surface potential on gate bias and extract the 

bandgap DOS, we perform Vsf - Vg spectroscopy on the crystalline channel region of the non-

passivated D5TBA FET, as shown in Figure 4.3a. After acquiring each Vsf - Vg spectra the gate 

AuSiO2

(c)

(a) (b)

(d)

AuSiO2
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bias was set to 0 V for a few minutes to allow the threshold voltage to equilibrate, before taking 

the next spectrum or image. During the gate bias sweep (at a speed of 10 – 20 mV/s for all the 

Vsf – Vg spectroscopy measurements), the tip is within 10nm above the point at the D5TBA 

island on the oxide, marked by the cross in the inset of Figure 3a. It can be seen that the surface 

potential linearly follows the gate bias when Vg-Vt > 0, confirming that the D5TBA is not 

electron-conducting. In the linear region the slope is 0.6, a value less than 1 due possibly to 

charge trapping hysteresis. When Vg-Vt is below 0, the surface potential remains stable until Vg-

Vt reaches -18V, at which point Vsf decreases further until reaching a constant value at Vsf = -0.4 

V. This clearly shows that the hole carriers are injected into the channel, which screen the gate 

bias. Using Equation 3 we can extract the DOS, as plotted in Figure 4.3b. We can see that the 

valence band edge DOS is exponential (              ) ) with a characteristic energy 

          , in agreement with previous studies of organic FETs.
18,27 

However, the DOS does 

not decay exponentially all the way into the bandgap region. Instead, we observe additional DOS 

with a Gaussian peak centered at 0.87 eV with a DOS of                  and a FWHM of 

0.15 eV. The bandgap of D5TBA can be estimated from the UV-Vis absorption edge to be 2.5 

eV. If we take the Au work function to be 5.1 eV, then the HOMO and LUMO edge of the 

D5TBA is 5.3 eV and 2.8 eV below vacuum level, respectively. The peak of the midgap trap 

states is very deep at about 4.2 eV below vacuum level which is unlikely due to the 

electrochemically induced impurities in the D5TBA.
32

 We suspect that the hydroxyl groups on 

the SiO2 surface are the origin of the deep electron traps (Figure 4.3c).  

 
Figure 4.3. Surface potential – gate bias spectroscopy of D5TBA FET (a) without oxide surface 

passivation and (d) with APTES passivation of SiO2. Vsf is calibrated by setting the Au surface 

potential to zero. The insets in (a) and (d) are           surface potential images with Vg – 

Vt = -13V, where the Au-oxide interface is marked with blue dotted lines, and the point at which 

the Vsf – Vg spectroscopy is performed is marked by crosses. The gate bias is swept from 

positive to negative, with a speed of 10 – 20 mV/s. (b) and (e) show the corresponding DOS of 

the D5TBA FET without and with APTES passivation of the SiO2. (c) and (f): schematic surface 
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structure of the SiO2 before D5TBA deposition. While the non-passivated SiO2 surface has OH 

groups (c), the APTES passivation eliminates the OH groups leaving a surface terminated with 

NH2 groups (f). The red curve in (b) is a Gaussian fit of the DOS peak between 0.64 eV – 1.10 

eV, centered at 0.87 eV with a FWHM of 0.15 eV. The exponentially decaying parts of the DOS 

in (b) and (e) are marked with dashed lines, with their characteristic energy indicated. The green 

lines and arrows in (b) and (e) show the start and end positions of the surface energy level 

(corresponding to Vg = Vt and Vt-26V, respectively) in the transient surface potential 

measurements shown in Figure 4.4b and 4.4c, respectively. 

 

With the goal of understanding the nature of the midgap traps and eliminating them, we 

deposited a monolayer of APTES on the FET substrate, after which D5TBA was deposited. The 

ethoxy groups of the APTES react with the hydroxyl groups on the oxide to form covalent -Si-O-

Si- bonds (Figure 4.3f). To confirm the successful deposition of APTES, we deposited APTES 

on pure SiO2, and measured a water contact angle to be 62  . Furthermore, with X-ray 

photoelectron spectroscopy (XPS) we found a Nitrogen 1s peak at 400.1 eV. AFM 

measurements confirm that the surface is smooth with a uniform APTES coverage. The same Vsf 

- Vg spectroscopy is performed on the APTES passivated D5TBA FET and the DOS is extracted 

in the same manner as before. The results are shown in Figure 4.3d,e. Again the point at which 

the tip is located is marked by the cross in the inset of Figure 4.3d. The slope of the Vsf - Vg 

curve in the linear region Vg – Vt > 0 is 1.0, indicating negligible hysteresis effect in this case. 

When Vg – Vt < 0, the surface potential decreases slowly until reaching the valence band at Vsf = 

-0.4 V. The DOS curve in Figure 3e clearly reveals that the midgap DOS peak in the non-

passivated FET is eliminated. With the APTES passivation, the valence band edge DOS contains 

an exponential short tail up to -0.2 eV with a characteristic energy of 0.10 eV, while the bandgap 

DOS is a long exponential tail with a characteristic energy of 0.38 eV. Since there is an 

exponential DOS tail with similar characteristic energy from -0.4 eV to -0.2 eV for both non-

passivated and APTES passivated FET, we can infer that these states could be attributed to the 

intrinsic HOMO level broadening due to defects of the D5TBA monolayer or to inter-molecular 

electronic coupling effects. The mid-gap states around 0.9 eV in the Gaussian peak of the non-

passivated FET can be attributed to the –OH groups on the SiO2 surface, while the 0.38 eV 

exponential decay of the passivated FET can be attributed to charge trapping in the bulk oxide. 

This was proposed to be due to proton migration.
33-35

 

 

4.5 Time-Resolved Surface Potential Spectroscopy 

 

In addition to the quasi-static DOS measurements with very slow gate bias sweeping, we further 

performed dynamic transient surface potential measurements. The time constant of our KPFM 

feedback loop is about 5 ms, which sets the resolution of the time scale for the transient 

measurements. The schematic of the measurement is shown in Figure 4.4a. At time zero, the gate 

bias is suddenly switched from Vt to Vt-26V. This corresponds to a depletion of electrons in the 

spectral region from 1.3 eV to 0.5 eV for the non-passivated D5TBA FET, which covers the 

Gaussian trap states, as shown by the green lines and arrows in Figure 4.3b; While for the 

APTES passivated FET, it corresponds to electron depletion from 0.3 eV to -0.4 eV (which is 

inside the HOMO band), as shown by the green line and arrow in Figure 4.3e. Using Equation 1, 

we can estimate that the amount of depleted electron density (with gate bias sweep from Vt to Vt-

26 V) for the non-passivated and passivated FETs are               and               
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correspondingly, which are very close. The surface potential transients are recorded at the same 

location as marked by the crosses in Figure 4.3a,d. The results for non-passivated and APTES 

passivated FET are shown in Figure 4.4b,c. At t = 0 s the surface potential is usually saturated to 

-10 V (the lower limit of our KPFM surface potential measurements), so we choose to start 

recording the surface potential beginning at t = 0.2 s for all the transient measurements. We can 

see that the initial surface potential at t = 0.2 s is around 6 V below the steady state surface 

potential for the non-passivated FET. After APTES passivation, the initial surface potential is 

about 1 V below the steady state surface potential, almost 6 times smaller. Moreover, we can see 

that the surface potential transient of the APTES passivated FET fits well with a single 

expotential decay (               ) with a time constant        , while the transient of 

the non-passivated FET contains a fast decay in the beginning followed by a slow tail that does 

not fit with a single exponential. Instead, it fits well with a sum of two exponentials (    

        
          

     ). If we fix the time constant of one exponential to be         , 

then the time constant of the other exponential is fitted to be         . Compared with the DOS 

results shown before, we can attribute the 0.8 s decay in both the non-passivated and passivated 

FETs to the charge trapping in the bulk oxide, while attributing the 6.2 s slow decay to the 

surface –OH group related trap states on the non-passivated FET. 
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Figure 4.4. Transient surface potential spectra. (a) Schematic showing the gate bias step function 

from Vt to Vt -26 V at time 0. For the non-passivated D5TBA FET, Vg = Vt and Vt - 26 V 

correspond to Vsf = 1.3 V and 0.5 V, respectively, as shown by the green lines in Figure 4.3b. 

For the APTES passivated D5TBA FET, it corresponds to Vsf = 0.3 V and -0.4 V, respectively, 

as shown by the green line and arrow in Figure 4.3e. The surface potential is recorded from t = 

0.2 s until it becomes stable, as shown in (b) for non-passivated FET and (c) for APTES 

passivated FET. The black and red-dashed curves are raw data and exponential fits, respectively. 

While the transient surface potential curve for the APTES passivated FET can be fitted well with 

a single exponential decay with amplitude          and time constant        , the transient 

of the non-passivated FET requires a fit with a sum of two exponentials, with amplitudes 

                       , and time constants                      . 

 

The transient surface potential measurements were performed at different spots on the channel 

region of several different D5TBA crystalline islands on both the non-passivated and APTES 

passivated FETs, with reproducible results, regardless of the distance from the measurement spot 

to the source/drain electrode. This means that the surface potential transients are due to the local 

capacitive charge trapping behavior instead of the contact resistance (which varies for different 
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D5TBA islands
20

) or the resistance due to the domain boundaries of the D5TBA, and that the 

charge traps are uniformly distributed in the D5TBA crystalline islands (on the oxide). 

Furthermore, our previous study shows that the contact resistance of a non-planar D5TBA FET 

is of the order of       .
20

 If we estimate that the area of a D5TBA island is      , the 

corresponding oxide capacitance would be around          , and the RC time constant would 

be in the scale of      . This again indicates that the contact resistance is not causing the 

observed surface potential hysteresis which is in the scale of seconds.  

 

4.6 Conclusion 

 

In conclusion, we have used Kelvin probe force microscopy to measure the surface potential 

distribution across D5TBA submonolayer FET. Surface potential – gate bias spectroscopy is 

performed at local spots on the D5TBA channel of the non-passivated and APTES passivated 

FET, from which the density of bandgap electronic states is extracted. Our results show that the 

non-passivated FET has a large density of trap states with a Gaussian distribution peaking at 4.2 

eV below the vacuum level. This Gaussian peak is eliminated after APTES passivation. 

Furthermore, we performed transient surface potential measurements showing that the non-

passivated FET has a much larger charge trapping hysteresis than the APTES passivated FET. 

These results demonstrate that the gate oxide contains charge trap states located in the bulk and 

states located at the surface, likely in the –OH groups. We further demonstrate that the surface 

states can be eliminated by suitable passivation with APTES while the bulk states remain 

unmodified. Our results also demonstrate that KPFM is a promising tool to characterize local 

charge trapping behavior of weakly conducting semiconductor thin films with strong charge 

carrier localization. 

 

4.7 Methods Summary  

 

Fabrication of FET: Heavily doped p++ Si(100) wafer with 300 nm thermal oxide is purchased 

from Addison Engineering, Inc. The p++ silicon is used as gate. Subsequent source/drain 

electrode fabrication is done in the nanolab at UC Berkeley. Specifically, UV photolithography 

is used to pattern the substrate, after which 5 nm Ti and 50 nm Au is deposited and photoresist 

lift-off is done using acetone. The fabricated wafer is cleaved into 1 cm   1 cm pieces, each 

containing about 50 FETs. Afterwards these pieces are sonicated in Acetone (10 min) and IPA 

(10 min), and oxygen plasma cleaned for 1 min. These clean FET substrates are used for either 

direct Langmuir-Blodgett deposition of D5TBA or APTES deposition and subsequent LB 

deposition of D5TBA. 

 

APTES deposition: The cleaned FET substrates are immersed in a solution of APTES in toluene 

(10 mM) for 2 hours within a closed jar in a nitrogen glove box at room temperature. 

Subsequently, they are washed by sonication in toluene three times (2 min each). The dried 

APTES-modified substrates are then stored for 2 hours in an oven at 130 °C before being stored 

under vacuum to remove residual solvent. 
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Chapter 5: Atomic Insight of Defects in PbS Nanocrystals 
 

Reproduced in part and adapted from a manuscript under review by Science Advances. 

 

5.1 Abstract 

 

Artificial solids composed of semiconductor quantum dots (QDs) are being developed for large 

area electronic and optoelectronic applications, but these materials often have defect-induced in-

gap states (IGS) of unknown chemical origin. Here we performed scanning probe based 

spectroscopic analysis and density functional theory (DFT) calculations, to determine the nature 

of such states and their electronic structure. We found that IGS near the valence band occur 

frequently in the QDs except when treated with reducing agents. Calculations on various possible 

defects and chemical spectroscopy revealed that molecular oxygen is most likely at the origin of 

these IGS. We expect this impurity-induced deep IGS mechanism to be generally applicable to 

ionic semiconductors, where the intrinsic vacancy defects either do not produce IGS or produce 

shallow states near band edges. Ionic QDs with surface passivation to block impurity adsorption 

are thus ideal for high efficiency optoelectronic device applications. 

 

5.2 Introduction 

 

The evolution of semiconductor electronics and optoelectronics began with the controlled doping 

of impurity atoms into semiconductor crystals, which opened the way to engineer their charge 

transport properties
 
(1). On the other hand, unwanted impurities or defects can hinder transport 

and limit device performance (2). The development of nanomaterials of controlled size made it 

possible to engineer the band gap and tune the electronic properties from the bottom up. As a 

trade-off, the impact of surface impurities on the electronic properties of nanomaterials is more 

prominent due to the large surface-to-volume ratio and strong quantum confinement effects (3–

5). For colloidally synthesized nanocrystals or quantum dots in particular, surface-related IGS 

are believed to assist the recombination of photoexcited charge carriers (6), which limits the 

optoelectronic device efficiency (7, 8). However, until now the nature of the IGS is still unclear. 

Tentative explanations include: non-stoichiometry of the constituent atoms (9), incomplete 

ligand passivation (7, 8, 10), surface oxidation (5), and charge-induced surface reconstruction 

(11). Despite all these efforts, there is still a lack of accurate measurements on the energy level 

of IGS and a lack of comprehensive theoretical calculation on the effect of various possible 

defects on the electronic structure of QDs. A consistent, thorough investigation on IGS involving 

both experiment and theory is thus urgently needed for the advancement of QDs in electronic 

applications.  

 

We took a multi-scale approach to determine the chemical origin of IGS in PbS QDs, which is 

the active material in state of the art colloidal quantum dot solar cells (12, 13). Scanning 

tunneling spectroscopy (STS) and Kelvin probe force microscopy (KPFM) based surface 

potential spectroscopy (SPS) revealed the energetic position of IGS, whose chemical origin was 

explained by DFT calculations and further confirmed by X-ray photoelectron spectroscopy 

(XPS). This methodology for studying defects in QDs, with more degrees of complication than 

bulk single crystals explored by traditional surface science, is generally applicable to solution 

processed materials, such as organic thin films and perovskite materials. DFT calculations on the 
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QD systems consisting of as many as ~1000 atoms show good agreement with experimental 

results, paving the way for rational bottom-up design of functional materials.  

 

5.3 Experimental Observation of In-Gap States 

 

The PbS QDs studied here have an average diameter of 5.5 nm with ~0.9 eV band gap. 

Transmission electron microscopy and UV-Vis absorption spectroscopy results are shown in 

Figs. 5.1 & 5.2. As-synthesized colloidal QDs are typically capped with long insulating ligands 

(14). For lead chalcogenide (PbX, X=S, Se) QDs, various ligand exchange processes have been 

explored to reduce inter-particle distance and enable electron conduction in a QD solid. Here we 

explore treatments with 1,2-ethanedithiol (EDT), 3-mercaptopropionic acid (MPA) and 

hydrazine (HYD) that have been reported to produce ambipolar QD field effect transistors 

(FETs). The resulting QDs are labeled PbS-EDT, PbS-MPA and PbS-HYD, respectively. 

Infrared absorption reveals successful removal of the original oleate ligands, as shown in Fig. 5.3. 

 

 
Figure 5.1. Size of the quantum dots. (A to C) TEM images of the PbS QDs capped with oleate. 

(D) Size distribution histogram of the QDs extracted from TEM images. 
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Figure. 5.2. Optical absorption. UV-Vis absorption spectrum of PbS QDs capped with oleate. 

The peak at 1386 nm corresponds to 1Sh to 1Se exciton transition, which reveals that the bandgap 

is ~0.9 eV.  

 

 
Figure 5.3. Infrared vibration. FTIR spectra of PbS QDs with different chemical treatments. 

PbS-OA denotes the untreated PbS QDs with oleate ligand, while PbS-EDT, PbS-MPA, PbS-

HYD are EDT, MPA, and HYD treated PbS QDs, respectively. 

 

Traditional methods to analyze IGS in semiconductor devices include transient photovoltage 

measurements, thermal admittance spectroscopy, and deep level transient spectroscopy (8, 15, 

16). These techniques provide quantitative information on the concentration of IGS, but cannot 

determine the energy of the levels. Transient absorption and photocurrent spectroscopies can 

probe the optical transitions in QD solids (4, 7, 10, 16), but the correlation of the various 

transitions with IGS is not straightforward, considering the presence of multiple intra-band 
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transitions and vibrational absorption of the organic ligands (17). X-ray spectroscopy techniques 

can probe the energy level of electronic states, but the resolution is not high enough to resolve 

individual IGS peaks (18, 19). In order to directly resolve the energy level of IGS, we performed 

scanning tunneling spectroscopy (20–22) on individual PbS-EDT QDs deposited on indium tin 

oxide (ITO) substrate to obtain their electronic density of states (DOS). The QDs have 

submonolayer coverage (Fig. 5.4), convenient for performing control spectroscopy 

measurements on the metallic ITO substrate. STS results are shown in Fig. 5.5A. A 

heterogeneous distribution of DOS was observed on measurements over tens of QDs, with about 

half of them showing IGS. These states are 0.05–0.1 eV above the Fermi level and 0.15–0.3 eV 

above the 1Sh states (valence band). The actual percentage of QDs with IGS can be higher since 

STS is only sensitive to states localized on the top surface of the QD, or with wave functions that 

extend all the way to the surface. The position of the 1Sh states were found to have large 

fluctuations, but compared to the 1Se states (conduction band) they are always closer to the 

Fermi level. This is in agreement with the previously observed p-type doping of EDT treated 

lead chalcogenide QDs (23, 24).  

 

 
 

Figure 5.4. AFM image of the submonolayer PbS-EDT QDs on ITO substrate. 
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Figure 5.5. Experimental observation of IGS near the valence band. (A) Scanning tunneling 

spectroscopy (STS) curves of individual PbS-EDT QDs. The sample bias (in volts) corresponds 

to the energy level position with respect to the Fermi level (in eV). (B–E) Density of states (DOS) 

measured by surface potential spectroscopy of PbS QDs with different chemical treatments as 

labeled. Ef: Fermi level. All the observed IGS are empty states above the Fermi level. 

 

Another technique we used to measure the energy level of IGS is KPFM, which probes the 

change of surface potential as a function of gate bias in a QD monolayer FET. Since the 

occupation of states is electrostatically tuned by the gate bias in an FET, we can use KPFM to 

extract the density of states. In a simple electrostatic model based on the planar capacitor 

geometry made by the gate and the QD monolayer, the charge density in the QDs can be 

obtained from the measured surface potential relative to the gate voltage (Fig. 5.6). This 

spectroscopy method (SPS) has previously been used to analyze the IGS in organic thin films 

(25–27). Since the lateral resolution of our KPFM setup is 20–50 nm, the measured DOS is an 

average over tens of QDs and thus represents the ensemble properties of the QD solid, in contrast 

with STS that measures individual QDs. We can see that the DOS obtained by SPS accurately 

resolves the band edge of the 1Sh states and IGS of PbS-EDT (Fig. 5.5B). The IGS is ~0.2 eV 

higher than the 1Sh states, in agreement with the STS results. We are unable to probe the DOS 

beyond the band edge due to the limited charge injection capability of the FET setup.  
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Figure 5.6. SPS of PbS-MPA QDs. Surface potential – gate bias spectrum of PbS-MPA, from 

which the DOS was extracted and plotted in Fig. 5.5C.  

 

It has been reported that MPA passivates the QD surface more completely than EDT (7, 8, 10). 

Our SPS results on PbS-MPA (Fig. 5.5C), however, reveals the presence of IGS at nearly the 

same level as those in the PbS-EDT, indicating that the IGS are not due to incomplete ligand 

passivation. We further performed SPS on PbS-HYD (Fig. 5.5D), where the hydrazine acts as a 

reducing agent that was previously assumed to be able to repair surface defects of lead 

chalcogenide QDs (28, 29). We found that PbS-HYD has a clean band gap with no observable 

IGS. This result suggests that the previously observed IGS may be related with adsorbed species 

from the environment that are removed after hydrazine treatment. To test this assumption, we 

exposed the PbS-HYD QDs to air for 30 seconds and found that IGS reappeared at ~0.1 eV 

above the 1Sh states (Fig. 5.5E). We thus suspect that either oxygen or water is at the origin of 

the observed IGS. As we show next by theoretical analysis and chemical spectroscopy, O2 is the 

responsible species. Note that the energy level of 1Sh states of all the samples (Fig. 5.5, B to E) 

are measured to be around 5.1 eV (calibrated with the nearby Au electrode in the FET), in 

agreement with previously measured results for 5.5 nm PbS QDs (30), further confirming the 

assignment of all the band edge states.  

 

5.4 Theoretical calculations on in-gap states 

 

In our DFT calculations we used PbS QD of 4 nm diameter, for which we obtained a bandgap of 

0.94 eV (Fig. 5.7). This value is slightly smaller than the experimentally observed 1.1 eV 

bandgap for 4 nm PbS QDs (30), due to the well-known bandgap underestimation in DFT theory 

(31). Nevertheless, the calculated bandgap matches with that of the 5.5 nm PbS QD used in our 

experiments. We thus expect the calculated DOS to also match with our experimental 

observations. We subsequently calculated the formation energy and electronic structure of QDs 

with various possible vacancies and impurities. Since the QDs are synthesized in solution, we 

need to consider both neutral vacancies and charged ionic vacancies (with organic counter ions 

in the nearby solution environment). We found that neutral atomic vacancies (Pb, S, L, where L 

refers to ligand), neutral divacancies (PbS, PbL2) and charged ion vacancies (Pb
2+

, S
2-

, L
-
) have 

formation energies in the range of 1.6–2.3 eV, 0.8–1.8 eV and -0.8–1 eV, respectively. Thus the 

formation of neutral atomic vacancies during QD growth in solution is very unlikely, while 
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charged ion vacancies are most likely to form. Our calculations show that PbS and S
2-

 vacancies 

produce IGS near the conduction band, while all other charged ion vacancies and neutral 

divacancies do not induce IGS (Fig. 5.8). This leads us to conclude that external molecules 

adsorbed on the QD surface are at the origin of the observed IGS. These molecules need to be 

small and reactive in order to adsorb on the QD surface after diffusing through the ligands. Prime 

candidates are water and oxygen because they are present (in trace amounts) during synthesis 

and during glovebox storage. 

 

 
 

Figure 5.7. Computational model of ideal QDs. (A) Structure of the constructed Cl-passivated 

PbS QD after relaxation (diameter: 4 nm, Wulff ratio: 0.87). (B) Calculated total density of states 

of the QD, with a band gap of 0.94 eV.  

 

 
 

Figure 5.8. In-gap electronic structure of QDs with different defects. (A) single-vacancy ionic 

defects. (B) Charge balanced vacancy defects, adsorption of additional species PbCl2 and PbS, 

and oxygen-substitution defects. Notation: vac.-vacancy, surf.-surface, in- QD interior, lig.-

ligand,  100- on {100} facet, 111- on {111} facet, edg- on a facet edge, mid- in a middle of a 

facet, rand- chosen randomly, 2lay100corn- second layer under {100} facet close to a corner, 
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4lay111mid - fourth layer under a middle of {111} facet (others accordingly), QD center- in the 

center of QD, S->O - substitution of S
2-

 with O
2-

, sep.- separated/not nearest neighbors, add- add 

a molecule on the surface. All of them either produce no IGS, or produce IGS in the upper half 

of the band gap. 

 

The calculations show that adsorbed water does not produce IGS (Fig. 5.9), while adsorbed 

molecular oxygen produces IGS slightly above the valence band. Using the spin-polarized 

generalized gradient approximation (GGA), we found two unoccupied states at 0.07 eV and 0.18 

eV above the 1Sh state (Fig. 5.10). Higher level hybrid functional imposes a 0.13 eV correction 

on these states, shifting them up to 0.20 eV and 0.31 eV above 1Sh (Fig. 5.11). The energies of 

these states match those of the experimentally observed IGS in PbS-EDT, PbS-MPA, and the 30 

s air exposed PbS-HYD. The two empty O2-derived IGS are formed by coupling of the two 

unoccupied   
  orbitals of molecular oxygen with the 1Sh state of the QD. The wave function 

density of the two IGS extend deep into the QD (Fig. 5.10A). At the center, the wave function 

density still has a finite value that is 1.07% of the maximum density inside the QD. Accordingly 

to the Bader charge analysis of the total charge density, a partial electron transfer of 0.33 e
-
 

occurs from the QD to the oxygen molecule. The O-O distance in the adsorbed O2 is 1.278 Å, a 

slight increase compared to the case of a free molecule (1.241 Å). These results indicate that the 

oxygen molecule is chemisorbed on the surface of the PbS QD. The calculated formation energy 

of the oxygen on the QD surface is -0.32 eV (Table 5.1), in contrast with the positive formation 

energies of various vacancy defects. Since the van der Waals interaction was not taken into 

account in the calculation, the actual formation energy can be lower (larger in absolute value) 

than -0.32 eV. 

 

 
Figure 5.9. Electronic structure of QD with an adsorbed H2O molecule. (A) Relaxed atomic 

structure. (B) Top view on {100} facet with the adsorbed H2O. (C) Calculated DOS for the QD 

with adsorbed H2O has a clean band gap of 0.94 eV.  
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Figure 5.10. DFT calculation reveals molecular oxygen as the origin of IGS. (A) DFT calculated 

probability density distribution from the wave function of the two unoccupied IGS derived from 

O2 adsorbed on a 4 nm PbS QD surface. These states are formed by hybridization of oxygen   
  

and    
  orbitals with the 1Sh state of the QD. (B) DFT calculated spin-polarized partial density of 

states (PDOS) for PbS QD with one adsorbed O2 molecule in the GGA approximation. The 

contributions from different elements are shown in color (Pb: grey, S: yellow, Cl: green, O: red). 

Ef refers to the Fermi level. There are two empty IGS at 0.07 eV (  
 ) and 0.18 eV (   

 ) above the 

1Sh state due to triplet states of O2. Inset: expanded view of the IGS and 1Sh states. 
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Figure 5.11. Comparison of energy levels of adsorbed O2 molecule on a PbS (100) slab 

calculated using the GGA functional (PW91) and from the more accurate hybrid functional 

(HSE03). (A) Atomic structure of the calculated geometry. (B) Comparison of the calculated 

energy levels using PW91 and HSE03 functionals (IGS levels from HSE03 are shifted up by 

~0.13 eV relative to that from PW91).   

 

Table 5.1. Formation energy and presence of IGS of possible adsorbed molecules on a PbS QD 

Adsorbate Formation energy ( eV) Presence of IGS 

O2 -0.32 Yes 

2 O2 -0.22 Yes 

2 O (dissociated) -2.36 No 

S→O (surf)* -1.08 No 

H2O -0.78 No 

*Substitutional atomic defect where an oxygen atom replaces a sulfur atom on the QD surface. 

 

 

We calculated also the DOS when oxygen molecules are dissociated on the QD surface (in 

minimum energy configuration), and found that no IGS are created in that case (Fig. 5.12). 

Furthermore, substitutional atomic oxygen defects (where an oxygen atom replaces a sulfur atom, 

both at the surface and interior) were found to not produce IGS either. Therefore, among the 

theoretically calculated intrinsic and external defects, only molecular oxygen produces IGS with 

energy levels matching that of the experimental results. 
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Figure 5.12. Electronic structure of QD with a dissociated oxygen molecule. (A) Relaxed atomic 

structure. (B) Expanded view of the {100} facet. (C) Calculated DOS for the QD with a 

dissociated oxygen molecule.  

 

5.5 Spectroscopic evidence and further theoretical support on the origin of IGS 

 

To confirm the existence and analyze the concentration of molecular oxygen, we performed X-

ray photoelectron spectroscopy, targeting the O 1s emission peak (Fig. 5.13). All the samples 

shown in Fig. 5.5 were measured except PbS-MPA where the ligand contains oxygen (thus 

complicating the spectra). XPS confirms the existence of O2 (533.9 eV) on PbS-EDT (32). 

Another peak at 532.1 eV corresponds to the -COO- groups, likely rising from the residual 

unexchanged oleate ligands (14). In PbS-HYD QDs, in contrast, O2 species are absent. When 

exposed to 1 atm of 25% O2 / 75% Ar gas mixture for 30 s, the 533.9 eV O2 peak appeared on 

the PbS-HYD. The 531.3 eV peak corresponds to -OH groups that were present on the oleate 

passivated QDs (14) and were not fully removed after HYD treatment. Peak area analysis shows 

that the concentration of O2 on PbS-EDT and on the 30 s exposed PbS-HYD is roughly similar, 

approximately 10 molecules per QD on average. The amount of O2 on PbS-HYD remained 

constant after 10 min exposure (although the amount of atomic oxygen species increased) (Fig. 

5.14). The correlation of the existence/absence of O2 with that of the IGS, together with the 

theoretical results on the effect of O2 in producing the IGS, lends strong support to our 

conclusion on the origin of the IGS. It should be noted that the XPS spectral resolution is limited 

by the small amount of oxygen species present on the QDs, and the resolution on the PbS-EDT 

sample is slightly worse than on the PbS-HYD due to the presence of ligands in the former. Also 

note that the existence of ~10 O2 per QD is not contradictory to the STS results where IGS was 

observed on only ~half of the QDs, since the O2 not located right under the STM tip may not be 

sensed by STS, as explained before. 
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Figure 5.13. X-ray photoelectron spectroscopy shows the existence/absence of O2 on QDs 

with/without IGS. O 1s XPS peaks from PbS-EDT (intensity is 3 times expanded), PbS-HYD, 

and PbS-HYD exposed for 30 s to 1 atm 25% O2 / 75% Ar gas mixture. Three components are 

used for the fit. Each component has the same peak position and width for the three samples. The 

red peak component at 533.9 eV corresponds to O2, while the component at 532.1 eV (blue) and 

that at 531.3 eV (green) are assigned to -COO- and -OH species, respectively. 

 

 
Figure 5.14. O 1s XPS of PbS-HYD after 10 min exposure to O2/Ar. The atomic oxygen peak at 

529.5 eV has a FWHM of 1.1 eV. 
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Since more than one O2 molecule can be present on each QD, we further performed calculations 

on the effect of two O2 molecules absorbed on two opposite {100} facets. The wave functions of 

the IGS induced by the two molecules are symmetric and have a very small coupling between 

them (Fig. 5.15A). The IGS wave function density at the center of the QD is 1.24% of the 

maximum density inside the QD, slightly larger than the case of single O2. Using GGA 

approximation we obtained the DOS shown in Fig. 5.15B. Four states appear inside the band gap, 

with two spin-up states (0.05 eV and 0.16 eV above the 1Sh state) and two spin-down states (0.06 

eV and 0.18 eV above the 1Sh state). We can see that in the case of two O2, the IGS induced by 

each O2 resembles that of the IGS of single O2 on the QD. Similar with the single O2 case, using 

the higher level hybrid functional we expect the same 0.13 eV upshift in energy in the two O2 

case, resulting in four states between 0.18–0.31 eV above the 1Sh state. We thus expect that the 

energy level of the IGS in the case of multiple O2 on one QD will not change significantly as 

long as these states are not strongly coupled.  

 

 
Fig. 5.15. DFT calculations of two O2 molecules on a PbS quantum dot. (A) Integrated 

probability density distribution of the states between Ef and Ef + 0.25 eV. (B) Calculated spin-

polarized DOS in the GGA approximation. The inset is an expanded view of the IGS. Four IGS 

are present at 0.05 eV (  
 ) and 0.16 eV (   

 ) above the 1Sh state (spin-up), and 0.06 eV (  
 ) and 

0.18 eV (   
 ) above the 1Sh state (spin-down). 

 

With two O2 on the QD, charge transfer from QD to each of the O2 molecule estimated from 

Bader charge analysis decreases to 0.30 e
-
 per molecule. This is because the QD is resistant to 

more electron withdrawal. As a result the formation energy increases to -0.22 eV per molecule. 

With more O2 on the QD, we expect a further increase of formation energy. This might be the 

reason why the amount of O2 saturates after the PbS-HYD was exposed to oxygen for only 30 s 

(as shown by XPS). The formation energy of various possible impurity defects are shown in 

Table 5.1. Molecular oxygen has the largest formation energy (smallest in absolute value) among 

the considered impurities, and is the only one that produces IGS. We need to note that prolonged 

oxidation of PbS QDs results in the formation of various oxide species such as PbSO3 and PbSO4 
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(33). In that case the simple vacancy and impurity defect picture is not sufficient to describe the 

electronic structure of the QD, since the composition is significantly modified.    

 

5.6 Discussion and Conclusion 

 

We have considered various possible defects that can form during the solution phase synthesis 

process, which is the first step of all the device fabrication based on colloidal QDs. Among these 

defects, molecular oxygen, an unintentional impurity that is hard to avoid, is found to be the 

source of IGS near the valence band. Various post-synthetic treatments, on the other hand, can 

modify the amount and/or type of defects, thus changing the IGS. The hydrazine treatment 

shown here is one example of removing O2 and eliminating IGS. Another post-synthesis 

approach of electronic modification is stoichiometry control via deposition of excess lead or 

chalcogen (34, 35). Although neutral atomic vacancies are unlikely to form during solution 

synthesis (as discussed before), this post-synthesis control can produce QDs with excess Pb or S 

(i.e., QD with neutral S or Pb vacancies). According to previous calculations (8, 9) and our own 

DFT results (not shown here), neutral Pb vacancies produce IGS near the valence band, while 

neutral S or L (ligand) vacancies produce IGS near the conduction band. 

 

The intrinsic defect physics of lead chalcogenide QDs can be understood in the general scheme 

of ionic semiconductors. Similar to methylammonium lead iodide perovskite systems (36), 

charge balanced (surface fully passivated by ligands) PbS QDs do not show IGS. This has been 

demonstrated by DFT calculations on PbS QDs passivated with oleic acid and hydroxyl groups 

(14), with EDT (9), and with MPA + Cl (8). All the above ligands form ionic bonds with the 

surface Pb
2+

, thus maintaining the overall stoichiometry of the Pb-rich QD (37–39). In our work, 

to make DFT calculations possible on a QD as large as 4 nm, we used Cl as the passivation 

ligand and found a clean band gap after complete passivation. As long as the ligands form ionic 

bonds with Pb, different ligand species are expected to have similar effects on IGS properties. 

This is in agreement with our experimental results where similar IGS were found on QDs with 

three different chemical treatments (EDT, MPA, and HYD+O2). 

 

As explained before, as-synthesized QDs in solution tend to have no neutral defects due to their 

large formation energy. To fabricate electronically active devices, however, the QD solids 

typically need to go through ligand exchange process (7, 8) which can result in a loss of ligands 

leading to QDs with excess cation atoms (Pb in our case). These neutral vacancy defects, if 

present, will induce IGS near the conduction band. However, the fact that we observed no n-type 

IGS indicates that either our QDs are well passivated by ligands (i.e. there is no ligand vacancy) 

or the IGS induced by ligand vacancies are too close (within ~50 meV) to the conduction band to 

be observed. In either case, O2 remains the only experimentally observable deep IGS in typical 

ligand exchanged QD solids that can be detrimental to optoelectronic devices. 

 

It has previously been found that oxygen exposure can induce p-type doping in lead 

chalcogenide QDs (40–42), supporting the O2-induced IGS mechanism. Moreover, these QD 

solids with various ligand treatments (e.g. EDT, n-butylamine, MPA, etc.) exhibit unintentional 

p-type doping even in inert atmosphere, with a carrier density of                for QDs 

between 5–6 nm (34, 43, 44). This doping effect is also mainly due to the IGS produced by O2, 

whose surface concentration on the QD is limited by the energy cost of the charge transfer from 
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the QD to the adsorbed O2 (as explained above). From our STS results on the PbS-EDT we 

obtain an average Fermi level (  ) – 1Sh state (  ) separation of         (averaged over the QDs 

with observable IGS, since those without IGS tend to have 1Sh states far from the Fermi level 

and are thus electronically inactive). The estimated effective density of valence band states for 

our 5.5 nm PbS QD solids is                  (see Methods). Thus at room temperature 

the hole carrier density can be calculated as (Sze 1981):         ( 
     

  
)      

         , in good agreement with previously measured results. This quantitative agreement 

reveals that our proposed IGS mechanism is generally applicable to lead chalcogenide QDs, 

where unintentional doping can be induced by surface-saturated O2.  

 

In conclusion, we have identified molecular oxygen as the dominant source of IGS for the 

colloidal PbS quantum dots. The in-gap electronic structure of the QDs is immune to most of the 

charged ion vacancies that may form during the synthesis process. To engineer IGS-free QDs for 

optoelectronic applications, we need to first reduce the surface oxygen during the post-synthesis 

treatment process, and ideally also fully passivate the surface with ligands that can block the re-

adsorption of O2 on QDs (12, 13). 

 

5.7 Methods Summary 

 

Synthesis of PbS quantum dots (QDs) was done following a previously reported procedure (45). 

QD size and morphology were measured by transmission electron microscopy, while their band 

gap is determined by UV-Vis absorption spectroscopy. QD monolayers were prepared by spin-

coating colloidal QDs on a substrate followed by chemical treatments and solvent washing to 

obtain a monolayer with different ligands or different surface chemistry. The species of the 

surface ligands were characterized by Fourier transform infrared spectroscopy measurements. 

All of the sample preparation procedures were done in Ar glovebox with <1 ppm oxygen. 

Sample transfer to the measurement chambers of KPFM, STM, and XPS were done using a 

nitrogen glove bag or portable vacuum chamber. During the whole sample preparation, transfer, 

and measurement process the sample was never exposed to air.  

 

STM measurements were performed with a home-built system operated at 77 K in ultra high 

vacuum. The differential conductance (dI/dV) spectra were measured using lock-in technique 

with fixed tip to sample distance. The electronic structure of the tip was checked by recording 

background spectra on the bare ITO substrate, before and after measuring the STS spectra of 

each QD.  

 

DFT calculations were carried out using the Vienna Ab initio Simulation Package (VASP), using 

the generalized gradient approximation (GGA) functional (PW91) and a hybrid functional 

(HSE03).  

 

XPS was done on thin film samples deposited on Au. The O 1s peak energy was calibrated by 

the Pb 4f peak. Gaussian-Lorentzian peak fitting was performed by fixing the peak energy and 

width of each component to be the same, for all the four samples (PbS-EDT, PbS-HYD, 30 s 

exposed PbS-HYD, 10 min exposed PbS-HYD). Concentration of the O2 species was estimated 

by comparing the O 1s and the Pb 4f peak areas, and considering the atomic sensitivity factor 

and geometric factors.  
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The effective density of hole states is estimated using:          , considering that the valence 

band of PbS QDs is 8-fold degenerate (46).      is the effective average volume occupied by 

each QD. Assuming that the QDs have spherical shape, with volume fill fraction of 0.5, and an 

inter-QD distance of 1.6 nm for PbS-EDT (43), we have                   . Thus 

               . 
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Chapter 6: Imaging Charge Percolation Pathways in Quantum Dot Solids 
 

Reproduced in part and adapted with permission from Nano Letters 2015, 15 (5), 3249–3253. 

Copyright © 2015, American Chemical Society. 

 

6.1 Abstract 

 

Charge hopping and percolation in quantum dot (QD) solids has been widely studied, but the 

microscopic nature of the percolation process is not understood or determined. Here we present 

the first imaging of the charge percolation pathways in two-dimensional PbS QD arrays using 

Kelvin probe force microscopy (KPFM). We show that under dark conditions electrons percolate 

via in-gap states (IGS) instead of the conduction band, while holes percolate via valence band 

states. This novel transport behavior is explained by the electronic structure and energy level 

alignment of the individual QDs, which was measured by scanning tunneling spectroscopy (STS). 

Chemical treatments with hydrazine can remove the IGS, resulting in an intrinsic defect-free 

semiconductor, as revealed by STS and surface potential spectroscopy. The control over IGS can 

guide the design of novel electronic devices with impurity conduction, and photodiodes with 

controlled doping. 

 

6.2 Introduction 

 

An important goal in the design of modern materials is to create new forms of matter by 

combining elementary nanoscale building blocks.
1-9

 One example is the artificial solids formed 

by placing quantum dots in arrays.
4-9

 By controlling the bandgap of the individual dots through 

their size, and the degree to which charges move from one dot to the next through controlled 

barriers, we can design and tune the transport properties of quantum dot solids. Potential 

applications include solution-processed field effect transistors, solar cells, photodetectors, etc.
4-9

 

The individual QDs are themselves complex, tiny solids, comprised of hundreds to thousands of 

atoms. Inevitably the fabrication of these constituents is imperfect; consequently, the QDs are 

not identical in the number and arrangement of atoms. In addition, defects and impurities are also 

present that can play an important role.
10-13

 Therefore, it is not surprising that the microscopic 

mechanisms of charge hopping in QD arrays has not yet been determined.
7,8,13-17

  

 

Understanding the transport mechanism is also relevant to a broader class of disordered 

semiconductors,
18

 which are systems with spatial disorder and/or heterogeneity in the electronic 

states. Examples include amorphous silicon,
19

 heavily doped and highly compensated 

semiconductors,
20

 and organic semiconductors.
21

 These systems exhibit spatially varying 

potential energy landscapes, which are determined by the microscopic disorder, the energy level 

alignment of individual sites, and the strength of coupling between adjacent sites. When charges 

are injected, they will fill the potential valleys, forming percolation pathways.
22

 As a model 

system, quantum dot solids offer a unique opportunity for local characterization of the individual 

building blocks, whose properties can be correlated with the mesoscale percolation and ensemble 

transport phenomena. 

 

Here we combined scanning tunneling microscopy (STM), KPFM and field effect transistor 

(FET) techniques to characterize the states responsible for charge percolation in QD solids both 
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microscopically and spectroscopically. We found a phenomenon where IGS induce Fermi level 

pinning favoring electron transport via the conductive IGS, forming percolation pathways. Both 

the technical methodology and the determined transport mechanism can be generally applicable 

to other disordered semiconductors. 

 

6.3 Direct Imaging of Charge Transport in PbS Quantum Dots 

 

We chose PbS QDs as the artificial atoms from which to form artificial solids, in the form of thin 

films consisting of 0–2 QD layers. These QDs show strong quantum confinement due to the 

large Bohr radius,
23

 so that the wave function of one dot can extend into neighboring dots, giving 

rise to an electrically active QD solid. As-synthesized PbS QDs (5.5 nm diameter, ~0.9 eV 

bandgap) are capped with insulating oleate ligands
24

 that can be exchanged with shorter ligands 

such as 1,2-ethanedithiol (EDT), 3-mercaptopropionic acid (MPA), iodide, etc., to couple the 

QDs and enhance conduction.
5,6,12-15

 

 

To resolve the spatial and energetic pathways of electron and hole transport, we used KPFM
25,26

 

to quantitatively image the local surface potential (Vsf) distribution in a QD film deposited in the 

channel region of a field effect transistor (FET) (Figure 6.1A). All KPFM and FET 

measurements were done under dark conditions in an inert atmosphere. The QDs were treated 

with EDT (labeled PbS-EDT). The oxide surface in the FET channel region was passivated by a 

layer of octadecyltrichlorosilane (OTS) to remove charge traps at the oxide surface. The sign of 

Vsf is set such that E = eVsf, where e is the absolute value of the elementary charge, and E is the 

Fermi level position relative to vacuum. To image the charge percolation pathways we 

functionalized the KPFM tip with PbS QDs, resulting in ~10 nm spatial resolution. To 

distinguish conductive from non-conductive regions we applied a high gate bias (        ) to 

inject ~1 elementary charge per QD into the channel (with source/drain electrodes grounded). 

The surface potential along the percolation pathways will be pinned by the energy levels 

responsible for charge transport. The areas with no conductive states at the corresponding energy 

will exhibit higher (for electrons) or lower (for holes) surface potential due to gate field 

penetration. The topographic image shows the distribution of individual PbS-EDT QDs in a 

channel area (Figure 6.1B), while the surface potential images of the same area (Figure 6.1C, D) 

reveal the transport pathway structures. The electron percolation pathways, shown by the 

cyan/blue areas in Figure 6.1C (where the injected electrons reside), are in the form of narrow 

stripes surrounded by electron-insulating areas (red/white). In contrast, the hole percolation 

pathways, shown by the white/red areas in Figure 6.1D (where the injected holes reside), form 

larger domains surrounded by hole-insulating areas (blue/cyan). The hole transporting level is 

located at ~-5.0 eV (below vacuum level), matching the valence band edge position of the QDs.
27

 

However, the level responsible for electron transport is located at ~-4.8 eV, far below the 

conduction band edge (~-4.1 eV). The presence of electron-conducting IGS at ~-4.8 eV is an 

unexpected finding.  
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Figure 6.1. Imaging charge percolation pathways in QD solids. (A) Schematic diagram of a QD 

thin film FET and KPFM probe setup. Au electrodes serve as the source and drain. The FET 

channel length is 20 µm, and its width is 1 mm. A monolayer of OTS (green) was preadsorbed 

on the SiO2 surface of the channel to passivate the oxide surface trap states. (B to D) KPFM 

images of the same region in the channel area of a PbS-EDT QD array FET. Scale bar: 50 nm. (B) 

topography showing 0–2 layers of QDs, (C) and (D) surface potential maps at Vg=52 V and Vg=-

52 V, respectively. Source and drain electrodes were grounded during measurements. The color 

scales of the surface potential images are saturated to enhance contrast.  

 

Figure 6.1C, D shows surface potential images of PbS-EDT in a color saturated scale. The same 

images with almost full scales are shown in Figure 6.2. As can be seen, the same charge 

percolation pathways are present as that in Figure 6.1C, D. The actual peak-to-peak fluctuations 

of the surface potential in both images are ~100 mV. Some areas that are voids with a size of 1–2 

QDs shown in the topography image (Figure 6.1B) have a low surface potential in Figure 6.1C, 

corresponding to electron percolation pathways. This apparent controversy can be understood by 

taking into account that the resolution of surface potential is ~10 nm. In our frequency 

modulation KPFM, surface potential is sensed via the phase signal which is roughly proportional 

to     , where   is the tip-sample distance. When the tip is on top of the ~10 nm void area of 

insulating substrate, the surface potential is approximately the same as that of the surrounding 

QDs, since the gate electrode is far away (300 nm). If the QDs at the boundary of the small void 

areas have more IGS (which is actually probable since these areas may be more sensitive to 
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impurity adsorption due to a smaller amount of neighboring QDs), then it is likely that these 

areas show low surface potential due to electron percolation in the surrounding QDs. 

  

 
Figure 6.2. Surface potential images of PbS-EDT with          as labeled. These images are 

the same as those in Figure 1C, D but are displayed on a nearly full color scale and therefore 

have less contrast. Scale bar: 50 nm. 

 

A back-of-the-envelope calculation quantitatively supports the observed small potential 

fluctuation, even though a high gate bias (~50 V) was applied. The surface potential of an 

insulating region is the average of the surrounding conductive regions (~10 nm away) and the 

gate (~300 nm away). Taking into account that the dielectric constant of SiO2 is 3.9, the effective 

oxide thickness is 300 nm / 3.9   80 nm. Thus the potential change induced on the insulating 

QD by the 50 V gate bias is roughly (assuming zero potential at the nearby conductive QDs): 

           )        , nearly the same as the observed potential fluctuation. 

 

6.4 In-Gap States and Charge Percolation Mechanism 

 

To better understand the percolation phenomena, we measured the electronic structure of 

individual QDs using STM and STS (Figure 6.3A, B). Measurements were done at 77 K in ultra 

high vacuum (base pressure <10
-10

 mbar). STS was performed to obtain density of states (DOS) 

spectra on 30 randomly chosen QDs deposited on an indium tin oxide (ITO) substrate. Three 

different kinds of spectra were observed (Figure 6.3C). About half of the spectra (type 1) show 

peaks due to IGS at ~0.05–0.1 eV above the Fermi level, and 1Sh states (valence band) at ~0.1–

0.25 eV below the Fermi level. Type 2 and type 3 spectra (similar amount) show no IGS. Type 2 

spectra have the 1Sh states in the same range as type 1 spectra, whereas type 3 spectra have 1Sh 

states at ~0.25–0.45 eV below the Fermi level. The origin of the IGS will be discussed later. 
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Figure 6.3. Electronic structure of individual PbS-EDT quantum dots. (A) Schematic diagram of 

STM and STS measurements of QDs deposited on an ITO substrate. (B) STM image with 

individually resolved PbS-EDT QDs. (C) STS curves of individual PbS-EDT QDs. The sample 

bias corresponds to the energy level position with respect to Fermi level. Three types of spectra 

are found, labeled according to the existence of in-gap states (IGS) and to 1Sh level alignment. 

 

The observed conductivity of the IGS implies that they are partially delocalized to facilitate 

electron hopping from one IGS to the next. Since the IGS are empty states near the valence band, 

they induce p-type doping and pin the Fermi level in the ~0.2 eV gap between the IGS and 1Sh 

states. Since the type 2 spectra show p-type doping (Fermi level close to 1Sh states), they likely 

correspond to QDs with IGS whose wave function does not extend to the top surface and thus 

cannot be detected by the STM tip. The three types of STS spectra found on the QD solid 

indicates three types of QDs (Figure 6.4A): type 1 QDs have enough IGS to form conduction 

pathway; type 2 QDs have some amount of IGS so that the Fermi level is close to the valence 

band, but their wave functions do not overlap sufficiently to provide a conductive path; type 3 

QDs have no or few IGS, and their Fermi level is farther away from the valence band. These 

three types of QDs are related with the three types of STS spectra, but not necessarily one-to-one 

correlated. When the QDs are randomly packed, electrons can hop via the IGS of type 1 QDs due 

to proper energy level alignment. Holes on the other hand can hop through the 1Sh state of most 

of type 1 and type 2 QDs. Type 3 QDs are electronically inactive, since they have no states near 

the Fermi level. The percolation pathway diagram for electrons and holes then resembles that 

shown schematically in Figure 6.4B, which illustrates how the Fermi level pins at 1Sh states or at 

IGS when holes or electrons are injected, respectively. It also shows that the hole percolation 

domains are different, and spatially larger, than those of electrons, in agreement with the 

experimental surface potential maps. The spatially connected patchy pathway structures 

resemble that of resistor networks, which have long been predicted by percolation theory.
28
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Figure 6.4. (A) Schematic diagram of the energy level alignment in the three types of QDs. (B) 

Schematic diagram illustrating the charge percolation pathways through 2-D arrays of PbS-EDT 

QDs. Electrons percolate through the IGS of type 1 QDs (dashed arrows), while holes hop via 

1Sh states of type 1 and type 2 QDs (solid arrows). 

 

We note that this IGS-induced Fermi level pinning is a general phenomenon occurring in all 

kinds of semiconductors.
29

 Therefore percolation through IGS is energetically favored for at least 

one type of carriers if the defect concentration is sufficiently high to induce significant wave 

function overlap of adjacent IGS. QD solids, with their porous structure and larger surface area, 

are thus inherently suitable for engineering impurity conduction via chemical treatments. 

 

6.5 Conduction Channel Switching and Intrinsic Quantum Dots 

 

While a sufficient amount of IGS is beneficial for electron transport in QD solids under dark 

conditions, in photodiodes designed for transport of photoexcited charge carriers via 

valence/conduction bands, the deep IGS can act as recombination centers resulting in loss of 

efficiency. Previous studies showed that hydrazine (HYD) acts to increase the mobility of lead 

chalcogenide QDs which might be partially due to the removal of defect states.
7
 We thus 

performed HYD treatments to modulate the amount of IGS. We performed STS measurements 

on 43 individual HYD treated QDs (labeled PbS-HYD), and found that all of them have a clean 

bandgap with the Fermi level near the mid-gap (Figure 6.5B). This reveals that HYD is effective 

in removing the IGS, resulting in intrinsic QDs. The quantum confined peaks are smeared out in 

the dI/dV curve, but are evident after spectra renormalization (Figure 6.6). 
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Figure 6.5. Surface defect engineering via chemical treatments. (A) Schematic diagram with 

surface defects present on PbS-EDT QDs but absent on PbS-HYD QDs. (B) STS curve of a PbS-

HYD QD showing a clean bandgap with the Fermi level in the mid-gap. (C) Transfer curves 

from PbS-EDT and PbS-HYD QD thin film FETs, with a drain bias of -5 V. (D and E) Surface 

potential – gate bias spectra of the EDT and HYD treated samples. The surface potential is 

plotted in the same scale in the two figures. 

 

 
 

Figure 6.6. Normalized STS curve (dI/dV/(I/V)) of a PbS-HYD QD. The raw dI/dV curve is 

shown in Figure 6.5B. 
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To compare the charge transport properties of the QDs with and without IGS, we measured the 

source-drain current (Id) versus gate bias curves (transfer curves) of PbS-EDT and PbS-HYD QD 

thin film FETs, with a small bias         applied to the drain and with the source grounded. 

The slope in the linear part of the curves (Figure 6.5C) is proportional to the carrier mobility in 

the states involved in the transport.
29

 We can see that the EDT and HYD treated QD arrays are 

both ambipolar, with electron conduction at positive gate bias, and hole conduction at negative 

gate bias. PbS-HYD shows similar electron (  ) and hole mobility (  ), while PbS-EDT shows 

        . The electronic levels involved in charge transport can also be measured with KPFM 

by means of surface potential (Vsf)   gate bias (Vg) spectroscopy
25

 with the tip placed above the 

QDs (Figure 4D, E), with source and drain electrodes grounded. The curves in Figure 6.5D show 

that for PbS-EDT, Vsf is pinned by the 1Sh states and by the IGS, in agreement with the proposed 

mechanism of hole transport via 1Sh state and electron transport via IGS. The larger electron 

mobility (compared to hole mobility) indicates good coupling of IGS between QDs. In contrast, 

the curves in Figure 6.5E reveal that Vsf is pinned by the 1Sh and 1Se states (conduction band) at 

high negative/positive gate bias, respectively. The nearly linear transition of the surface potential 

from the 1Sh to 1Se states also confirmes the absence of IGS.
25

 This is in agreement with the STS 

and transport results, confirming that hole transport occurs via 1Sh states while electron transport 

occurs via 1Se states in the case of PbS-HYD. For PbS QDs the electrons in the 1Sh state and the 

holes in the 1Se state have the same effective mass,
23

 resulting in similar mobility. KPFM 

imaging of PbS-HYD at          reveals that electron and hole follows the same pathways 

(Figure 6.7), further confirming the conduction/valence band transport mechanism. 

 

 
 

Figure 6.7. Topography (left) and surface potential (right) images of PbS-HYD with    

     , as labeled. Scale bar: 100 nm. 



69 
 

 

The electron/hole mobility in the localized hopping transport regime not only depends on the 

percolation domain size, but also on the electronic coupling of neighboring states (β), dispersion 

of state energy (∆α), and Coulomb charging energy (Ec).
7,30

 For lead chalcogenide nanocrystals, 

Ec is typically small and can be neglected at room temperature.
7,23

 β depends on the localization 

of the transport states and the distance between neighboring states, which is hard to quantify for 

the IGS. As to ∆α, STS results show that the 1Sh state is more dispersed than the IGS for the 

PbS-EDT QDs. A smaller ∆α could be responsible for the fact that        for the 2-D PbS-

EDT arrays studied here. Comparing PbS-HYD and PbS-EDT QDs, the former have a much 

higher surface coverage (95% vs 59%, as determined from AFM images), and a larger β due to 

the smaller inter-particle distance (since the PbS-HYD QD surface is almost bare, as revealed by 

infrared absorption measurements). These two factors are responsible for the larger measured    

and    of PbS-HYD compared to those of PbS-EDT. The submonolayer coverage is responsible 

for the much smaller source-drain current compared to that of thin films (typically ~50 nm thick). 

 

6.6 Discussion and Conclusion 

 

There has been many postulations regarding the atomic origin of IGS in lead chalcogenide QDs, 

including incomplete ligand passivation,
31

 non-stoichiometry,
32,33

 and surface oxidation.
34-36

 

Here we found that hydrazine, a strong reducing agent, can efficiently remove IGS. Our results 

thus indicate that oxygen-related species are likely at the origin of the conductive IGS, although 

we cannot rule out other possibilities. We also note that there may exist shallow trap states 

within thermal energy from the valence/conduction band edge, which cannot be distinguished 

from the 1Sh/1Se states due to the resolution limit of the STM and KPFM.  

 

The phenomenon of ambipolar transport with larger electron mobility has also been reported for 

PbSe QD thin films treated with EDT.
15,36

 Therefore, we expect the mechanism of electron 

transport through IGS to be generally applicable to lead chalcogenide QD solids with EDT 

treatments under dark conditions in a FET geometry.  

 

One promising application of QD solids is in large area, flexible electronics, such as transistors, 

circuits, memory, and sensors.
37

 These devices can be fabricated by room temperature, roll-to-

roll solution processing, which reduces cost. However, the fabricated QD films are more prone to 

defects and impurities compared to traditional high-temperature, vacuum processed crystalline 

semiconductors. In contrast to the traditional view that defects act simply as traps hindering 

carrier transport, this work shows the beneficial role of impurities, and can thus serve as the 

starting point for engineering conductive impurities that can be controlled during solution 

processing. The mechanism of in-gap state induced Fermi level pinning and favorable charge 

percolation via IGS is likely to be relevant to other QD and organic semiconductor systems as 

well. 

 

On the other hand, for QD based optoelectronic devices in diode geometries, the goal is to 

harness the photoexcited charge carriers that are transported via conduction/valence band states. 

In contrast to the (quasi-)equilibrium process of electrostatic field-controlled charge injection 

and transport in the linear regime in the FETs, photocarrier transport in diodes are inherently a 

non-equilibrium process that requires constant pumping of carriers into valence/conduction band 
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states. In the latter case, conduction through IGS is unlikely since electrons in IGS would quickly 

recombine with holes in the 1Sh states due to their small energy level separation (0.2 eV). But 

electrons in the 1Se states would be able to travel (through drift and diffusion) a finite distance 

(100–300 nm) before recombination with IGS or 1Sh states.
5,6,9,31,38,39

 Solar cell measurements 

using our PbS-EDT QDs provides an open-circuit voltage larger than 0.2 eV (not shown here), 

confirming that photoexcited electron transport occurs through the conduction band.  

 

Considering that PbS-HYD was found to be intrinsic with no deep IGS, it is likely that these 

QDs would have a low photocarrier recombination rate and a large carrier diffusion length. 

Therefore, by designing p-i-n photodiodes with PbS-HYD as the intrinsic layer, we may be able 

to achieve much higher efficiencies in solar cells and photodetectors.
38,39
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7.1 Abstract 

 

Non-crystalline semiconductor materials often exhibit hysteresis in charge transport 

measurements, whose mechanism is largely unknown. Here we study the dynamics of charge 

injection and transport in PbS quantum dot (QD) monolayers in a field effect transistor (FET). 

Using Kelvin probe force microscopy, we measured the temporal response of the QDs as the 

channel of a FET, following step function changes of gate bias. These measurements reveal an 

exponential decay of mobile carrier density with time constants of 3–5 s for holes and ~10 s for 

electrons. Ohmic behavior with uniform carrier density was observed along the channel during 

the injection and transport processes. These slow, uniform carrier trapping processes are 

reversible, with time constants that depend critically on the gas environment. We propose that 

the underlying mechanism is some reversible electrochemical processes involving dissociation 

and diffusion of water and/or oxygen related species. These trapping processes are dynamically 

activated by the injected charges, in contrast with static electronic traps whose presence is 

independent of the charge state. Understanding and controlling these processes is important for 

improving the performance of electronic, optoelectronic, and memory devices based on 

disordered semiconductors. 

 

7.2 Introduction 

 

Colloidal quantum dots (QDs), with tunable band gap and electronic structure, are being 

explored for various electronic and optoelectronic device applications, such as field effect 

transistors (FETs), photodetectors, and solar cells.
1−4

 The last decade has seen tremendous 

progress in the optimization of QD based devices, focusing on controlling surface capping 

ligands for better surface passivation and enhanced carrier mobility and lifetime.
5
 Despite all 

these efforts, an intriguing phenomenon that still remains poorly understood is charge carrier 

trapping, which is observed in all kinds of QD systems.
6−10

 For individual QDs, the long standing 

mystery of fluorescence blinking phenomena is thought to be related to charge trapping in defect 

states, although the nature of the defects and trapping mechanism is not understood.
8−10

 For QD 

devices, deep traps assist carrier recombination (Shockley-Read-Hall recombination), limiting 

the optoelectronic device efficiency. Shallow traps, on the other hand, can be utilized to enhance 

carrier lifetime for improving the gain in photoconductors.
2,11

 In FETs that operate under dark 

conditions, although it has been recently observed that certain deep defect states can actually 

assist carrier transport,
7,12

 QD films still suffer from significant hysteresis effects where the 

source-drain current decays substantially in the scale of seconds after charge injection.
13

 These 

effects were found to be independent of the gate dielectric, and were thus attributed to the 

intrinsic properties of PbS QDs. However, no quantitative information of carrier density was 

presented and the carrier trapping mechanism is still unresolved. Traditional methods of carrier 

dynamics analysis (e.g. photoluminescence, transient absorption and transient photocurrent, 



73 
 

current-voltage, and capacitance voltage measurements) provide insights into the trapping 

behavior but have so far failed to uncover the underlying microscopic mechanisms.
9,14

  

 

In this work, we employ Kelvin probe force microscopy (KPFM) to analyze the hysteresis 

behavior of charge injection and transport in monolayers of PbS QDs. Previous work on the 

hysteresis in QD FETs only measured source-drain current which is a convolution of charge 

injection and transport,
13

 and possibly contact resistance. Moreover the transport current has 

contribution from both mobility and carrier density. Here we directly measure the transient 

behavior of carrier density, which we believe can clarify the mechanism of charge trapping.  

 

7.3 Experimental Setup 

 

The schematic of the FET and KPFM setup used in our measurements is shown in Figure 7.1a. 

PbS QDs with 5.5 nm diameter and 0.9 eV bandgap were deposited on the FET substrates 

passivated with octadecyltrichlorosilane (OTS) to remove oxide surface charge traps. The QDs 

were treated with 1,2-ethanedithiol (EDT) which replaces the native oleate ligands on the surface, 

reduces the inter-particle distance and activate charge transport
12,15,16

. Previous work by Nagpal 

et al. indicates that in-gap states (IGS) can assist carrier transport in the EDT treated PbS QD 

films.
7
 Our previous results showed that under dark conditions hole transport occurs via valence 

band (1Sh) states, while electron transport takes place via IGS (Figure 7.1b) ~0.2 eV above the 

1Sh states.
12

  

 

 
 

Figure 7.1. Schematic setup of the Kelvin probe force microscopy (KPFM) and FET 

measurement. (a) Schematic PbS QD sub-monolayer FET probed by KPFM. Channel length is 

~20   , width is 1   . Oxide thickness is 300   . The green layer on the SiO2 is an OTS 

monolayer. (b) Energy level alignment diagram of the FET. The Fermi level in the QDs is 

between the in-gap states (IGS) and the valence band (1Sh) states. The IGS are responsible for 

electron transport in the dark. (c) and (d) are topographic and surface potential maps of the FET. 

Scale bar: 4   . The brighter parts in the channel region in (c) are the QD monolayer, 

corresponding to the higher surface potential regions in (d). The darker spots (with lower surface 
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potential) in the channel correspond to the OTS passivated oxide surface which is not covered by 

QDs. 

 

A home-built single pass, frequency modulation KPFM was implemented based on an atomic 

force microscope (AFM), and used for surface potential measurements with a resolution around 

10 mV.
12,17

 All the measurements were done in an inert nitrogen atmosphere (with a relative 

humidity of <0.5%, the detection limit of our hygrometer), except when specially noted. During 

KPFM measurements, a              bias is applied to the metal-coated AFM tip, with 

               . With the sample grounded, the AC tip bias yields components of the 

cantilever phase shift at   and   , respectively: 

    
   

           )    ,                                                                                                     (7.1) 

     
   

      
 ,                                                                                                                        (7.2) 

where CPD is the tip-sample contact potential difference, C is the capacitance between AFM tip 

and the sample, and z is the tip-sample distance.     is adjusted to maintain      , and at the 

same time     is recorded as the CPD. The surface potential (Vsf) signal of the sample is 

obtained from CPD calibrated by setting the CPD of the nearby grounded Au electrode (here the 

deposited QDs were scratched away) to zero. Since the work function of Au (5.1 eV) is the same 

as that of the gate (p++ Si substrate), the calibrated value of Vsf corresponds to the actual 

potential difference between the channel and the gate in the FET.      is also recorded as the 

      ⁄  signal, providing information on the tip-sample capacitance. The spatial resolution of 

the Vsf and       ⁄  signal is 20–50 nm.  

 

The charge injected into the PbS film following a step change in gate bias can be followed by 

measuring Vsf as a function of time. The charge density can be obtained using the capacitor 

relation: 

  
   

   
|      |                                                                                                                      (7.3) 

where     is the capacitance per unit area of the SiO2,    is the channel thickness (~5.5 nm), and 

  is the absolute value of the elementary charge. Meanwhile, the capacitance signal (      ⁄ ) is 

a measure of mobile carrier density    (density of free moving carriers in response to the tip’s 

AC bias with        ).
18

 

 

The simultaneously recorded topography and surface potential images of a FET channel area is 

shown in Figure 7.1c,d. The images show that the QD film has submonolayer coverage, with a 

porous structure connecting the source and drain electrodes. At a gate bias Vg=0, the Vsf of the 

QDs in the channel region is 150–200 mV, 500–600 mV higher than that of the OTS passivated 

oxide surface (Figure 7.2).  
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Figure 7.2. Top panels are topography and surface potential images, same as Figure 7.1c,d. 

Bottom panels are the cross-section profiles corresponding to the line in the top panels. The 

height of one layer of QDs is shown to be ~ 7 nm, as expected from the QD diameter of ~5.5 nm 

and the EDT ligand length of 0.5–1 nm. 

 

7.4 Charge Trapping Dynamics upon Injection 

 

With the tip placed 5–10 nm above the QD monolayer in the channel region, we probed the 

transient charge injection and relaxation process by simultaneously recording the source current 

(current flowing out of the source electrode), surface potential, and       ⁄  following a step 

change in the gate bias (Figure 7.3). Previously we found that at steady state Vsf is pinned at 1Sh 

states and at IGS when Vg < ~ 15 V and when Vg > ~15 V.
12

 We thus applied a gate bias step 

from 0 to  26 V to inject carriers into conductive states (Figure 7.3a,b), with source and drain 

grounded. Figure 7.3c–f show the temporal response of Vsf and       ⁄  following the bias step. 

Since no source-drain bias was applied, there is no steady-state current, although we did observe 

transient current due to slow charge injection into the channel (Figure 7.4). The surface potential 

transients can be fitted with single exponential decays, with         and        for holes and 

electrons, respectively. The       ⁄  transients also follow exponential decays, with         

and       for holes and electrons, respectively. In both transients the electron relaxation time is 

longer than that of hole relaxation. A different gate bias of  39 V was applied and the time 

constants were found to be similar. 
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Figure 7.3. Charge injection dynamics of PbS QD FETs. (a) and (b) show the   26 V gate bias 

step function applied at time zero to inject holes and electrons, respectively. (c-f) Transient 

dynamics of surface potential and capacitance (      ⁄ ) as labeled. Upper panels corresponds 

to hole injection, while lower panels correspond to electron injection. Black solid curves are raw 

data, while red dashed curves are fittings. The fitting parameters together with the standard errors 

are shown in each figure. The long-time equilibrium surface potential values correspond to the 

1Sh states and IGS, for holes and electrons respectively, as marked in (c) and (d). 

 

 
Figure 7.4. Transient injection currents (raw data and stretched exponential fits) upon the gate 

bias step from 0 V to  26 V (a) and from 0 V to 26 V (b). (c) shows the two transients in log-log 

scale (in absolute value). 
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The Vsf and       ⁄  transients, measured inside the channel, were found to be independent of 

the distance to the source/drain electrodes, revealing that the observed transients are not due to 

charge diffusion inside the QDs. Upon hole injection, Vsf increases from -0.08 V to 0.08 V, 

corresponding to a slight increase of charge density from                to      
          (calculated using eq 7.3), as shown in Figure 7.5a. For electrons, Vsf decreases from 

0.44 V to 0.30 V, corresponding to a minute increase of charge density from                

to                (eq 7.3, Figure 7.5b). In contrast, the       ⁄  signal, a measure of mobile 

carrier density, decreased significantly (Figure 7.3e,f). The capacitance curves are linearly 

normalized such that       ⁄  is 0 at t<0 and 1 at t=0 (determined by the exponential fit). 

Assuming that the injected charge carriers are all mobile at t=0 (with an initial density of   ), the 

mobile carrier density can be written as 

           ⁄                                                                                                             (7.4) 

when t>0. The trapped carrier density can thus be obtained as 

                                                                                                                                    (7.5) 

The mobile and trapped density of holes and electrons determined from eqs 4 and 5 are shown in 

Figure 7.5a,b. We can see that the initially injected free carriers gradually become immobile, in 

the time scale of 3.7 s for holes and 9.5 s for electrons. The density of mobile carriers decreases 

significantly during the transient trapping process, to ~30% of the initial value in 12 s for holes 

and in 30 s for electrons.  
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Figure 7.5. Dynamic carrier trapping mechanism. (a) and (b) show the carrier density decay of 

holes and electrons, respectively (after the   26 V gate bias), including the total density, mobile, 

and trapped carrier density. (c) Left schematic shows that the injected electrons fill part of the 

IGS band (blue region) right after charge injection. The right schematic shows that the trap states 

are created after charge injection, which capture electrons from the IGS and gradually become 

filled. These dynamic traps, which may not exist before charge injection, can have an energy 

level lower than the 1Sh states. 

 

Due to insufficient screening of the gate field during charge injection,
17

 the actual Fermi level 

change can only be smaller than the change of      (~0.15 eV). Since the final Vsf level matches 

well with the IGS for electron injection and with valence band states for hole injection, we can 

conclude that the charges were initially injected into the IGS/1Sh states and were gradually 

trapped, with a slight change of Fermi level. The proposed mechanism of the carrier relaxation 

transients is shown in Figure 7.5c. Since the decay of carrier density is a single exponential, we 

expect that a single trapping process is dominant. Hole injection follows the same trend as in the 

case of electrons, i.e., the holes gradually falling into traps above the valence band edge.  

 

7.5 Charge Transport Dynamics upon Injection 
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Having observed the transient charge trapping dynamics upon charge injection in PbS QD FETs, 

where source and drain electrodes were grounded all the time, we proceed to measure the 

transport dynamics by applying a drain bias Vd =  5 V (source still grounded). The same gate 

bias step from 0 to  26 V was applied.  

 

The measured transient source currents are shown in Figure 7.6. We found that the current 

transients for both holes and electrons consist of an initial sharp spike followed by a long tail, 

which we attribute to injection current and source-drain transport current, respectively. This is 

evident in the electron current (Figure 7.6b) as injection and transport currents have different 

signs due to the reverse sign between Vg and Vd. Since Vd   Vg, we expect the injection currents 

to follow the same stretched exponential decays (same time constant   and stretching exponent   

parameters) as that in Figure 7.4, occurring in sub-second time scales. We can thus assign the 

transient currents for t > 6 s (when injection currents are negligible) to pure transport currents, 

which are best fitted with exponential decays shown in the insets of Figure 7.6a,b. For holes and 

electrons, we obtained         and         for the transport current, respectively. These time 

constants are similar to the capacitance transients in Figure 7.3e,f, revealing that carrier trapping 

is likely the major factor responsible for the decay in transport current, which is proportional to 

the density of mobile carriers 

                                                                                                                                          (7.6) 

Here   is the current density,   is the mobile carrier density,   is the mobility, and   is the in-

plane electric field. A decrease in   results in a decrease in  , provided that   does not change 

significantly. 

 

 
Figure 7.6. Current injection and transport dynamics at a drain bias of Vd=-5 V, after the 

application of a gate bias step from zero to   26 V, as labeled. (a) and (b) corresponds to hole 

and electron dynamics. Insets are expansions of the curves in the 6 20 s time window.  

 

Under a finite drain bias, the local surface potential cross section along the channel reveals the 

electric field distribution (        ⁄ ) from which we can infer the transport mechanism 

(Ohmic, space-charge-limited, contact-limited, etc.). We thus analyzed the transient Vsf 

distributions upon the application of gate bias, as shown in Figure 7.7a,b. We can see that Vsf 

profile remains unchanged during hole injection and transport (Figure 7.7a), with linear decrease 
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from source to drain characteristic of Ohmic conduction. No voltage drop is observed at the 

source and drain contacts, revealing that the metal-semiconductor contact is also Ohmic, as 

expected since the Fermi level of Au and the valence band of the PbS QDs are well aligned.
12

 In 

contrast, the Vsf profile in the n-channel (electron transport) shows a transient voltage drop at the 

negatively biased drain electrode from which electrons were injected (Figure 7.7b), although 

Ohmic conduction inside the channel is still preserved (as evident by the linear Vsf decrease 

inside the channel). As shown in Figure 7.7c, the voltage drop at the drain contact follows 

exponential decay, decreasing from ~2 V at t=0 to ~0.3 V at t=28 s. The contact resistance is 

thus     of the channel resistance in the beginning and negligible in the end. However, the time 

constant of the contact voltage drop (  ) is 11.6 s, similar with that of the electron transport 

current ( ) (Figure 7.6b). Therefore, the contact resistance (    ) is roughly constant with a 

value of ~5   , while the channel resistance increases during the nonequilibrium charge 

injection and transport process. The contact resistance is likely due to the ~0.3 eV mismatch of 

the IGS position with that of the Au Fermi level.
12

 The fact that the contact resistance remains 

unchanged further supports our proposed carrier trapping mechanism (Figure 7.5c), where the 

Fermi level of the injected carriers only slightly changes during the charge trapping process. 

 

 
Figure 7.7. Dynamics of the surface potential profile across the channel at Vd=-5 V, after the 

application of a gate bias step of   26 V. (a) and (b) corresponds to hole and electron dynamics, 

and each curve corresponds to the full surface potential profile covering the source (left), channel 

(middle) and drain (right). The tip scanned from the right to the left within the labeled time range 

(2 s per line). The black curves correspond to the surface potential profiles at zero gate bias. 

Linear offsets were applied in subsequent curves for clarity. Only the surface potential data on 

the QD monolayer regions are shown (the data on the oxide regions were removed), resulting in 

gaps in the data lines. (c) Voltage drop vs time at the drain contact shown in (b). Red line is the 

exponential fit.  
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Besides the current and surface potential transients, the transient capacitance distribution were 

also recorded and shown in Figure 7.8. We can see that the capacitance is nearly the same 

everywhere in the channel at any given time, for both hole and electron transport, confirming 

that the transport of both carriers is Ohmic with uniform mobile carrier density in the channel. 

The average       ⁄  in the p-channel decays exponentially with        , nearly the same as 

that of the transport current, further validating the conclusion that current decay is a result of 

carrier trapping. In the n-channel, the average       ⁄  decays also exponentially with   
      , a little larger than that of the electron transport current. This is likely due to the large 

transient contact resistance that accelerates the transport current decay.  

 

 
Figure 7.8. Capacitance (      ⁄ ) dynamics at Vd=-5 V, following application of a gate bias 

step of   26 V. (a) and (b) corresponds to hole and electron dynamics, and each curve 

corresponds to the full surface potential profile covering the source (left), channel (middle) and 

drain (right). The tip scanned from the right to the left. (c) and (d) are the average       ⁄  in 

the channel region as a function of time. Black dots are raw data and red lines are exponential 

fits.  

 

7.6 Discussion and Conclusion 

 

The time constants of the transients are summarized in Table 7.1. We can see that the time scale 

of the transport current, surface potential, and capacitance are of the same order for holes and for 

electrons, although the response time for electrons is always ~2 3 times as large as that of holes. 

These results agree with previously measured current hysteresis in PbS QD thin film FETs.
13

 Our 

results on the spatial and time resolved surface potential and capacitance dynamics allow us to 
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differentiate the injection and transport current which are convoluted in the source-drain current, 

and directly obtain the total carrier density and mobile carrier density.  

 

Table 7.1. Time constants of various transient parameters. 

Physical parameter Hole response time (s) Electron response time (s) 

Transport current 5.0 8.7 

Surface potential (@ Vd=0) 2.8 11.0 

      ⁄  (@ Vd=0) 3.7 9.5 

      ⁄  (@ Vd= 5 V) 5.3 14.0 

   at injection electrode 

(@ Vd= 5 V) 
N/A 11.6 

Contact resistance (@ 

Vd= 5 V) 
N/A Constant 

 

We found that the surface potential and capacitance gradually return to their original value after 

setting the gate bias back to zero, revealing that the trapping behavior is reversible. These 

reversible trapping and detrapping behavior have been observed in many disordered 

semiconductor systems, such as organic semiconductors, amorphous Si, and metal oxide 

films.
19−23

 We thus propose that there can be similar mechanisms governing the hysteresis 

behavior in different materials. In our QD system, the correlation of surface potential and 

capacitance transients reveals that electrons/holes are initially injected into the conductive 

IGS/1Sh states, and subsequently are gradually trapped into lower energy states. If these trapping 

states are static electronic defects, they have to lie in the ~0.2 eV gap between the IGS and 1Sh 

states. These shallow states (~0.1 eV from band edge) will likely have a fast charge trapping rate 

(in the scale of      ). Thus pure electronic transitions involving static states may not account 

for the observed transient behavior. This leads us to propose that the trap states are created by 

some reversible chemical reactions induced by the injected charges. These dynamic traps states 

therefore are not necessarily located between the IGS and 1Sh states. For example, the dynamic 

electron traps shown in Figure 3c can be lower than the 1Sh state. Before charge injection, these 

traps do not exist; after injection, traps are dynamically created and filled.  

 

One possible origin of these dynamic traps is reactions involving hydroxyl and hydrogen related 

species that are commonly observed impurities in these disordered systems.
19−23

 For example, the 

following reactions may occur activated by the injected charges:
24

 

                  

                 
These reactions will turn the charge carriers into hydroxyl and hydrogen ions that are much less 

mobile than electrons, which can be responsible for the observed exponential decay of mobile 

carrier density in the time scale of seconds. For the PbS QD systems, it has been shown before 

that OH
-
 and O2 are usually present on the QD surface.

12,25
 Therefore, the above reactions are 

likely to occur during charge injection. Since the 1Sh states are more delocalized than the IGS 

(induced by local defects), it is reasonable that holes in the 1Sh states are more easily captured by 

surface impurities, resulting in faster reactions compared to electrons in the IGS. 

 

To check the validity of the proposed mechanism, we performed control measurements of 

current transients in an environment with higher humidity and oxygen level, and found that the 
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time constants are much smaller (Figure 7.9). This supports our conclusion, since higher H2O 

and O2 concentration on the QD surface is expected to induce a higher charge capture rate. 

Moreover, we found that these changes are reversible as long as the exposure time to higher 

humidity environment is short.  

 

 
Figure 7.9. Current transients measured while keeping the relative humidity of the sample 

chamber at ~5%, after decreasing the N2 purging rate and increasing the size of the gas outlet. 

Drain bias was fixed at 0 V (a, c) or -5 V (b, d) while a gate bias step from 0 V to  26 V (as 

labeled) was applied. In all the curves, current decays in ~0.1 s, limited by the filter bandwidth 

(10 Hz) of the current amplifier, which is required in order to measure the current accurately. 

The actual time constant of injection current decay is thus less than 0.1 s. The transport current 

either decays very fast (< 0.1 s), or has a negligible initial value (< ~10 pA). The humid 

environment was kept for less than 30 s when each measurement was performed, after which the 

chamber was purged with N2 to reach <0.5% relative humidity in a few seconds. The current 

transients were recovered (same as those shown in Figure 7.4 and Figure 7.6) when measured 

again in stable dry N2 atmosphere, revealing that the QDs were chemically intact after exposing 

to the small amount of humid air. 

 

Additionally, we measured the drain current – drain bias curves with a closed-loop scan in inert 

atmosphere, while the gate bias was set to zero (Figure 7.10). A hysteresis loop was observed, 

indicating that charge injection induces a reversible change in the film resistance. The results 

resemble that of cyclic voltammetry which is a good indication of the occurrence of 

electrochemical charging/discharging processes. Such hysteresis behavior was also reported in 

scanning tunneling spectroscopy results on WS2 nanoparticles,
26

 where the hysteresis in 

tunneling current was also explained in terms of electrochemical processes. These results are in 

support of our proposed dynamic, electrochemical trapping mechanism. 



84 
 

 

 
 

Figure 7.10. Drain current (Id) – drain bias (Vd) curve with gate bais Vg=0. The channel area in 

this device is            , where the smaller channel length (     ) results in a higher 

lateral electric field at a certain Vd. The Vd scan starts from zero and follows the sequence 1–4 as 

labeled. The scan rate is 22 V/s.  

 

Although we cannot completely rule out other possibilities responsible for the hysteresis in QD 

FETs, such as surface structural rearrangements
27

 and ligand diffusion,
28

 our first observation of 

the surface potential and capacitance dynamics in QD systems allows us to directly determine the 

decay of carrier density and identify the dynamic trapping mechanism. In terms of the effect of 

the gate dielectric on the hysteresis behavior, we do not expect the SiO2 to play a role in the 

observed transients. It has been previously observed that charge trapping on the unpassivated 

SiO2 surface occurs in the scale of hours upon the application of a gate bias,
23

 which is also 

confirmed by our own measurements (not shown here). OTS passivation removes most of the 

SiO2 surface traps,
23

 so that longer hysteresis is expected. Moreover, previous measurements of 

the PbS QD FETs with different gate dielectric materials revealed that the transient current decay 

is independent of the choice of dielectric.
13

 Therefore our measured transient phenomena are due 

to the intrinsic properties of PbS QDs. 

 

In conclusion, we found that charge carriers are dynamically trapped in the scale of seconds upon 

injection into PbS quantum dot films, which are likely associated with reversible chemical 

reactions possibly involving hydrogen and oxygen containing species. These traps, though 

detrimental to field effect transistors, may find applications in photoconductors where carrier 

trapping can lead to higher lifetime and photoconductive gain.
2,11

 Long-lived traps can also be 

utilized for memory devices.
29

 By controlling the surface chemistry of QDs, we can potentially 

manipulate these dynamics to achieve desirable device performances. 
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Chapter 8: Ultrasensitive Photodetectors Harnessing Defect Conduction 
 

Reproduced in part and adapted from a manuscript in preparation. Only a brief summary is 

presented. 

 

8.1 Abstract 

 

Following the discoveries of defect-assisted electronic transport and charge percolation 

phenomena, we are now working on engineering defects to tune carrier percolation pathways, 

with the goal of making high sensitivity photodetectors. It is known that high-gain 

photoconductors operate based on the mechanism of trapping of one-type of carriers (p or n) and 

transporting the other via high mobility pathways
1
. Therefore, it is desirable to have a thin film 

consisting of spatially connected p-n junctions, where one type of junctions form topologically 

closed domains and the other form connected percolation domains throughout the film. In these 

films, photoexcited electrons and holes separate instantaneously assisted by the local built-in 

electric field, with one type of carriers trapped in the closed domains, and the other transported 

via connected percolation pathways. This is the design principle for bottom-up fabrication of a 

CdTe photoconductor with record-breaking photoconductive gain. 

 

8.2 Device Fabrication, Operation Mechanism, and Performance 

 

Using bottom up solution processing, we fabricated CdTe polycrystalline films with controlled 

grain size (5-200 nm) by sintering CdTe nanocrystals. As shown in the schematic diagram 

(Figure 8.1), we begin with CdTe nanocrystals capped with Cl ligands in toluene solution. We 

spin-coat the nanocrystals on a substrate, and anneal at 350 °C for 30 s – 5 min. The nanocrystals 

sinter and form a polycrystalline film, with Cl-rich grain boundaries as confirmed by nano-Auger 

measurements.   

 

 
 

Figure 8.1. Bottom-up solution-processed fabrication of CdTe polycrystalline film. Part of the 

figure is adapted with permission from ACS Nano, 2014, 8 (7), pp 7513–7521. Copyright © 2014, 

American Chemical Society. 

 

As revealed by KPFM measurements, the grain bulk is nearly intrinsic with the Fermi level near 

the mid-gap (band gap is ~1.45 eV), while the grain boundaries are heavily n-doped with Fermi 

level close to the conduction band edge. Moreover the grain boundary is conductive, as revealed 

by Conductive AFM measurements. Therefore we have mini p-n junctions in the film with 

conductive grain boundaries forming percolation pathways connecting the electrodes (Indium 

was used as the n-type contact material). As shown in Figure 8.2, when light (with wavelength 
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below ~850 nm, the bandgap energy) is incident on the biased photodetector, electron hole pairs 

are created. Holes remain electrostatically trapped in the grain interior, while electrons percolate 

via the grain boundaries reaching the electrodes and get collected. Via FET measurements we 

determined an electron mobility of ~5 cm
2
/ Vs. Time resolved photocurrent measurements 

revealed a photocarrier lifetime ranging from ~10 ms to ~10 s, depending on the incident photon 

flux (higher flux results in shorter lifetime). With both high mobility and ultralong lifetime, we 

expect an ultrahigh gain photoconductive detector.  

 

 
Figure 8.2. Device operation mechanism.  

 

The photoconductive gain we measured is shown in Figure 8.3. We can see that the external gain 

(number of carriers collected / number of photons incident) depends on the light intensity, likely 

due to a series of trapping events. i.e. shallow hole traps result in short lifetime and low gain, 

while deep traps (dominant under low-light) results in longer lifetime and thus higher gain. At 

low light (~10
-9

 – 10
-8

 mW/cm
-2

), we obtained external gain ~10
10

, which is the highest gain in 

all types of photoconductors, as far as we know. 

 
Figure 8.3. Device performance: external photoconductive gain VS incident photon power, 

measured at 500 nm.  
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We expect the device to have promising applications in detectors that requires high sensitivity 

and are tolerant of low speed, such as night-vision, UV smoke detector, X-ray detector, and high 

energy particle detector. 
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Chapter 9: Summary and Outlook 
 

We have performed systematic experimental and theoretical studies of the atomic scale surface 

structure and electronic defects of nanoscale semiconductors, with a focus on colloidal quantum 

dots. We further found that random distribution of defects generally induce heterogeneity in the 

energy landscape of disordered semiconductor systems, by studying a model system of artificial 

quantum dot solid. Counterintuitively, certain defects themselves can assist charge transport, 

paving the way for high-mobility percolative transport in heterogeneous artificial solids. We 

expect the discovered defect physics, percolation transport phenomena and the invented 

ultrasensitive photodetectors to have significant impacts on both the fundamental understanding 

of nanoscale semiconductors and their large-area device applications. More importantly, we 

believe that the experimental methodology of combing microscopic/mesoscopic electronic 

imaging with device properties is generally powerful not only to reveal the internal working 

mechanisms of electronic/optoelectronic devices, but also to actually guide the design of better-

performing devices. We can envision two ways of microscopic approach to the science and 

technology dealing with the behavior of electrons in materials. 

 

First of all, we need to acknowledge that many devices do need to be “perfect”, where the best 

performance typically requires homogeneous, crystalline, and defect-free materials. Examples 

include most of the solar cells, photodiode detectors, high-mobility transistors, etc. In these 

devices, it is desirable to identify the microscopic nature of unintentional defects and electronic 

heterogeneities, and then eliminate these imperfections to make better devices. As an example, in 

Chapter 5 using scanning probe based microscopy and spectroscopy techniques we discovered 

that the origin of defect states (or in-gap states) in PbS quantum dots is molecular oxygen. We 

further found that by performing hydrazine treatment (as a reducing agent) we can eliminate O2 

impurities and make intrinsic quantum dots with no deep in-gap states. These intrinsic QDs are 

expected to have low photocarrier recombination rate, and are thus promising for high efficiency 

solar cells and photodiodes. Our preliminary results already demonstrated that hydrazine is 

beneficial for device efficiency, and a future direction is to make a PIN junction solar cell where 

the hydrazine treated QDs can act as the thick intrinsic layer that may enable long carrier 

diffusion length. 

 

On the other hand, as we have demonstrated, in certain cases fine-tuned electronic heterogeneity 

can enable novel, high efficiency devices. Here obviously microscopic electronic imaging is 

essential to the characterization and control of the degree of heterogeneity. In optoelectronics, 

besides the high-gain photoconductors presented in Chapter 8, we can also imagine a 

heterogeneous semiconductor with mini p-n junctions that can achieve high electroluminescence 

and/or photoluminescence, and even high optical gain for laser applications. We may also go 

beyond optoelectronics, and reach out to other electron-based materials and devices. For example, 

in thermoelectronics we can envision a heterogeneous system where electronic transport and 

thermal transport take place via different pathways, and thus high electrical conductivity and low 

thermal conductivity can be achieved simultaneously, enhancing the thermoelectric figure of 

merit; in spintronics we can conceive a disordered system with a mixture of nanoscale 

nonmagnetic and ferromagnetic domains, where multiple spin-dependent scattering may 

collectively enhance the magnetoresistance, beneficial for memory devices.  

  




