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INTRODUCTION

Symptom science was transformed by two landmark papers that suggested the existence 

of “symptom clusters” in oncology patients.1,2 Prior to these papers, symptom research 

focused primarily on an evaluation of the prevalence and severity of single symptoms in 

patients with chronic conditions.3 Building on the clinical reality that symptoms rarely occur 

alone, researchers and clinicians were challenged to evaluate for and manage co-occurring 

symptoms and/or symptom clusters.

Given that these two studies published in 2001 are credited with launching the field of 

“symptom cluster” research,1,2 they warrant careful evaluation twenty years later. In the 

first study,2 the relationships between pain and fatigue and the co-occurrence of 20 other 

symptoms were evaluated in a heterogeneous sample of newly diagnosed oncology patients 

over one year. In the second study,1 the effect of a pre-specified symptom cluster (i.e., pain, 

fatigue, sleep disturbance) on oncology patients’ functional status was evaluated over three 

cycles of chemotherapy. Of note, in this paper,1 the first definition of a symptom cluster was 

proposed to be “three or more concurrent symptoms” that “are related to each other….The 

symptoms within a cluster are not required to share the same etiology,” (pp465).

While these studies provided a stimulus and new directions for symptom science research, 

several limitations warrant consideration. First, only two symptoms (i.e., pain, fatigue) were 

evaluated in one study2 and three symptoms (i.e., pain, fatigue, sleep insufficiency) in 

the other study.1 In both studies, the symptom cluster was pre-specified, not created “de 

novo”. Third, both studies evaluated for associations between single symptoms and a distal 

outcome, not with the “symptom cluster” as a whole.
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While symptom cluster research has grown considerably since the publication of these two 

relatively “simplistic” studies,1,2 as noted in the most recent expert panel report,4 this field 

is relatively new and ongoing conceptual issues warrant consideration. One key question 

is a rather simple one, namely: “What constitutes symptom cluster research?” As noted 

by Miaskowski and colleagues in 2007,5 two conceptual approaches to evaluate symptom 

clusters evolved over a period of five years, namely: “clustering” symptoms (equates with 

a variable-centered analytic approach) and “clustering” patients (equates with a person-

centered analytic approach) (Figure 1). The use of the word “clustering” for both approaches 

has led to confusion in the literature on symptom cluster research. For example, it is not 

uncommon to find publications that have described “symptom clusters” when patients were 

grouped based on an evaluation of a pre-specified symptom cluster that consisted of two or 

more symptoms.6,7 Given this confusion, it is imperative to use the correct terminology as 

outlined below.

As noted in Figure 1A, variable-centered approaches (e.g., exploratory factor analysis 

(EFA)) identify symptoms that cluster together empirically through the use of an analytic 

approach that creates distinct groups of related symptoms (i.e., symptom clusters).5 These 

approaches are based on the hypothesis that symptoms cluster together because they may 

share a common underlying mechanism(s).8,9

Patient-centered approaches (Figure 1B; e.g., latent class analysis (LCA)) identify subgroups 

of patients with distinct symptom profiles using one or more symptoms or a pre-

specified symptom cluster (e.g., pain, fatigue, depression, sleep disturbance10). With these 

approaches, it is important to note that in the context of symptom cluster research, a 

symptom cluster must be pre-specified. These patient-centered analyses can be used to 

identify subgroups of patients with distinct symptom(s) profiles (i.e., lower versus higher 

symptom burden) and associated risk factors (e.g., demographic, clinical, biomarkers).5

Previous reviews have evaluated the conceptual, methodological, and clinical basis for 

symptom cluster research.5,11–15 In a concept analysis that included a review of symptom 

cluster research across psychiatry, medicine, and nursing, Kim and colleagues14 identified 

five key attributes of a symptom cluster (e.g., co-occurrence of symptoms within a cluster, 

stability, shared or common etiology). Based on research findings and clinical evidence, both 

Kim and colleagues14 and Aktas11 argued for the definition of a symptom cluster to be 

modified to include a minimum of two symptoms. Kim and Abraham13 and Skerman and 

colleagues15 examined the application of various statistical methods to identify symptom 

clusters and reviewed the conceptual and methodological challenges of each method. 

Building on a previous paper by Miaskowski and colleagues5 that described the two 

conceptual approaches for symptom cluster research, Barsevick12 examined the application 

of qualitative approaches to symptom cluster research and expanded on the concept of 

stability in symptom cluster research.

In the most recent state of the science report,4 an expert panel called for the identification 

of symptom clusters using newer analytic techniques and for an investigation of the 

underlying mechanisms for symptom clusters. In addition, they suggested that additional 

research is warranted to clarify the “de novo” approach to the identification of symptom 
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clusters versus the grouping of patients with distinct symptom cluster profiles based on a 

“pre-specified” symptom cluster. Given the recent application of newer methods to symptom 

cluster research (e.g., network analysis (NA),16 natural language processing (NLP17)), a 

review of the conceptual basis for these older and newer methods in the context of symptom 

cluster research is warranted. Therefore, the purposes of this paper are to review the 

conceptual basis for symptom cluster research; compare and contrast the conceptual basis 

for using variable-centered versus patient-centered analytic approaches in symptom cluster 

research; review the strengths and weaknesses of the most common variable-centered and 

patient-centered analytic approaches for symptom cluster research; and compare the various 

applications of each approach in symptom cluster research.

DEFINITION OF A SYMPTOM CLUSTER

As the science of symptom cluster research has advanced over the past 20 years, the 

definition of a symptom cluster has gone through multiple revisions.1,12,14 In the most recent 

revision by an expert panel,4 several characteristics of both a symptom and a symptom 

cluster were identified (Table 1). While some debate continues on the minimum number of 

symptoms that constitutes a symptom cluster,11,12 a minimum of two symptoms in a cluster 

is generally accepted. However, clarification and/or refinement of the other characteristics 

are needed. For example, in terms of “stability,” neither the definition of nor the methods to 

assess stability exist. This issue is particularly important when one considers the temporal 

dimension of symptom clusters. Does stability refer to whether or not the various types of 

symptom clusters (e.g., psychological, gastrointestinal) remain “stable” or whether or not 

the symptoms within each cluster (e.g., sad, irritable, angry) remain “stable” over time? We 

propose that the term “stable” be used to describe whether the symptom clusters change over 

time and/or across symptom dimensions. Alternatively, the term “consistent” should be used 

to describe whether the specific symptoms within a cluster remain the same over time and/or 

across symptom dimensions. For both stability and consistency, the assessment methods and 

numeric criteria need to be determined.18

Equally important is the question of whether or not symptom clusters need to be 

independent of other clusters. Given the recent use of NA, that demonstrates that symptoms 

within one cluster are related to symptoms in other clusters,16 this criterion may need to 

be reconsidered. Equally important, research is needed to support the criteria that symptom 

clusters may share common underlying mechanisms and may have shared outcomes.

TWO BROAD APPROACHES TO SYMPTOM CLUSTER RESEARCH

De Novo Identification of Symptom Clusters

Variable-centered approaches explore the relationships among symptoms using either 

regression-based techniques19 or measures of similarity13 and create symptom clusters “de 

novo.” As a first step, participants need to complete one or more symptom assessment 

instruments or a symptom inventory (Figure 1A).5 Then, a variable-centered analytic 

approach is used to identify the symptom clusters. Historically, four statistical approaches 

were used to identify symptom clusters, namely: cluster analysis, EFA, confirmatory factor 

analysis (CFA), and principal components analysis (PCA).14
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Following the recommendations of Skerman and colleagues,15 EFA is the most common 

approach used to identify symptom clusters in oncology research, followed by hierarchical 

cluster analysis (HCA).14,18,20 In contrast, PCA is the most common approach used to 

identify symptom clusters in other chronic conditions (e.g., chronic obstructive pulmonary 

disease (COPD),21 human immunodeficiency virus22). However, PCA uses a data-reduction 

approach to analyze symptoms and does not assume any causal relationship between the 

symptoms within a cluster.15,23 Given that one hypothesis underlying symptom cluster 

research is that symptoms cluster together due to a shared, underlying mechanism,8,9 the use 

of PCA is not consistent with this hypothesis.

A non-exhaustive search of the Cumulative Index of Nursing and Allied Health Literature 

(CINAHL) and PubMed databases was conducted to explore the use of different variable-

centered approaches for studying symptom clusters. Exemplars for each statistical method 

are described in Supplemental Table 1. As noted below, compared to studies of oncology 

patients, research on symptom clusters in patients with other chronic conditions is much less 

common. Therefore, exemplar studies conducted in samples with other chronic conditions 

are highlighted in Supplemental Table 1 to stimulate growth in symptom cluster research 

within these patient populations.

Hierarchical cluster analysis.—HCA is one type of cluster analysis that has been used 

in symptom cluster research across a variety of chronic conditions.20,22,24 It is important 

to note that depending on the research question, HCA can be used to group symptoms or 

patients.13

Two types of HCA can be used: agglomerative or divisive.25 Starting with all of the 

symptoms in individual clusters, agglomerative HCA is used to identify and successively 

group pairs or groups of similar symptoms into mutually exclusive clusters of related 

symptoms.26 In contrast, divisive HCA starts with all of the symptoms in a single cluster. 

Then, it systematically partitions the cluster into smaller groups of similar symptoms.25 The 

hierarchical clustering of symptoms continues in a stepwise fashion until a certain level 

of groupings that have clinical meaning and interpretability are selected.15 These steps are 

displayed graphically on a dendrogram. Measures of similarity for interval data include 

correlation coefficients or squared Euclidean distances,13 while coefficients of association 

can be used for binary data.15

HCA has several limitations.13,15 First, it is important to note that cluster analytic methods 

are not based on the underlying assumption of shared causality. Rather, they seek to 

identify groupings based on statistical measures of similarity.13 Second, because cluster 

analytic methods strive to identify mutually exclusive groups of similar symptoms, a 

symptom can belong to only one cluster.15 Given that a single symptom may be related 

to multiple symptoms that associate into different clusters, this limitation does not allow 

for an examination of symptoms that cross-load on other clusters. In addition, it impedes 

our ability to identify common and distinct underlying mechanisms. Third, using HCA, the 

determination of the final number of clusters is highly subjective. This subjectivity may lead 

to bias, as well as variability in both the number and types of symptom clusters identified 

across studies.
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Thirty-nine studies were identified that evaluated for symptom clusters “de novo” using 

HCA. While 74.4% of these studies were conducted in patients with cancer, exemplars of 

studies that used HCA to identify symptom clusters in patients with other chronic conditions 

are provided in Supplemental Table 1.

Exploratory factor analysis.—The common factor model consists of two factor analytic 

methods: EFA and CFA. Factor analytic methods are used to discover unobserved or latent 

factors (i.e., symptom clusters) that account for the common variance among multiple, 

observed variables (i.e., symptoms).27 The underlying conceptual framework for factor 

analytic methods is that variables within a latent factor covary due to a common, underlying 

cause. The “strength and direction of the influence”23(pp10) of the latent factors on the 

variables in the common factor model are estimated with factor loadings. Because of the 

exploratory nature of EFA, no assumptions are made a priori about the nature of the 

relationships between the observed variables.23

A unique feature of EFA is that symptoms can load on more than one factor (i.e., symptom 

cluster).23 Given the possibility that one symptom can influence symptoms on different 

clusters, the ability for a symptom to load on more than one cluster has conceptual utility. 

For example, in a study that evaluated for symptom clusters in patients with lung cancer,28 

difficulty concentrating and feeling nervous cross-loaded on a sickness behavior and a 

psychological cluster. However, a lack of consensus exists on whether a symptom can load 

on multiple factors. For example, in a recent review of studies that evaluated for symptom 

clusters in patients receiving adjuvant chemotherapy,18 only 58.8% of the studies that used 

EFA allowed for symptoms to cross-load.

Compared to HCA where 39 studies were identified, 89 studies used EFA to identify 

symptom clusters “de novo.” Of these studies, 66.3% were conducted in patients with 

cancer. This pattern is consistent with previous reviews that identified EFA as the most 

common statistical approach for identifying symptom clusters in oncology patients.15,18,20 

Exemplars of studies that used EFA to identify symptom clusters in patients with other 

chronic conditions are provided in Supplemental Table 1.

Confirmatory factor analysis.—This approach is used to test hypotheses on the 

relationships between latent factors and observed variables.27 More specifically, all of the 

model’s assumptions (e.g., number of factors, pattern of variable to factor loadings) must be 

specified a priori. These hypotheses must be rooted in theory and/or empirical evidence.

Given that the conceptual basis for CFA is to confirm hypotheses, it can be used to confirm 

the number and types of symptom clusters previously identified using another variable-

centered approach (e.g., EFA).15 For example, in a study that evaluated for symptom clusters 

in children and adolescents receiving myelosuppressive therapy,29 EFA was used to identify 

symptom clusters. Then, CFA was used to confirm the structure of the findings. Given the 

continued need to evaluate and compare different statistical methods to identify symptom 

clusters “de novo,”4 CFA may be one approach to validate the stability and/or consistency of 

symptom clusters.
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Use of variable-centered approaches to investigate underlying biological 
mechanisms.—Relatively few studies have used a variable-centered approach to evaluate 

the underlying biological mechanisms of symptom clusters.30,31 In one study,31 EFA was 

used to identify symptom clusters in oncology patients using the severity dimension. Then, 

a factor severity score was calculated for each of the three symptom clusters that were 

identified (i.e., mood-cognitive, sickness-behavior, and treatment-related symptom). These 

scores were used in regression analyses to identify associations between each symptom 

cluster and polymorphisms in cytokine genes.

Another study used EFA to identify two symptom clusters in patients with COPD.30 Next, 

symptom cluster severity scores were calculated for each cluster. Subgroups of patients 

were identified based on their average symptom cluster severity score. Inflammatory 

biomarkers were used in logistic regression analyses to identify associations between 

subgroup membership and levels of C-reactive protein.

A Priori Identification of Symptom Clusters and Associated Symptom Cluster Profiles

Patient-centered analytic approaches evaluate for relationships among individuals using the 

principles of structural equation modeling19 or measures of similarity.13 Similar to variable-

centered approaches, participants complete one or more symptom assessment instruments or 

a symptom inventory (Figure 1B).5 In the context of symptom cluster research, a symptom 

cluster must be identified a priori (e.g., pain, fatigue, sleep disturbance, and depression). 

Then, with this pre-specified symptom cluster, groups of patients with distinct symptom 

cluster profiles are identified using patient-centered analytic approaches. Because these 

methods allow for the identification of subgroups of patients based on their experiences with 

a pre-specified symptom cluster, a variety of phenotypic and molecular risk factors can be 

identified that distinguish the various patient subgroups.

A search of the CINAHL and PubMed databases identified 31 studies that evaluated the 

symptom profiles of patients experiencing a pre-specified symptom cluster. Exemplars for 

each statistical method are provided in Supplemental Table 2.

Hierarchical cluster analysis.—As mentioned previously, cluster analysis methods like 

HCA can be used to “cluster” symptoms or patients. With the latter approach, subgroups 

of patients are identified based on similar symptom cluster profiles using a pre-specified 

symptom cluster.13 Eight studies were identified that used HCA to evaluate for subgroups 

of patients based on a clearly defined pre-specified symptom cluster. While the majority of 

these studies were conducted in patients with cancer (75%), exemplar studies that used HCA 

to identify subgroups of patients with a distinct symptom cluster profile in other chronic 

conditions are provided in Supplemental Table 2.

Latent variable modeling (LVM).—LVM is used to identify subgroups or classes 

of individuals within a sample or population who have similar attributes or symptom 

experiences.19 The underlying conceptual framework for LVM is that subgroup membership 

is based on an unobserved, latent variable (i.e., pre-specified symptom cluster) whose 

“value indicates what group the individual belongs to”25(pp819). Common types of LVM 

include LCA for categorical data (e.g., symptom occurrence) and latent profile analysis for 
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continuous data (e.g., symptom severity). In addition, latent transition analysis can be used 

to evaluate for changes in subgroup membership over time.19

The identification of subgroups of patients based on their distinct symptom cluster profiles 

using LVM has multiple advantages. First, differences in salient characteristics (e.g., 

demographics, stress, resilience) between the subgroups can be identified. Second, LVM 

can be used to evaluate how patient outcomes (e.g., functional status, quality of life) differ 

by class membership.25

While the use of both HCA and LVM results in the identification of subgroups of patients 

with distinct symptom cluster profiles, the methods differ in a few key ways. First, with 

LVM, multiple models are evaluated using fit indices prior to selecting the final model.25 In 

contrast, selection of the final solution for HCA is highly subjective. Second, because LVM 

tends to be computationally more challenging than HCA,25 fewer variables may be included 

in the LVM analysis.

Twenty-three studies have used a form of LVM to identify subgroups of patients with a 

distinct symptom cluster profile. While most of these studies were conducted in oncology 

patients (56.5%), exemplar studies that used LVM to identify subgroups of patients with a 

distinct symptom cluster profile in other chronic conditions are provided in Supplemental 

Table 2.

Use of patient-centered analytic approaches to investigate underlying 
biological mechanisms.—Ten studies have used a patient-centered analytic approach 

to evaluate the underlying biological mechanism(s) for a pre-specified symptom cluster 

(exemplars in Supplemental Table 2). In one study,32 latent profile analysis was used to 

identify three distinct subgroups of breast cancer patients based on their experience with 

a pain, fatigue, sleep disturbance, and depression cluster. Multiple associations were found 

between latent class membership and cytokine gene polymorphisms. Another study used 

HCA to identify subgroups of patients with advanced cancer based on their experience with 

the symptom cluster of pain, fatigue, depression, and sleep disturbance.10 Higher serum 

levels of IL-6 were associated with an increased risk for membership in the moderate-to-

high symptom subgroup.

EMERGING METHODS IN SYMPTOM CLUSTER RESEARCH

Network Analysis

One novel approach that can be used to identify symptom clusters “de novo” is NA. Based 

on the principles of graph theory,33 NA is used to evaluate the relationships between a set 

of variables (i.e., symptoms). The structure of these relationships is presented in graphs. 

Within these graphs, symptoms are represented as nodes and the relationship(s) between 

symptoms are represented as edges (Figure 2A). The presence (i.e., a relationship between 

the symptoms) and strength (e.g., correlation, conditional association) of these edges are 

calculated from the data. While firmly based in mathematical and statistical methods, a 

strength of NA is that it allows for a qualitative (i.e., visual) appraisal of the data.
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One challenge with NA is the determination of the importance of nodes or groups of nodes 

within a network. Various types of centrality indices are used to aid in the interpretation 

of which nodes (i.e., symptoms) may have the largest influence on a network.33–35 These 

highly influential nodes are sometimes referred to as “core” or “sentinel” nodes16 and have 

the potential to serve as targets for therapeutic interventions.

Following the network’s construction, community detection algorithms are used to identify 

clusters of symptoms (i.e., nodes) that are closely connected relative to other symptoms or 

clusters.36 Various types of community detection algorithms are available and selection of 

the appropriate algorithm depends on multiple factors, including the network’s size.37

One of the advantages of NA over other analytic approaches is that you can visualize 

the relationships between symptom clusters and how symptoms within one cluster relate 

to symptoms in another cluster. In addition, this approach allows for the identification of 

core or sentinel symptoms. However, a variety of approaches exist to create the networks 

and selection of the appropriate algorithms to estimate and evaluate the networks warrant 

consideration.

Three studies were identified that used NA to evaluate symptoms and/or symptom clusters 

in patients with cancer.16,38,39 In one study,16 NA was used to identify symptom clusters 

using multiple dimensions of the symptom experience (i.e., occurrence, severity, distress) in 

a heterogeneous sample of oncology patients. While five symptom clusters were identified 

across all three symptom dimensions (i.e., psychological, hormonal, respiratory, nutritional, 

chemotherapy-related), two additional symptom clusters (i.e., gastrointestinal, epithelial) 

were identified using distress (Figure 2B). The authors hypothesized that these results 

suggest that distress is a unique dimension of the patients’ symptom experience. Because 

nausea and lack of appetite had the highest centrality index scores, the authors suggested 

that targeting these symptoms may decrease the other symptoms within the network.

In another study,39 a network was constructed using severity scores for eight symptoms 

and serum concentrations for 13 cytokines. Two communities were identified: a symptom 

cluster with five symptoms and another cluster with all 13 cytokines. While an evaluation 

of the associations between symptoms and biomarkers warrants additional research, findings 

from this study illustrate the challenges with incorporating heterogenous types of data (i.e., 

symptom severity scores and cytokine levels) into a NA.

A third study used HCA and PCA to identify symptom clusters in a sample of patients 

receiving chemotherapy.38 Three common symptom clusters were identified over five 

assessments. Then, using only the 12 symptoms that were identified in the initial analyses, 

NA identified comparable symptom clusters that were found using PCA only at one 

timepoint. Fatigue, anxiety, and depression were identified as the most central symptoms 

in the network.

Bayesian Networks Analysis

Bayesian NA incorporates Bayesian statistics with NA to allow for an evaluation of the 

strength and direction of the relationships among symptoms.40 While both types of networks 
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contain nodes (i.e., symptoms) and edges (i.e., relationships between the symptoms), 

Bayesian NA graphically displays these relationships in a causal model (i.e., directed acyclic 

graph). Conditional dependencies are estimated for each node (i.e., symptom). The strength 

and direction of these relationships are calculated with joint probability distributions.41

Bayesian NA approaches offer many advantages for symptom cluster research. First, in 

addition to identifying “sentinel” symptoms, Bayesian NA can be used to elucidate the 

direction and the flow of a symptom’s influence on other symptoms within a network.41 

Second, similar to EFA and LVM, Bayesian NA can identify latent variables.42,43 However, 

given the complexity of the relationships between symptoms, interpretation of these 

relationships on an acyclic graph may be challenging. In addition, Bayesian NA methods 

are computationally expensive,44 particularly with large sample sizes or with large symptom 

inventories.

While Bayesian NA is used extensively in bioinformatics45 and health sciences46 research, 

only one study was identified that used Bayesian NA to examine the relationships 

between symptoms within a pre-specified cluster (i.e., sleep disturbance, fatigue, depressive 

symptoms) and their effect on cognitive performance and quality of life in breast cancer 

patients receiving chemotherapy.47 Findings from this analysis suggest that the relationships 

among symptoms changed across time. For example, while mood directly impacted fatigue 

prior to the start of treatment and at the end of chemotherapy, previous levels of fatigue and 

sleep disturbance and current quality of life directly impacted the severity of fatigue one 

year after the start of chemotherapy.

Application of NLP to Symptom Cluster Research

An ongoing issue in symptom cluster research is to determine the optimal number of 

common symptoms that need to be assessed across chronic conditions.18 The determination 

of a consistent, comprehensive, and clinically meaningful list of symptoms would enable 

the identification of common symptom clusters across chronic conditions, as well as their 

common underlying mechanisms. Because of this lack of consensus, inventories with a large 

number of symptoms are administered to patients to evaluate for symptom clusters, with a 

potential for increased burden. A variety of new and emerging data science approaches (e.g., 

machine learning, NLP) have the potential to resolve this issue. The application of one of 

these approaches in symptom cluster research is described below.

NLP is a data extraction method that uses computer-based algorithms to acquire, process, 

and modify natural language obtained from “Big Data” (e.g., electronic health record 

(EHR)) for computational analyses.48 Systematic extraction of “real world” symptom data 

from EHRs and its subsequent evaluation has the potential to not only lessen the burden 

on patients with chronic conditions, but provide researchers with the “most comprehensive, 

longitudinal, population-wide dataset”17(pp907) available. NLP methodologies have the 

potential to provide novel information on symptoms and symptom management throughout 

and beyond treatment of chronic conditions.49

Two recent publications describe the use of NLP in symptom science research. In the first 

publication,50 the authors used a free and open-source NLP software (i.e., NimbleMiner) 
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to find and extract data on five symptoms (i.e., constipation, depressed mood, disturbed 

sleep, fatigue, palpitations) from the EHR. While this method was piloted using only five 

symptoms, it can be expanded to include a larger symptom “vocabulary.”

In the second study,17 Koleck and colleagues used NLP to extract 56 symptoms from the 

EHR nursing notes of 22,647 patients across four common chronic conditions (i.e., cancer, 

COPD, heart failure, type II diabetes). Then, HCA was used to identify subgroups of 

patients with distinct symptom profiles for each chronic condition. While condition-specific 

symptom profiles were identified (e.g., gastrointestinal symptoms and fatigue for cancer, 

mental health symptoms for COPD), multiple symptom profiles were identified across two 

or more chronic conditions (e.g., cognitive and neurological). Given the strength of their 

results and the ability of NLP software tools to accurately identify and obtain specific 

symptom data, ongoing development of these methods has the potential to be applied to 

symptom cluster research and to advance symptom science.

FUTURE DIRECTIONS

In their report,4 the expert panel called for an examination of symptom clusters across 

various chronic conditions. These types of comparative studies are needed to determine 

whether or not “generic” symptom clusters occur across chronic conditions. To accomplish 

this goal, a comprehensive symptom assessment, as well as consistent methods, need to 

be used. Equally important, with the emergence of NA and NLP, studies are needed that 

compare symptom clusters that are created “de novo” using various analytic approaches.

Based on the literature reviews for each analytic approach, notable gaps in symptom cluster 

research were identified. In general, the study samples were homogeneous in terms of 

race or ethnicity, gender identity, socioeconomic status, and educational attainment. Given 

that each of these characteristics can impact an individual’s symptom experience, health 

outcomes, and quality of life, this lack of diversity and evaluation of a limited number of 

social determinants of health limits our understanding of how these factors may influence 

the relationships with and among symptoms and symptom clusters. Future research that 

evaluates for symptom clusters in diverse and/or underserved samples, across a variety of 

acute and chronic conditions, is needed. Exemplars of studies that evaluated for differences 

in symptom clusters in relationship to age, gender, socioeconomic status, or ethnicity are 

provided in Supplemental Tables 1 and 2.

While the definition of a symptom cluster has evolved over the past 20 years, multiple issues 

remain that warrant careful consideration to move this area of scientific inquiry forward 

(Table 1). Specifically, clear criteria need to be developed to determine the stability and 

consistency of symptom clusters. The establishment of these criteria will allow researchers 

to determine within studies whether symptom clusters change over time and/or across 

dimensions of the symptom experience. In addition, they can be used to evaluate stability 

and consistency of symptom clusters across studies of patients with similar and different 

chronic conditions. Additional research is needed to determine whether symptoms in a 

cluster must be independent or can cross-load on more than one cluster. Given that previous 

studies that used EFA and NA demonstrated that symptoms may load on multiple clusters, 
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or that symptoms within clusters and the clusters themselves are related, this characteristic 

of a symptom cluster may need to be revised. One way to resolve this issue would be 

to evaluate common and distinct mechanisms that underlie various symptom clusters that 

include symptoms that cross-load on more than one cluster.

CONCLUSION

As symptom cluster research continues to evolve, the use of both variable-centered and 

patient-centered analytic approaches are needed to move the science forward. While each 

approach has unique strengths and weaknesses, conceptual clarity is needed when a study is 

designed and the research question should inform the selection of the appropriate method. 

The conceptual approaches illustrated in Figure 1 can serve as a guide for future studies. 

Variable-centered approaches identify symptom clusters and are based on the hypothesis that 

symptoms cluster together because they may share a common underlying mechanism(s). 

The terminology “symptom clusters” should be used when symptom clusters are created 

with this approach (Figure 1A). Patient-centered analyses identify subgroups of patients 

with distinct symptom cluster profiles and associated risk factors. Researchers should 

clearly specify when they are “clustering” patients (Figure 1B) that they have used a 

pre-specified symptom cluster and identified “subgroups of patients with distinct symptom 

cluster profiles.”
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Figure 1. 
Two conceptual approaches to symptom cluster research. A) Illustrates the identification 

of symptom clusters using a variable-centered approach. B) Illustrates the identification 

of subgroups of patients based on their experience with a pre-specified symptom cluster 

(e.g., pain, fatigue, sleep disturbance, depression). Adapted from Miaskowski C, Aouizerat 

BE, Dodd M, Cooper B. Conceptual issues in symptom clusters research and their 

implications for quality-of-life assessment in patients with cancer. J Natl Cancer Inst 
Monogr. 2007;(37):39–46. doi:10.1093/jncimonographs/lgm003. Reprinted with permission 

from the Journal of the National Cancer Institute Monographs.
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Figure 2. 
A) An undirected graphical model with seven nodes. Each node represents a symptom. 

The presence of an edge between two nodes indicates a relationship between them. B) 

This figure represents the estimated network of 38 cancer symptoms across the “distress” 

symptom dimension. In this figure, the node size corresponds to the symptom distress 

scores and the strength of the relationship between nodes is illustrated by the thickness 

of the edges. Green edges indicate positive relationships and red edges indicate negative 

relationships. Symptom clusters were identified using a community detection algorithm and 

are identified by the color of the symptoms within each cluster. Adapted from Papachristou 

N, Barnaghi P, Cooper B, et al. Network analysis of the multidimensional symptom 

experience of oncology. Article. Sci Rep. 2019;9(1):2258. doi:10.1038/s41598-018-36973-1.
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