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Abstract

Applications of Holography in Quantum Information Dynamics:
Chaos, Teleportation, and Metrology

by

Bryce Kobrin

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Norman Y. Yao, Co-chair

Professor Joel E. Moore, Co-chair

The eternal quest to reconcile quantum mechanics and general relativity has recently led to
new insights at the interface between gravitational physics, condensed matter, and quan-
tum information science. Much of this progress owes to the development of the holographic
principle, a conjectured duality between gravitational systems and ordinary quantum me-
chanical systems. This opens up the possibility of translating gravitational phenomena into
the language of microscopic quantum physics, and vice versa. This thesis explores several
surprising connections that have emerged from a sharper understanding of this duality, with
a particular emphasis on questions regarding the dynamics of quantum information. What
general lessons can we draw from the physics of black holes about the propagation of quan-
tum information in quantum many-body systems? How can we characterize this propagation
and leverage it as a resource for performing tasks on large-scale quantum technologies? From
a complementary perspective, how can we utilize quantum simulators to probe features of
quantum gravity? By investigating these questions, this thesis sheds light on a rich variety of
long-standing topics—including quantum chaos, teleportation, and metrology. More broadly,
it demonstrates holography as a powerful theoretical framework for guiding our exploration
of quantum many-body physics.
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1.1 Schematic of two protocols for performing quantum teleportation: (a) the con-
ventional protocol, and (b) the so-called traversable wormhole protocol (also re-
ferred to as many-body quantum teleportation). Both protocols send an unknown
quantum state |ψ〉 between two parties, utilizing an entangled resource state, lo-
cal measurement, and classical communication. The main distinction is that, in
the traversable wormhole circuit, the unknown state is first “scrambled” under a
many-body unitary U prior to measurement. Details on the two protocols and
their connection to traversable wormhole physics are discussed in Chapter 3. . 15

2.1 Regularized OTOCs in the SYK model, F̃ (t) ≡ F (t)/F (0), as shown for βJ =
10 and system sizes N ∈ [12, 60]. The early-time behavior is characterized by
1− F̃ (t) ∼ eλt/N and different system sizes are approximately related by a time
translation symmetry, t → t + 1/λ logN . (b) Applying a finite-size rescaling
procedure to the data, we determine λ as a function of temperature (points).
Our results exhibit excellent agreement with the theoretical predictions of the
Schwinger-Dyson (SD) equations (dashed line), including in the regime where λ
approaches the bound on chaos 2π/β (blue). . . . . . . . . . . . . . . . . . . . 19

2.2 Regimes of analytic control for the SYK model as a function of system size, N ,
and inverse temperature, βJ . In the semiclassical limit (red and purple), the
model is well-described by a dynamical mean-field solution (Schwinger-Dyson
equations). At low temperatures, finite-size corrections can be calculated using
the Schwarzian action (blue), which is dual to AdS2 gravity. However, at suffi-
ciently small sizes (gray), the dynamics are governed by the discreteness of the
energy spectrum and neither effective theory provides a valid description. . . . 20
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2.3 Two-point correlation functions in real and imaginary time. (a) Comparison of
imaginary-time evolution between our numerics with 40 Majoranas (solid), the
large N solution (dotted), and the Schwarzian action (dashed). At high temper-
atures, we observe quantitative agreement between our numerical results and the
large N solution, while at low temperatures our numerics are well-described by
the Schwarzian action. (b) Analogous comparison for real-time evolution with
βJ = 56. Our numerics show excellent agreement with the Schwarzian action
for tJ & 10. The disagreement at earlier times is attributed to the difference in
high-energy modes, which are cut off at the energy scale J in the SYK model and
are unbounded in the effective action. (inset) A salient feature in our real-time
numerics is a non-monotonic trend with respect to temperature, as shown for
tJ = 20. This behavior is captured by the Schwarzian action (dashed) and can
be understood as a consequence of the square root edge of the energy spectrum. 22

3.1 (a) Teleportation protocol, proceeding from bottom to top. To teleport, a subset
of the left qubits are measured in the Ôi basis, and operations V̂i = eigoiÔi/K

conditioned on the measurement results oi are performed on the right (purple).
(b) The protocol hosts two mechanisms of teleportation: peaked-size (red) and
gravitational (blue). The channel capacity of peaked-size teleportation decreases
with increasing time (dark to light red), while its fidelity decreases with decreas-
ing temperature (dark to light red, again). At high temperature and late times,
it is equivalent to teleportation in the HPR protocol (red diamond). Gravita-
tional teleportation occurs at low temperatures in systems dual to semiclassical
gravity (e.g. the SYK model), and exhibits the same channel capacity but higher
fidelity compared to peaked-size teleportation. Increasing the strength of stringy
corrections to the gravity theory interpolates between gravitational and peaked-
size teleportation. (c) The two mechanisms display distinct time profiles for the
teleportation fidelity at fixed coupling strength, g. In systems dual to gravity
(top), the fidelity features a single O(1) peak near the scrambling time (gravita-
tional, blue), and a late time revival (peaked-size, red) to a fidelity suppressed by
the two-point function Gβ [176]. In generic thermalizing systems (bottom), the
fidelity oscillates between 0 and Gβ with phase proportional to the operator size,
may subsequently decay if sizes become not peaked, and revives at late times. . 27
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3.2 Numerical results for averaged operator size and teleportation fidelity of 1D, 2D,
and 0D RUCs. (a-b) In 1D and 2D, sizes grow ballistically in time, while the
size width grows with a slower power of t and matches predictions from the KPZ
universality class (Section 3.7). Because of the separation between the size and
size width, the teleportation fidelity for a single qubit exhibits an oscillatory
behavior at intermediate times, with nearly perfect maximum fidelity. At late
times, the teleportation fidelity saturates close to 1 for odd values of g/π, as
expected for any scrambling system (Section 3.6). (c) In 0D all-to-all coupled
RUCs, both the size and size width grow exponentially in time and obtaining
a large separation between them requires encoding the initial state into p-body
operators. With this encoding, the teleportation fidelity displays a distinct three-
regime profile for g � 1. In particular, as in 1D and 2D, peaked-size teleportation
succeeds (i) at early times, with an oscillating fidelity, and (ii) at late times,
where the fidelity saturates close to 1 (for odd g/π). Between these regimes, no
teleportation occurs because the size width has grown too large, gδS/N & 1. . 53

3.3 Probing operator size width in a 1D RUC. (top) The size width initially grows
as t1/2 and reaches a peak at the scrambling time t∗ ∼ N = 10000. (bottom)
We probe this behavior by measuring the teleportation fidelity of a single qubit
with a large coupling g = 57π ∼

√
N . The fidelity exhibits a distinct decay-

revival profile, controlled by whether the size width has exceeded the threshold
gδS/N ≈ 1: nearly perfect fidelity initially, power law decay towards a trivial
fidelity at intermediate times, and partial revival at late times. . . . . . . . . . 57

3.4 Teleportation of multiple qubits in 0D RUCs. (a) Many-body teleportation fi-
delity, FEPR, as a function of time for teleporting n = 1, 3, 10 qubits with fixed
coupling strength (g = 177π). Compared to a single qubit, the decay-revival
profile for multiple qubits is shifted to earlier times, since multi-qubit operators
both have a larger size width and saturate the system size earlier. Moreover,
multi-qubit teleportation is not possible at late times, resulting in a trivial late-
time fidelity (Sec. 3.6). (b) Numerical results for the channel capacity nmax as
function of the number of coupled qubits K, which exhibit a clear linear scaling.
To determine the channel capacity, we compute the maximum per qubit fidelity
F

(1)
EPR for a fixed number of qubits, n, and couplings, K, while allowing the cou-

pling strength, g, and evolution time to vary. For fixed K, F (1)
EPR decreases as

the number of qubits n is increased, as depicted in the inset for K = 9000. The
channel capacity nmax is defined as the maximum number of qubits for which the
fidelity is above a fixed threshold (dashed line). . . . . . . . . . . . . . . . . . . 64
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3.5 Schematic of the teleportation protocol from the bulk gravitational perspective
in AdS2, under both (a) semiclassical gravity, and (b) strong stringy corrections.
The TFD state corresponds to a two-sided black hole. Local quantum mechan-
ical operators, ψl/r, create or annihilate particles near the two boundaries, with
wavefunctions Ψl/r (red). The protocol begins by inserting a particle on the
left side, with wavefunction Ψl (red, bottom left), at time −t, which then falls
towards the interior of the geometry during time-evolution (red line). The two-
sided coupling, g

N

∑
i ψi,lψi,r, is then applied, producing a shock wave (blue) that

interacts with the in-falling particle [90, 176]. (a) In the semiclassical limit, the
shock wave shifts the position the in-falling particle outside of the right horizon
(dashed), which enables the particle to reemerge near the right boundary (red,
top right) [90, 176]. (b) When stringy effects are present, the scattering ampli-
tude between the in-falling particle and the shock wave is modified according to
Eq. (3.99) [176, 230]. In the highly stringy limit and at early times, the inter-
action results in an overall phase shift, θ = gGNAε(∆/2)εeεt [Eq. (3.101)]. The
overlap between the in-falling particle and a particle at the right boundary is
nevertheless non-zero (red, top right), and is given by the unperturbed two-point
function, Gβ = i 〈ψlψr〉. [Note that stringy effects may also modify the initial
wavefunctions of Ψl/r, as we discuss in the context of Eq. (3.103).] . . . . . . . 74

3.6 One-sided implementation (right) of the original two-sided teleportation protocol
(left), derived using repeated applications of Eq. (3.9) [replacing U → UT for
convenience, compared to Fig. 6.1(a)]. Blue arrows denote the sequence of oper-
ations in the one-sided protocol, the green band marks the teleported qubit and
its corresponding component in the one-sided protocol, and the red band marks
the initial EPR state and its corresponding component. . . . . . . . . . . . . . 80

3.7 (a) In the proposed analog Rydberg teleportation protocol, qubits are encoded in
a ground state |g〉 and a Rydberg state |r〉. Nearest-neighbor interactions (dark
blue) can be time-reversed, but next-nearest neighbor interactions (light blue)
cannot. (b) Numerical results comparing the average state teleportation fidelity
for single-qubit teleportation with perfectly reversed time-evolution (solid) with
the proposed, imperfect time-reversal (dashed). In particular, we implement the
one-sided protocol using N = 20 total spins; K = N − 1 ‘measured’ spins (i.e. all
except the spin encoding |ψ〉), whose single-qubit rotations are generated by Ôi =
Ẑi; and time evolution under the analog Rydberg Hamiltonian [Eq.(3.104)] with
parameters Ωi = .9, ∆i = −1.5, J0 = 1 (for all i). (c) Implementation of U
or U † in the digital protocol, consisting of alternating layers of controlled-phase
gates (horizontal black lines) between nearest neighbor atoms and single-qubit
rotations (red boxes). Here, qubits are encoded in two hyperfine ground states.
Insets show possible pulse sequences to implement the controlled-phase gate and
the single-qubit rotations [122]. The full TW protocol is obtained by inserting
this gate sequence (and its Hermitian conjugate) in place of U , U † in Fig. 5. . . 82
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3.8 Finite-size scaling of the Rydberg simulations (a) as a function of time with
g = π, and (b) as a function of coupling strength g with t = 12. The system
was evolved under the Rydberg Hamiltonian, Eq. (3.104), with the same system
parameters as in Fig. 3.7. At late times, the fidelity increases for larger systems
but decreases for larger values of g. This is consistent with our error analysis
in Section 3.6; in particular, we expect the error to scale as g2δS2/N2 and the
size distribution to approach a binomial distribution for which δS ∼ S/

√
N . In

contrast, at early times, smaller systems exhibit a larger fidelity not because of
the size width but because the acquired phase is ηdgS(t)/N , where ηdg is fixed
and S(t) is initially independent of size. The curves in (a) intersect near the
scrambling time due to the transition between the early and late time regimes. 84

3.9 (a-b) Chain of atomic ions, with qubit states |0〉, |1〉 represented by hyperfine
ground states. The states are coupled by a pair of laser beams, one with individual
addressing (with strength g1, purple) and one applied globally (with strength g2).
Each beam is strongly detuned from an excited state |e〉 by an amount ∆. The
coherent beatnote between the beams, at frequency ω0, drives stimulated Raman
transitions between the qubit levels with an effective Rabi frequency g1g2/2∆,
and also modulates the Coulomb interaction between qubits to give rise to an
effective Ising interaction. (a) A two-qubit entangling gate, XXij(θ), (red) is
performed by addressing only ions i and j with the first beam. (b) Half of the
qubits are addressed, which leads to analog time-evolution under the Hamiltonian
Eq. (3.105) (blue) for all addressed spins. (c) Quantum circuit implementation
of the teleportation protocol at finite temperature. EPR pairs are formed using
two-qubit gates. The TFD state is then prepared via a QAOA approach by
iterating multiple times between two-qubit gates coupling the sides and analog
time-evolution on both sides individually [255, 271]. The state |ψ〉 is inserted
either by projectively measuring the designated qubit and preparing the state, or
by digitally swapping in an additional qubit (not shown). Finally, teleportation
is implemented using similar ingredients as well as feed-forward measurements
(purple dotted lines). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
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4.1 Lack of thermalization in Model 1. (a) Two-point correlation functions
averaged over Majorana operators, Gavg(t), for Model 1 (green; replicating Fig. 3b
of [121]) and several disorder realizations of the N = 10 SYK model (orange).
As observed in [121], the average correlation function displays similar behavior
between the two models. For both models, β = 4, and, for the SYK model,
the couplings are drawn from a normal distribution with mean zero and variance
6J2/N3, where J = 1.125. (b) In Model 1, the individual two-point correlation
functions, Gi(t), display large oscillations. (c) In the SYK model (taking a single
disorder instance), the individual correlation functions all exhibit decay. This
behavior is independent of the disorder realization. (d-f) Analogous results for
the average and individual four-point correlation functions, Favg(t) and Fi(t), in
Model 1 and the N = 10 SYK model. Again, the agreement between the two
models holds only for the averaged correlation functions (d), and not for the
individual correlation functions (e-f). . . . . . . . . . . . . . . . . . . . . . . . 96

4.2 Teleportation signal of Model 1. (a) Teleportation circuit from [121]. The
qubit to be teleported is swapped with a pair of Majorana operators in the left
system L. The success of teleportation from L to R is measured by the mutual
information between a reference qubit P and a readout qubit T. (b) Mutual
information, IPT, of the symmetric teleportation protocol with µ = −12 for Model
1 (orange; replicating Fig. 2a of [121]) and several realizations of the N = 10
SYK model with J = 1.25 (grey). The machine-learning procedure in [121]
trains Model 1 to reproduce the mutual information (as a function of time) of
the SYK model for a specific pair of input operators, ψ1 and ψ2. For this pair
of operators, the mutual information indeed shows good agreement between the
two models. (c) In Model 1, when the teleportation protocol is performed with
input operators that were not involved in the training procedure, i.e. ψi and
ψj where i < j ∈ [3, 7], the mutual information as a function of time exhibits
significant variations. (d) For comparison, in the N = 10 SYK model, the mutual
information for all pairs of input operators is consistent. The dashed line indicates
the mutual information at t = 0 for reference. . . . . . . . . . . . . . . . . . . . 97
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4.3 Comparison of size winding behavior in Model 1 and other random
small-size fully-commuting Hamiltonians. (a) Scatter plots depicting the
eight non-zero coefficients, c2

P , for ψ1 of Model 1 at t = 2.8. The x-values are the
coefficient magnitudes, |cP |2, and the y-values are the coefficient phases, φP ≡
arg c2

P−arg q(1). Perfect phase alignment occurs when the phase of all coefficients
at a given size |P | matches the phase of their sum (dashed line). This occurs
trivially for the single coefficient with |P | = 1, and via the alignment of ∼2-3
coefficients for |P | = 3, 5. (b) A comparison of the phase alignment, r̄, for each
operator in: Model 1, Model 1 with random coefficients, Model 1 with random
terms and coefficients, a random all-to-all Ising model, the N = 10 SYK model,
Model 2, and Model 3. For Models 1,2,3, the phase alignment for the trained
operators, ψ1 and ψ2, is indicated with a star. As in [121], we take β = 4, and
time t = 2.8 for Models 1,2 and t = 2 for Model 3. For the random models, three
different disorder realizations are shown, with small horizontal offsets for clarity.
(c) An analogous comparison for the linear slope metric, χ. (d) The size winding
phase, arg q(|P |) − arg q(1), as a function of the operator size, |P |, for Model 1
(top) and Model 1 with random coefficients (bottom). The size of each marker is
scaled proportional to |q(|P |)|. The stars in Model 1 correspond to operators ψ1

(replicating Fig. 3d in [121]) and ψ2. . . . . . . . . . . . . . . . . . . . . . . . . 99
4.4 (a) Two-point correlation functions, Gi(t), for all Majorana operators in Model

2. (b) (left) Mutual information for the symmetric teleportation protocol with
the trained operators, ψ1 and ψ2, and µ = −12 for: Model 2 (blue), and multiple
instances of N = 10 SYK model (grey). (right) Mutual information for the
symmetric teleportation protocol with all pairs of untrained operators, and µ =
−12. (c) Size-winding phase for each of the untrained operators at t = 2.8. (d-f)
Depicts the analogous results for Model 3. As in [121], the teleportation protocol
is performed with µ = −17 for Model 3 (replicating Fig. S25 of [121]), and the
size-winding phase is evaluated at t = 2. . . . . . . . . . . . . . . . . . . . . . . 102

5.1 (a) Butterfly metrology protocol with local control. The “butterfly state” is
prepared by evolving forward and backward under a many-body unitary U , in-
terleaved with a local rotation, (1̂ + iV̂ )/

√
2. The signal φ is detected via os-

cillations in the local observable 〈V̂ 〉. (b) The protocol performs interferometry
between two trajectories. In the first (top), the forward and backward evolu-
tion cancel, yielding the polarized state |0〉. In the second (bottom), the local
perturbation yields a “scrambled” state, iV̂ (t) |0〉. If U is scrambling, the two
trajectories acquire macroscopically different phases under the signal, leading to
a Heisenberg-enhanced sensitivity. . . . . . . . . . . . . . . . . . . . . . . . . . 104
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5.2 (a) Schematic of the polarization distribution P (Sz) for (above) a GHZ state
and (below) a butterfly state (Eq. 5.1), with evolution U corresponding to a
Haar-random unitary. The butterfly state features a delta function at Sz = N/2
and bimodal distribution centered Sz = 0 with width ∼

√
N ; the separation be-

tween the peaks is a factor of 2 away from the maximal separation exhibited by
the GHZ state. (b) The sensing signal under Haar-random evolution features
damped oscillations with a frequency ω = N (see Appendix D). (c) Metrological
gain, 2N/η2, vs. N for (red) the Heisenberg limit, (balck) the standard quantum
limit, our sensing protocol with (blue solid) local and (dashed) global controls.
For up to N = 20, the Haar-random prediction is in agreement with exact quan-
tum dynamics of a 1D spin chain after the scrambling time (data points). (d)
Improvement in sensitivity, η, as a function of evolution time, t, for a locally
interacting system. The sensitivity initially as η−1 ∼ td owing to the ballistic
operator growth and saturates at η−1 ∼ N at the scrambling time, ts. . . . . . . 106

5.3 Butterfly metrology with only global control. State preparation involves a global
rotation eiεŜx . The signal is detected by measuring the total spin polarization 〈Ŝx〉.108

5.4 Numerical simulations for the sensing protocol under the dynamics of two ex-
perimental platforms. (a) The sensitivity of our protocol with local controls for
a hybrid spin system, consisting of a single NV center surrounded by a clus-
ter of P1 centers. The simulations are performed via exact diagonalization with
N ∈ [14, 20] total spins. After an initial growth period, the sensitivity saturates
at η = 2/N (dashed line), consistent with our expectation for fully scrambled dy-
namics. The inset displays the sensitivity for large-scale systems, N ∼ 104− 105,
simulated via a stochastic growth model (Appendix D). (b) The metrological gain,
1/(Nη2), and sensitivity (inset) of our protocol with global controls implemented
for a dense ensemble of NV centers. The total number of spins is N ∈ [14, 20]
spins. For both systems, the density of spin defects is 100 ppm, corresponding to
an average nearest-neighbor interaction of ∼ 1 MHz. . . . . . . . . . . . . . . . 110

6.1 Adiabatic protocol to prepare the thermofield double (TFD) state. For couplings
much greater than the interaction strength, µ � J , the ground state of the
coupled Hamiltonian, Eq. (6.1), resembles EPR pairs between the left and right
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6.2 Comparison between the ground state of Eq. 6.1 (blue) and a TFD state with
respect to Eq. 6.2 (orange). (a) Large-N numerical results for the left-right corre-
lator, i 〈χLχR〉, in the two states as a function of single-side energy density, 〈HL〉.
The results are obtained by sweeping µ and β, respectively. (inset) By matching
the left-right correlator in the two states, we obtain the effective temperature
of the TFD state, βeff as a function of µ. (b) Dynamical correlation function,
i
〈
χL(t)χ(0)

〉
beginning in the ground-state at mu = 0.2J (blue) and the TFD

state (yellow) at the corresponding temperature, β = βeff (µ) = 3.72J . In both
cases, the system is evolved under the uncoupled Hamiltonian, Eq. 6.2. Similar
agreement holds for other values of µ within the range of numerical stability,
i.e. µ & 0.1J . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
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Eq. 6.1. (a) The coupling is suddenly reduced from µ = 0.4 to µ = 0.38 (above).
This gives rise to oscillations in the single-side energy density, 〈HL〉 /N (below).
(Inset) The oscillation frequency as function of µ based on: (points) the quenched
simulations, and (green) the predictions of the semi-classical framework using the
mass and potential described in Appendix E. For comparison, the (off-diagonal)
gap of Eq. 6.1 is also shown (purple), which was obtained by simulating Eq. 6.1
in imaginary time [94]. (b) The coupling is reduced in an adiabatic fashion; in
particular, it follows an exponential decay profile, µ(t) = 0.5e−t/τ (above). As
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〈
Hµf

〉
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6.4 Finite-sized analysis of the ground state of Eq. 6.1 for systems with N ∈ [8, 24]
Majoranas per side. The overlap between the ground state and a TFD state
is decomposed into two quanities: (a) the support within the diagonal sector,
Nd =

∑
n |cnn|2, and (b) the maximum overlap of the normalized diagonal wave-

function, Fd = maxβ
∑

n |cnne−β/2En|2/(NdZβ). (c) For N = 8, the individual di-
agonal coefficients cnn (points) are well-fit by a linear decay function, A/(En−k),
where k is a fitting parameter and A is constrained by normalization (solid lines).
(d) For N = 24, the coefficients are fit by a different polynomial function,
A/(En − k)p, with p ≈ 4.5 (inset). Despite the non-exponential behavior, the
course-grained wavefunction, ψ(En) ≡

√
Ω(En)cnn, where Ω(En) is the density

of states is in reasonable agreement with the wavefunction for the best-fit TFD
state (solid lines). Note that the number of coefficients has been subsampled for
visual convenience. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
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A.2 Disorder fluctuations of the OTOCs, as measured by the standard deviation of
t∗ given by 1 − F̃ (t∗) = 0.25. Two sources of disorder contribute to the total
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(b) βJ = 1.8, and (c) βJ = 18. (d-f) Fluctuations vs. temperature for (d)
N = 16, (e) N = 24, and (f) N = 32. . . . . . . . . . . . . . . . . . . . . . . . 128

A.3 Extracting λ by fitting to a simple exponential. (a) For each set of data, we
apply least squares regression based on the fitting function, a + beλfitt, (dashed
line) within a window F0 ≤ F (t) ≤ F1 (white area). (b) We then extrapolate
λfit as a function of system size through quadratic function in 1/N (solid lines).
The results are shown for βJ = 5.6, F0 = 0.03, and various values for F1. The
dashed line represents the theoretical prediction for λ. (c) Extrapolated results
for λ as a function of temperature for several values of F1; these exhibit significant
disagreement with the theoretical results (dashed line). (d) The theoretical curve
for F̃ (t) at low temperatures, given by (A.6), (orange) compared to the leading-
order simple exponential (purple). . . . . . . . . . . . . . . . . . . . . . . . . . 130

A.4 Extracting λ by fitting to the low-temperature, semiclassical solution, i.e. (A.6)
with ∆ = 1/4. Analogous to Fig. A.3, we fit each set of data using least squares
regression (a) and perform a 1/N extrapolation on the best-fit values for λ (b), as
shown for βJ = 5.6. (c) The extrapolated results for λ(β) are compared with the
theoretical prediction (dashed line); there is noticeable disagreement regardless
of the fitting window specified by F1 (in all cases F0 = 0.03). . . . . . . . . . . 131
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A.5 Finite-size rescaling procedure for extracting λ. (a) For a fixed temperature, we
numerically simulate OTOCs across a range of system sizes. At each system
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A.6 Numerical data for unregularized (a) and regularized (b) OTOCs at various tem-
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A.10 (a) Results for the imaginary-time Green’s function, G(τ), at βJ = 100 from our
numerics (left) and the solution of the Schwarzian action (right). (b) Finite-size
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∑
i<j

∑
µ,ν J

µν
ij σ

i
µσ

j
ν , where µ, ν ∈ {X, Y, Z} and Jµνij is drawn

from a Gaussian distribution with standard deviation J/
√
N . The evolution time

is tJ = 10. Similar results are obtained for generic Hamiltonians evolved past
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Chapter 1

Introduction

Modern physics rests upon two pillars developed in the early twentieth century: quantum
mechanics and general relativity. Quantum mechanics is the framework that describes the
behavior of microscopic particles, encompassing everything from the elementary particles
probed at the large Hadron collider to the electronic devices that enrich our everyday lives.
General relativity is the theory that governs the universe on cosmological scales, offering
insights into the formation of galaxies and making predictions regarding the existence and
behavior of enigmatic celestial phenomena, such as black holes. At the core of fundamental
physics lies the persistent quest to reconcile these two theoretical frameworks, which have,
for generations, appeared to be fundamentally incompatible with each other.

In the past few decades, tremendous progress has been made towards laying the foun-
dation for a unified quantum theory of gravity. This endeavor has not only advanced our
fundamental understanding of the universe but has also generated a surprising collision be-
tween the traditionally independent disciplines of atomic physics and high-energy physics.
The work in this thesis explores recent developments that have emerged as a by-product
of this collision, centering around the topic of quantum information dynamics. But, before
getting there, let us start with a brief historical background.

From black holes to quantum computers

The seeds of a quantum theory of gravity can be traced to Stephen Hawking’s seminal
calculations on black hole radiation in the 1970s [110]. By adding small quantum corrections
to classical general relativity, Hawking showed that matter does, in fact, escape a black hole
in the form of radiation, eventually leading to the complete evaporation of the black hole
itself. This immediately raised a question: Can one recover information swallowed by a
black hole during its formation? Hawking’s calculation unambiguously predicted a negative
answer. However, this conclusion violated the central principle of unitarity in quantum
mechanics—which implies that information can never truly be destroyed—resulting in the
famous black hole information paradox.
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In the 1990s, a major step was taken towards developing a more precise formulation of
quantum gravity with the introduction of the holographic principle and its specific realiza-
tion in the AdS/CFT correspondence [114, 169, 240]. This correspondence posits an exact
mapping between two physical systems: a “bulk” system which is governed by a theory of
quantum gravity, and a “boundary” system that is governed by ordinary quantum mechanics
(without gravity). The notion of holography refers to the fact that the bulk system features
one extra spatial dimension compared to the boundary, as in a hologram. Notably, only
certain types of theories are known to satisfy this correspondence; anti de-Sitter (AdS) space
refers to a specific type of spacetime (the opposite of the one we live in), and conformal
field theory (CFT) refers to a special quantum field theory which possesses a high degree
of symmetry. Nevertheless, among these theories, all features could in principle be mapped
from the bulk to the boundary; in other words, gravitational phenomena could be explained
from the perspective of pure quantum mechanics, and vice versa.

Over the last decade, accelerated progress has occurred towards fleshing out this holo-
graphic “dictionary” and applying it to resolve long-standing puzzles about quantum gravity.
Two major trends stand out among the recent developments. First, motivated by the original
black hole information paradox and subsequent variations, there has been a strong emphasis
on quantum information theory to understand the structure and dynamics of gravity. An
important early breakthrough was the formulation of a relationship linking the area of a re-
gion to the amount of entanglement, or quantum information, encoded in that region [214].
Recently, an application of this relationship provided the first evidence for a correction to
Hawking’s calculation and supported the conclusion that information can, indeed, be recov-
ered from the radiation of a black hole [7, 8, 193, 194]. In other scenarios, the dynamics
of quantum information can be viewed as particles traveling through spacetime geometries,
such as traversable wormholes [90, 176]. What unifies these examples and numerous oth-
ers is the ability to interpret quantum information, a seemingly abstract property, from a
geometric perspective.

The second noteworthy development was the discovery of a “toy model” of holography.
In 2015, Alexei Kiteav demonstrated a holographic duality between a simple quantum sys-
tem of interacting fermions, now known as the Sachdev-Ye-Kitaev (SYK) model, and a
low-dimensional theory of gravity [133, 173, 218]. Owing to their relative simplicity, both
systems admit a large degree of analytical control and have enabled calculations that reveal
subtle properties about the nature of quantum gravity. Additionally, unlike prior examples
of the AdS/CFT correspondence, the SYK model constitutes a microscopic quantum system
(represented as a many-body Hamiltonian) rather than a quantum field theory. Conse-
quently, discoveries in the realm of gravity can be seamlessly translated into the language of
discrete, many-body systems. This presents novel prospects for reinterpreting and generaliz-
ing gravitational phenomena from a microscopic perspective, leveraging the tools of atomic
many-body physics. Coupled with the emergence of large-scale quantum technologies, it also
suggests a new experimental possibility: By implementing protocols on a controllable quan-
tum device, such as a quantum computer, one could hope to validate and discover features
about the nature of quantum gravity.
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Motivation and overview of this thesis

This thesis focuses on quantum information dynamics, a topic which lies at the intersec-
tion of the above recent trends. Our central questions are: How does locally encoded quantum
information spread across a complex quantum system under unitary dynamics? And how
can this information be recovered? The original motivation for these questions owes much
to the study of black hole thermalization. Indeed, the special nature of quantum informa-
tion dynamics in black holes provided a key signature for the holographic interpretation of
the SYK model and remains one of the sharpest diagnostics of gravitational behavior. Yet,
the ideas and tools that emerged in this context extend to more general quantum systems,
forming the basis for new perspectives on several widespread topics in quantum many-body
physics, including quantum thermalization, chaos, and metrology.

The work in this thesis aims to build upon these connections. Specifically, we utilize
the powerful framework of holography, and its concrete realization in the SYK model, to
draw general lessons about quantum many-body systems and inspire novel protocols for
characterizing and leveraging quantum information dynamics. Along the way, we provide
a microscopic interpretation for several gravitational phenomena, and we demonstrate how
these phenomena generalize as one perturbs away from the gravitational limit. In turn, this
understanding provides a foundation for the long-term goal of designing and interpreting
experimental protocols to probe aspects of quantum gravity on a quantum computer.

The rest of the thesis is organized as follows:

• In the remainder of this Chapter, we provide a brief pedagogical introduction to the rel-
evant topics of this work. We first define the notion of quantum information scrambling,
as characterized by out-of-time-order correlators (OTOCs), and draw connections with
operator size distributions and semiclassical chaos. We next introduce the SYK model
and its relation to extremal black holes. Lastly, we discuss quantum teleportation and
its role in understanding the recovery of information from a black hole.

• In Chapter 2, we present an in-depth study of thermalization and scrambling in the
SYK model. Our key results include the first numerical verification of maximal quan-
tum chaos, as well as the direct observation of quantum fluctuations in gravity. More
broadly, our work highlights the importance of finite-temperature and finite-size effects
in the study of holography in microscopic systems.

• The subsequent three Chapters are related to a novel quantum communication proto-
col motivated by the recent discovery of traversable wormholes. In Chapter 3, we show
that the same protocol can succeed via two distinct mechanisms: the gravitational
mechanism and a “peaked-size” mechanism. We show that the peaked-size regime oc-
curs across a diverse landscape of quantum systems, ranging from the SYK model
at high temperatures to random quantum circuits, and is related to “stringy” correc-
tions in gravity. We discuss how the traversable wormhole protocol can be utilized to
distinguish between generic and intrinsically gravitational scrambling dynamics.
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• In Chapter 4, we comment on a recent experiment that implements the traversable
wormhole protocol on Google’s quantum processor. Our discussion underscores the
subtleties that arise in interpreting experimental observations in small-sized systems
as signatures of gravity.

• In Chapter 5, we propose a novel scheme for quantum metrology based on a modifica-
tion of the traversable wormhole protocol, which we refer to as “butterfly metrology”.
This protocol allows us to establish an explicit relation between quantum informa-
tion scrambling and quantum-enhanced sensing. We demonstrate that Heisenberg-like
sensitivity can be achieved in a wide variety of quantum architectures which feature
time-reversed interactions.

• In Chapter 6, we propose and analyze an adiabatic scheme to efficiently prepare the
thermofield double (TFD) state in the SYK model. This state corresponds to a geom-
etry of a two-sided black hole and forms the backbone for the teleportation protocol
discussed above. Our scheme is motivated by the physics of eternal traversable worm-
holes and hinges on a microscopic interpretation of a gravitational mode known as the
boundary graviton.

Before we dive in, I would like to briefly mention another set of directions I explored
during my graduate studies. Motivated by the experimental efforts of the Yao research lab, I
became interested in applications of quantum sensing and analog quantum simulation using
spin defects in diamond—in particular, nitrogen-vacancy (NV) centers. For the former, I
contributed to the development of a theoretical model for the charge environment of the NV
centers [182], a proposal for optically enhanced electric-field sensing [34], and the development
of the sensing capabilities of NV centers under high pressure [30, 117]. For the latter, I
provided theoretical support for understanding the dynamics of strongly interacting dipolar
spins, with a focus on the emergence of anomalous spin diffusion [278] and the nature of
many-body spin noise [67]. These studies, although not directly related to holography,
helped cultivate my interests in quantum sensing and simulation, which are common threads
throughout this work.

Note on author contributions—The main body of this thesis is adapted from collaborative
efforts on behalf of many authors. Although it is difficult to distinguish the roles of each
author, I would like to highlight several particularly important contributions. In Chapter 2,
Zhenbin Yang advised the numerical analysis and performed the gravitational calculations;
Greg Kahanamoku-Meyer developed the numerical software for performing the large-scale
simulations and provided numerical support; and Chris Olund laid the groundwork with
preliminary simulations and analysis. Building upon these contributions, I performed the
large-scale simulations, developed the fitting methodology, and performed the data analysis.
The remaining Chapters are devoted to collaborations led by Thomas Schuster and myself, in
which both of us contributed extensively to all aspects of the work. In addition, in Chapter
3, Ping Gao contributed to the theoretical calculations and gravitational interpretation; in
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Chapter 5, Maxwell Block contributed to the development of the protocol; and, in Chapter
6, Vincent Su contributed to developing and performing the numerical simulations.

1.1 Quantum information scrambling
Quantum information scrambling describes the process by which initially local infor-

mation becomes increasingly non-local under quantum dynamics. While this process is
ubiquitous among interacting quantum systems, the way in which it occurs depends on the
specific nature of the system. Indeed, scrambling dynamics provided an early clue of the
special microsopic structure of black holes and remains a key signature for understanding
and identifying holographic systems.

Let us first illustrate the concept of information scrambling with a simple microscopic
example. Consider a collection of N qubits, in which one of the qubits is initialized in a pure
state and the rest of the system is in a fully mixed state. We can describe the initial state of
the system as ρ = 1

2N
(1 + V̂ )⊗ 1N−1, where V̂ is a local operator acting on the first qubit.

For example, V̂ = Ẑ implies that the first qubit is initialized in the state |0〉. The system
evolves under an interacting Hamiltonian, H, for time t. A key question is: How easily can
one determine the original state?

An intuitive way to address this question is by considering the evolution of the local
operator in the Heisenberg picture. At time t, the operator becomes V̂ (t) = e−iHtV̂ eiHt. We
can detect the extent of this operator by taking a commutator with a local operator on a
different qubit, Ŵ , i.e. [V̂ (t), Ŵ ]. Initially, this commutator is zero, but over time, V̂ (t) will
become more complex, and the operators will cease to commute. To quantify the degree to
which they fail to commute, we can measure the square of the commutator:

C(t) = tr
[
[V̂ (t), Ŵ ]2

]
. (1.1)

Note that taking the square is important; if one were to measure commutator itself, the
trace would involve the sum over complex eigenvalues, which would generally lead to large
destructive interference. A simple expansion of the above expression yields

C(t) = 2tr
[
V̂ (t)Ŵ V̂ (t)Ŵ

]
+ 2. (1.2)

The correlators that appear here are known as out-of-time-order correlators (OTOCs) [133,
150, 228].

The behavior of such correlators is dependent on the system’s dynamics. For example,
consider a system with local interactions in one dimension. At early times, the time-evolved
operator V̂ (t) is constrained to a relatively small region localized at the initial site. But
as time passes this region grows, typically with a wavefront that travels ballistically. By
measuring OTOCs, one can detect the extent of the growth, e.g. the OTOC with respect to
X̂i decays once V̂ (t) has spread to site i. When the OTOCs for all operators have decayed,
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it indicates that the wavefront has reached the edge of the system. This timescale is known
as the scrambling time, ts. For a spatially local system in d dimensions, owing to the ballistic
growth, one expects the scrambling time to scale as ts ∼ N1/d.

Over the past two decades, the scrambling behavior of black holes, and its specific char-
acterization via OTOCs, has been a central topic in holography. There are two key features
that characterize black hole dynamics:

1. The scrambling time for black holes is ts = 1
λ

logN , where λ is the so-called Lyapunov
exponent. Such systems are known as fast scramblers [226]. From a microscopic
perspective, this behavior indicates that the interactions are non-local, e.g. all-to-all
interactions.

2. The Lyapunov exponent is given by λ ≈ 2πT/~, where T is the temperature of the
system. This rate saturates a universal upper bound and is thus referred to as maximal
chaos [171].

Satisfying these two properties is generally considered a necessary condition for a quantum
system to be dual to a black hole. The latter requirement, in particular, remains one of the
sharpest indicators of gravitational behavior.

In the next section, we show that the SYK model (at low temperatures) indeed satisfies
both properties and possesses a well-defined gravitational dual. Subsequently, we discuss
the close relationship between information scrambling and quantum teleportation. This was
an integral part of the original motivation for considering the nature of scrambling in black
holes and lays the foundation for understanding the traversable wormhole protocol.

Before proceeding, however, let us discuss two important perspectives on OTOCs, which
help elucidate their role as a diagnostic tool and their behavior under different physical
settings.

Relation to operator size

We begin by introducing the notion of operator size and outlining its connection to
OTOCs. A formal way to describe the dynamics of a time-evolved operator V̂ (t) is to
decompose V̂ (t) into a complete operator basis. For bosonic qubits, the natural basis is
strings of Pauli operators, e.g. X̂⊗Z⊗ 1̂⊗ Ŷ ⊗ 1̂. As discussed in Chapter 3, generalizations
of this basis exist for high-dimensional qudits or fermionic operators. Explicitly, we write
V̂ (t) as

V̂ (t) =
∑
R

cR(t)R̂ (1.3)

where the sum is over all 4N Pauli strings in an N -qubit system, and cP are real coefficients
satisfying

∑
R |cR(t)|2 = 1. We now show that individual OTOCs, and sums over OTOCs,

allow us to probe various properties of the distribution |cR(t)|2.
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Let us start with an individual OTOC between V̂ (t) and a Pauli operator Ŵ . Expanding
in the Pauli basis, we have

1

d
tr
[
V̂ (t)Ŵ V̂ (t)Ŵ

]
=
∑
R

|cR(t)|2 ηR,W , (1.4)

where d = 2N accounts for normalization, and

ηR,W =

{
1, if [R̂, Ŵ ] = 0

−1, otherwise.
(1.5)

Thus, the OTOC simply measures the probability that V̂ (t) commutes with Ŵ .
Next, consider the average OTOC between V̂ (t) and the four Pauli operators on site i

(including the identity). Taking the sum explicitly, we have∑
W∈{Xi,Yi,Zi,1i}

1

4d
tr
[
V̂ (t)Ŵ V̂ (t)Ŵ

]
=
∑
R

|cR(t)|2 δR,1j , (1.6)

where

δR,1j =

{
1, if R̂ is the identity on site i
0, otherwise.

(1.7)

This has a simple interpretation: the average OTOC measures the probability that V̂ (t) has
support on site i.

Following this logic, we can sum over local OTOCs on all sites to measure the average
number of sites that V̂ (t) has support on. Explictly, we have:∑

i,W∈{Xi,Yi,Zi,1i}

1

4d
tr
[
V̂ (t)Ŵ V̂ (t)Ŵ

]
=
∑
R

|cR(t)|2 S[R̂], (1.8)

where S[R̂] counts the number of non-idenity operators in R̂. For example, for R̂ = X̂⊗Z⊗
1̂ ⊗ Ŷ ⊗ 1̂, we have S[R̂] = 3. The above relation establishes a precise connection between
the decay of OTOCs and the average operator size of V̂ (t) [202]. For example, in a local
one-dimensional system, one typically finds that number of local OTOCs that have decayed
increases linearly in time, indicating the linear growth in the size of V̂ (t). Alternatively, in a
fast scrambling system, the exponential decay of all local OTOCs implies that the operator
size of V̂ (t) grows exponentially in time.

More generally, we can describe the growth of the operator V̂ (t) in terms of an operator
size distribution [202, 208]. This (normalized) distribution P (S) is defined as

P (S) =
∑

R:S[R]=S

|cR(t)|2 . (1.9)
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While the sum over local OTOCs probes the first moment of this distribution, the full
distribution contains much more information about the operator growth dynamics. For
example, generic local interacting systems feature tightly peaked distributions, whereas all-
to-all interacting systems feature broad distributions. In Chapter 3, we discuss measurements
that probe the full operator size distribution, its characteristic behavior in different physical
settings, and its consequences for performing teleportation.

We note that the discussion so far has been restricted to characterizing the dynamics at
infinite temperature. Generalizing operator growth dynamics and information scrambling
to finite-temperature dynamics leads to subtleties related to thermal regularization (see
Chapter 2 for a detailed discussion). In the context of traversable wormholes, the natural
generalization is to consider the time-evolved operator [202],

ρ
1/2
β V̂ (t) =

∑
R

cR(t)R̂ (1.10)

where ρβ = e−βH/tr[e−βH ] is the thermal Gibbs ensemble at inverse temperature β for the
many-body Hamiltonian H. The coefficients cR(t) are now complex. They can be described
by a (real) size distribution defined above, as well as a (complex) winding size distribution,
defined as [44]

f(S) =
∑

R:S[R]=S

c2
R(t). (1.11)

For the SYK model, the complex phase of f(S) exhibits a subtle property known as “size-
winding”. This behavior provides a microscopic interpretation for the gravitational mecha-
nism of traversable wormholes [44]. It forms a central part of the discussions in Chapters 3
and 4.

Relation to semiclassical chaos

A second perspective on OTOCs is via the lens of semiclassical chaos. To begin, consider a
classical system with a single degree of freedom characterized by p and q. For concreteness,
one can imagine p and q as the position and momentum of a billiard ball in a stadium.
Chaos implies that two nearby trajectories will deviate exponentially in time—the so-called
butterfly effect. An indication of this deviation is given by ∂q(t)/∂q(0) = {q(t), p(0)} ∼ eλt,
where {·, ·} is a Poisson bracket.

Let us now translate this behavior to a quantum system in the semiclassical limit, ~→ 0.
At early times, we can describe the quantum dynamics by quantizing q and p and replacing
the Poisson bracket with a commutator: {q(t), p(0)} → 1

i~ [q̂(t), p̂(0)]. We then take the
thermal average and, before doing so, square the commutator to avoid phase cancelation.
This leads to [171]

C(t) = Tr
[
[q̂(t), p̂(0)]2

]
≈ ~2

〈
{q(t), p(0)}2

〉
, (1.12)
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where 〈·〉 is the phase space average. Classical chaos thus implies C(t) ∼ ~2e2λt, and the
scrambling time is ts ∼ 1/λ log ~−1.

We emphasize that this perspective on OTOCs only applies to systems in the semiclassical
limit 1. Such systems can generally be divided into two categories:

1. Conventional semiclassical systems, for which the system’s action is much greater than
~. These systems include the aforementioned semiclassical billiard balls (for which
~→ 0), as well as large-spin models (for which S � 1).

2. Large-N systems, for which the semiclassical limit is 1/N → 0. For such systems, the
effective Plank constant ~eff = 1/N , and the scrambling time is ts ∼ 1/λ logN .

We observe a direct correspondence between fast scramblers, described in the previous sec-
tion, and large-N chaotic systems.

In a seminal paper, Maldacena, Shenker, and Stanford showed that any quantum system
whose OTOCs exhibit exponential growth is characterized by a Lyapunov exponent that is
universally bounded [171]:

λ ≤ 2πT

~
(1.13)

Prior holographic calculations demonstrated that black holes saturate the upper bound,
λ ≈ 2πT/~ [171, 209, 228]. In fact, the exponent comes from a simple, universal effect
in which the energy of infalling particles is “blue-shifted” as they approach the black hole
horizon. This indicates that the dynamics of black holes is very special: They are the most
chaotic systems in nature!

In Chapter 2, we study the behavior of OTOCs in the SYK model and provide the first
direct numerical evidence for the saturation of the above bound. We also discuss a subtlety
regarding the regularization of finite-temperature OTOCs. To be precise, the derivation of
the chaos bound considered “regularized” OTOCs of the form [171]

Tr
[
ρ

1/4
β V̂ (t)ρ

1/4
β Ŵρ

1/4
β V̂ (t)ρ

1/4
β Ŵ

]
. (1.14)

Much debate followed about the importance of regularization and whether “unregularized”
OTOCs, e.g. Tr

[
ρV̂ (t)Ŵ V̂ (t)Ŵ

]
, could violate the bound [161, 212]. In Chapter 2, we

resolve aspects of this debate by showing analytically that the Lyapunov exponent is inde-
pendent of regularization for a large class of large-N systems, including the SYK model.

1.2 The SYK model: a toy model of holography
We are now ready to introduce the lead actor in our story: the SYK model. Although

first introduced by Sachdev and Ye in 1993, the model was rediscovered by Alexei Kitaev
1Even in such systems, there are many subtleties equating the exponential growth of OTOCs and the

presence of classical chaos [118, 257].



CHAPTER 1. INTRODUCTION 10

in 2015, who provided a simpler microscopic form and demonstrated the first evidence for
a gravitational interpretation [133, 218]. In what follows, we briefly summarize the key
features of the SYK model and its relation to low-dimensional gravity. A more comprehensive
introduction can be found in many sources, including [14, 173, 198].

In its conventional form, the SYK model consists of N Majorana fermions χi, which
interact via random all-to-all four-body interactions:

H =
∑

i<j<k<l

Jijklχiχjχkχl, (1.15)

where Jijkl are random coefficients drawn from a Gaussian distribution with mean zero
and variance J2

ijkl = 6J2/N6. Note that Majorana fermions obey the commutation relation
{χi, χj} = δij, and two Majorana fermions can be constructed from a single ordinary fermion
via

χ2i =
1√
2

(ci + c†i ), χ2i+1 =
−i√

2
(ci − c†i ). (1.16)

From a microscopic perspective, one can view Eq. 6.2 as a system of ordinary fermions
where the single-particle terms (e.g. c†icj) have been eliminated, and the two-particle terms
have been completely randomized (including particle-number conserving terms, e.g. c†ic

†
jckcl,

and non-conserving terms, e.g. c†ic
†
jc
†
kcl). A more general class of SYK models consists of

random q-body interactions, rather than the 4-body interactions above. While q = 2 model
is a simple free-fermionic system, all versions of the model with q ≥ 4 exhibit qualitatively
similar physics as the standard q = 4 model shown in Eq. 6.2 [173].

Before delving into details, let us highlight two ways in which the SYK model is special
from a many-body physics standpoint. The first important feature is the presence of random
all-to-all interactions2. At a technical level, this implies that the dynamics in the large-N limit
can be captured by a form of dynamical mean-field theory. As described below, this provides
analytic tractability despite being a strongly interacting system. At a more physical level, all-
to-all interactions suggest that the model will be a fast scrambler, i.e. scramble in ∼ logN
time. Notably, these properties, on their own, are not difficult to satisfy: Other systems
with all-to-all interactions, including bosonic and spin systems, can also be described with
mean-field theory and exhibit fast scrambling behavior (at least at high temperatures)[22,
134]3.

A second, and much more unique, feature of the model is the absence of either spin
glass ordering or quasiparticle excitations at arbitrarily low temperatures [56]. Spin-glass
ordering would imply the break down of the (replica-symmetric) mean-field treatment and,

2More specifically, the interactions are random and k-local (meaning contain a finite number of operators).
The physics of random, non-local systems like GUE Hamiltonians is distinct; for example, such systems can
scramble in O(1) time.

3It is important to point out a distinction between systems with uniform all-to-all interactions and
systems with generic all-to-all interactions (including random interactions). The former are described by
large-spin collective degrees of freedom and effectively become classical spin systems in the large-N limit.
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most likely, hinder the fast-scrambling behavior [260]. This situation generally occurs for spin
or bosonic systems with all-to-all interactions below a certain critical temperature [16]. This
explains the necessity of fermionic operators. At the same time, the absence of quasiparticle
excitations is crucial for achieving maximal chaos, i.e. λ ≈ 2πT . Indeed, systems that
feature quasiparticles may exhibit fast-scrambling behavior, but their Lyapunov exponent is
parametrically separated from the chaos bound [103, 234]. A sufficient requirement for the
absence of quasiparticles is an extensive zero-temperature entropy, which indeed occurs in
the SYK model for q ≥ 4 [56, 173]4. As an alternative perspective, one can say that the
SYK model at low temperatures is in a critical regime, analogous to a quantum system near
a quantum critical point. It is only within this regime that the physics of the SYK model
has a clear gravitational interpretation.

Large-N analysis

Let us now describe the formal techniques for solving for the properties of the SYK model
in the limit N � 1 [133, 173]. This approach applies at any temperature and relies on the
fact that the SYK model is a so-called large-N system. Schematically, we begin by defining
the single-particle Green’s function in imaginary time τ :

G(t) = 〈T χi(τ)χi(0)〉β . (1.17)

At leading order in 1/N , we identify a set of Feynman diagrams that contribute to the
Green’s function (the “iterated watermelon” diagrams). These diagrams can be resummed
using a simple recursion relation, yielding a set of self-consistent classical equations, known
as the Schwinger Dyson equations5:

G(ω) =
1

−iω − Σ(ω)
, Σ(τ) = J2 [G(τ)]3 (1.18)

Note that the first equation is expressed in the frequency domain, while the second equation
is in the time domain. One can numerically solve these equations at any temperature to
obtain the equilibrium Green’s function in imaginary time. Analogous equations can also be
determined via analytical continuation for the real-time Green’s function under equilibrium
conditions, as well as for quenched dynamics [75].

In the low-temperature limit, βJ � 1, one can simplify the Schwinger Dyson equations
by setting ω → 0. In this form, we observe that the Schwinger Dyson equations are invariant

4By zero-temperature entropy, we mean taking the large-N limit before taking T → 0. If the limits
are taken in the opposite order, then the zero-temperature entropy is not extensive; e.g., for a finite-sized
system, there is generally a non-degenerate ground state.

5These equations can also be determined through a path integral approach [14]. In particular, one writes
down the action for the system and integrates over the disorder. This leads to a large-N action (i.e. whose
prefactor is ∼ N), such that, in the large-N limit, it is justified to take the saddle-point solution. This
solution exactly corresponds to the Schwinger-Dyson equations.
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under any continuous time reparameterizations, f(τ):

G(τ)→ [f ′(τ)]
δ
G(f(τ)), Σ(τ)→ [f ′(τ)]

δ(q−1)
Σ(f(τ)) (1.19)

with ∆ = 1/q. This indicates an emergent conformal symmetry. An ansatz that satisfies the
simplified Schwinger Dyson equations is [173]

Gc(τ) =
b

|τ |2∆
sgn(τ), (1.20)

with ∆ = 1/q and b = 1/(
√

2π1/4). This corresponds to the zero-temperature, imaginary-
time Green’s function. The finite-temperature solution is obtained via the reparametrization,
f(τ) = tan πτ

β
, which yields:

G(τ) = b

[
π

β sin πτ
β

]2∆

. (1.21)

At leading order in 1/N , we can utilize similar techniques to solve for the out-of-time-
order correlators (OTOCs),

F (t) ≡ 〈χi(t)χjχi(t)χj〉β . (1.22)

The analysis consists of identifying the relevant set of diagrams (the “ladder” diagrams) and
performing the sum recursively [133, 173]. This results in a classical, eigenvalue equation.
One can solve this equation numerically at all temperatures, obtaining the Lyapunov expo-
nent, as well as the the prefactor C in F (τ) ∼ C/Neλt which determines the exact scrambling
time [104]. At low temperature, one can again utilize the emergent conformal symmetry to
perform the calculation analytically. This resulted in the first evidence that the Lypunov
exponent saturated the bound on chaos, λ ≈ 2π/β, for βJ � 1 [133, 173].

We note that additional analytical control is obtained by taking the large-q limit, q →
∞ [173]6. In this limit, the large-N dynamics becomes analytically tractable at all tempera-
tures, avoiding the need for numerical computations. This limit is often useful for building
intuition about the larger class of SYK models. In Chapters 2, 3, and 6, we utilize a combi-
nation of these two large-N techniques when exploring the dynamics of the SYK model.

Low-energy effective action and its gravitational dual

We observed above that a conformal symmetry emerges in the Schwinger Dyson equa-
tions, Eq. 1.18, when we set iω → 0. In particular, this leads to an infinite set of solutions
related by time reparameterizations. However, the conformal symmetry is explicitly broken
by finite iω. This implies that the manifold of time reparameterizations acquires a non-zero
action. The resulting mode, referred to as the “soft mode”, dominates the physics at low

6Specifically, we are considering taking q →∞ after N →∞. Another tractable limit is N →∞, q →∞
with N/q2 fixed [27].



CHAPTER 1. INTRODUCTION 13

temperatures. Physically, this situation is somewhat analogous to a simple system with a
continuous symmetry—say, a Heisenberg magnet—in a symmetry-broken phase, where one
applies a small field to explicitly break the symmetry. The original spontaneous symmetry
breaking gives rise to a Goldstone mode, while the explicit symmetry-breaking leads to a
low-energy action for this mode.

In the SYK model, the low-energy action is known as the Schwarzian action and is given
by [173]:

S = −NαS
J

ˆ β

0

dτ Sch (f(τ), τ) , Sch (f(τ), τ) ≡ f ′′′

f ′
− 3

2

(
f ′′

f ′

)2

(1.23)

where f(τ) is a time reparameterization (relative to Gc(τ) in Eq. 1.20) described above
and αS ≈ 0.01 for q = 4. At inverse temperature β, the action is minimized by f(τ) =
tan τπ

β
, the transformation that takes a circle to a line. This justifies the finite-temperature

correlation function we gave in Eq. 1.21. Intuitively, one can think of the action as penalizing
transformations that deviate from a circle.

Crucially, the Schwarzian action establishes a direct link with gravitational physics: It is
derived from the universal gravitational action that governs near-extremal black holes, i.e. a
black hole whose charge is near-maximal relative to its mass7. Indeed, the gravitational
action provides an effective description near the black hole horizon for near-extremal black
holes in any dimension, including the ones in our universe! 8

Owing to this connection, explicit gravitational calculations can be translated to proper-
ties in the SYK model at low temperatures, and vice versa. As we have already discussed,
maximal chaos has a natural origin in gravitational physics and thus also occurs in the SYK
model in the low temperature regime. In Chapter 2, we discuss more subtle properties about
the SYK dynamics, which can be exactly described by gravitational calculations. In Chapter
3, we further show that phenomena related to traversable wormhole physics can be readily
seen in the SYK model at low temperatures. In the opposite direction, there have been a
number of features that were first seen in the SYK model and later described within the
gravitational framework. A seminal example is related to the spectral form factor, which
quantifies how close a system is to a random matrix theory [60]. Numerical observations in
the SYK model were subsequently explained by detailed, and highly nontrivial, calculations
in AdS2 gravity [215].

A few additional comments are in order. First, we note that, in dimensionless units,
the prefactor of the Schwarzian action is ∼ N/(βJ). This implies that the classical, saddle-
point approximation, e.g. described by Eq. 1.21, is applicable only in the limit N � βJ .
Nevertheless, the action itself governs the system across the wider range of parameters; it only
requires low temperatures βJ � 1 and large sizes N � 1. In other words, the Schwarzian

7Specifically, the gravitational action, known as JT gravity, consists of AdS2 spacetime with an additional
dilaton field.

8In higher dimensions, the relevant spatial dimension is the radial dimension; the transverse spatial
dimensions are factored out.
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action describes quantum fluctuations in the low-temperature regime. Such fluctuations are
relevant for describing the SYK dynamics at finite sizes (see Chapter 2), as well as at long
timescales [60, 215].

Second, we emphasize that the Schwarzian action describes SYK dynamics only at low
temperatures, βJ � 1. At higher temperatures, the SYK model is governed by a more
complicated action. If one attempts to interpret this action as a bulk theory, one finds
that it is no longer a local, gravitational theory, but rather a theory with non-local, or
“stringy”, features [135]. While exact calculations can no longer be performed with this
bulk theory, some properties can be described in a phenomenological way. For example,
“stringy” corrections have been shown to reduce the Lyapunov exponent away from the
chaos bound, suggesting a bulk explanation for a non-maximal Lypunov exponent in SYK
at high temperatures [230]. In Chapter 3, we discuss similar “stringy” effects in the context
of the traversable wormhole protocol.

To summarize, the SYK model in a particular limit—βJ � 1 and N/(βJ)� 1—can be
accurately described in terms of a simple gravitational dual. Furthermore, we can perturb
away from this limit in two ways: by reducing the system size or increasing the temperature.
We can then ask how features present in the original limit are modified, from the perspective
of both the microscopic theory (the SYK model) and the bulk theory. In this way, we can
hope to understand the interpolation between systems with a gravitational dual and more
general quantum systems.

1.3 Quantum teleporation and traversable wormholes
We have seen how local quantum information becomes inaccessible under many-body

quantum evolution. However, assuming the evolution is unitary, the initial information is
never truly lost. Thus, it is natural to ask: How can one recover the initial information? In
this section, we discuss recent developments on addressing this question which have revealed
surprising connections between quantum teleportation, quantum scrambling, and traversable
wormholes.

Conventional quantum teleportation

We begin by reviewing the standard form of quantum teleportation, which allows the
transmission of quantum information between two parties without the physical movement of
quantum particles [189]. Let us illustrate the protocol with a simple example. Alice contains
an unknown quantum state |ψ〉 encoded in a quantum particle, say the polarization of a
photon. She wishes to send this state to her friend, Bob. Of course, the most straightforward
method would be to send the photon itself through a physical quantum network (e.g. a fiber
optic cable). However, let’s assume that this network is not available.

Remarkably, Alice can still send the state to Bob through a more indirect scheme, which
we depict in Fig. 1.1(a). In particular, Alice and Bob first share an entanglement resource in
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Figure 1.1: Schematic of two protocols for performing quantum teleportation: (a) the con-
ventional protocol, and (b) the so-called traversable wormhole protocol (also referred to as
many-body quantum teleportation). Both protocols send an unknown quantum state |ψ〉
between two parties, utilizing an entangled resource state, local measurement, and classical
communication. The main distinction is that, in the traversable wormhole circuit, the un-
known state is first “scrambled” under a many-body unitary U prior to measurement. Details
on the two protocols and their connection to traversable wormhole physics are discussed in
Chapter 3.

the form of a maximally entangled EPR pair, |EPR〉 = 1/
√

2 (|0〉A |0〉B + |1〉A |1〉B). Alice
performs a measurement involving this resource state and transmits the measurement out-
come to Bob in the form of a classical bit. Based on this information, Bob performs a simple
operation on his end of the entangled state and recovers the initial state |ψ〉. Thus, the trans-
fer of an unknown quantum state is enabled by shared entanglement, local measurement,
and classical communication.

Hayden-Prekill thought experiment

In a seminal 2007 paper, Hayden and Preskill laid the foundation for a connection between
quantum teleportation and the recovery of information from a black hole [111]. In particular,
they imagined a quantum state |ψ〉 falling into a black hole and scrambling under the black
hole dynamics. The black hole then emits particles in the form of Hawking radiation, which
are collected by an external observer outside of the black hole horizon. They were interested
in understanding how much Hawking radiation would be necessary to recover the initial
state.

To this end, they modeled the black hole as a generic, random quantum system and
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assumed that enough time had passed that the initial quantum state had become fully
scrambled. Utilizing quantum information theoretic arguments, they calculated that at least
half of the black hole would need to radiate before the initial state could be recovered.
However, they also showed a twist: If the external observer has access to an entangled copy
of the black hole, then only a very small amount of radiation would be needed to recover the
state.

This situation is reminiscent of the simple form of quantum communication described
above. Under conventional teleportation, Alice is able to utilize an entangled resource to
transfer an unknown quantum state. In the Hayden-Preskill setup, the interior of the black
hole represents one side of the entangled resource state, and an external observer has access
to the other side. According to Hayden and Preskill’s calculations, an external observer
can leverage this entanglement to recover the initial quantum state. However, unlike the
simple form of quantum teleportation, the recovery would only work if the unknown state is
first scrambled under quantum dynamics. Thus, somewhat paradoxically, while scrambling
implies that local information becomes increasingly difficult to access, it also enables that
information to be transmitted to a distant observer!

Recovery of scrambled quantum information

While Hayden and Preskill provided a proof of existence for the information recovery,
only in the past few years have specific protocols been developed that realize this procedure.
The first protocol was proposed by Yoshida and Kitaev and applies to generic quantum
evolution [263]. As in the Hayden-Preskill setup, the resource state is a collection of fully
entangled EPR pairs, and the initial quantum state |ψ〉 is scrambled on one side of the EPR
state under a many-body unitary. Yoshida and Kitaev’s recovery protocol relies on collecting
a few particles from the initial side of the EPR state and performing an operation with these
particles and the opposite side of the entangled state. Notably, the success of their protocol
is directly related to how much |ψ〉 has been scrambled, as measured by a sum over OTOCs.

At around the same time, a second protocol was discovered in the context of traversable
wormholes [90, 176]. A wormhole geometry consists of two connected black holes. In classical
general relativity, two observers can jump into opposite sides of the wormhole and meet in
the middle, but they are subsequently forbidden from leaving the interior; in other words,
the wormhole cannot be traversed. In 2017, a surprising discovery by Gao, Jafferis, and
Wall showed that quantum corrections could change this situation and render the wormhole
traversable. From the perspective of the boundary quantum mechanical system, one can
view the traversable wormhole as a protocol for sending a quantum state from one observer
to another. Much like the Hayden-Preskill recovery protocol described above, this so-called
traversable wormhole protocol relies on an entangled state and scrambling dynamics. In
contrast, however, it was thought to only succeed if the dynamics were generated by a
system dual to gravity, such as the SYK model at low temperatures.
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In Chapter 3, we show that these two recovery protocols are, in fact, closely related9. As
depicted in Fig. 1.1(b), both protocols can be viewed as a form of many-body teleportation,
in which entanglement, scrambling, and classical communication are combined to transfer
an unknown quantum state. Nevertheless, there exist two distinct mechanisms for which
protocol succeeds, which are most naturally understood from the perspective of operator
growth dynamics (see discussion above). The gravitational mechanism relies on a microscopic
property known as size winding, while the more generic mechanism which applies to general
quantum systems relies on having a peaked-size operator size distribution. Interestingly,
these two mechanisms are smoothly connected to each other; for example, one can interpolate
between them in the SYK model as a function of temperature.

Building on this framework, we show that the traversable wormhole protocol provides a
powerful experimental tool for probing operator growth dynamics in a quantum simulator
and identifying signatures of gravitational dynamics. Indeed, a recent experiment executed
on Google’s quantum processor utilized the protocol to study a highly simplified version of the
SYK model [121]. In Chapter 4, we comment on this experiment, highlighting the challenges
involved in the long-term goal of probing quantum gravity with microsopic quantum systems.

At the same time, the physics of traversable wormholes can also provide inspiration for
new forms of quantum algorithms. In Chapter 5, we demonstrate that a modification of the
traversable wormhole protocol leads to a universal scheme for quantum sensing, which we
dub “butterfly metrology”. In Chapter 6, we propose an adiabatic algorithm based on eternal
traversable wormholes [170], which allows for the efficient preparation of thermofield double
(TFD) states—the entanglement resource needed in the traversable wormhole protocol.

9More specifically, we focus on the deterministic version of Yoshida and Kitaev’s protocol involving a
single step of Grover’s search. See Chapter 3 for details.
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Chapter 2

Many-body chaos in the
Sachdev-Ye-Kitaev model

Characterizing thermalization in strongly interacting quantum systems is a goal that
spans across multiple disciplines ranging from condensed matter and quantum information
to quantum gravity. Recent developments toward this goal have revealed striking insights into
the relationship between quantum chaos and the delocalization, or scrambling, of quantum
information. This unification is partly provided by the notion of out-of-time-order correlators
(OTOCs), which take the general form 〈W (t)V (0)W (t)V (0)〉 for local operators V and W
[132, 149, 229]. From an information theoretic perspective, these correlators determine the
degree to which local information becomes hidden in nonlocal degrees of freedom, leading
to the effective memory loss of initial conditions [116, 229]. From the perspective of chaos,
OTOCs measure the sensitivity of one operator towards a small perturbation induced by
another operator at an earlier time [172, 231]. In particular, for semiclassical chaotic systems,
OTOCs are expected to exhibit a period of exponential growth analogous to the classical
butterfly effect [155, 161].

At the intersection between these two perspectives lies the discovery of a new form of
quantum chaos in strongly interacting systems, known as many-body chaos. This phe-
nomenon is characterized by OTOCs whose leading order behavior is given by eλt/N , where
λ is the Lyapunov exponent and N is related to the number of degrees of freedom per site
[172, 225]. While such behavior was first anticipated in [225] and confirmed using holo-
graphic duality in [229], the first concrete Hamiltonian model to exhibit many-body chaos
was introduced by Kitaev following previous work by Sachdev and Ye [133, 135, 174, 219].
Remarkably, at low temperatures, the Lyapunov exponent of this so-called SYK model sat-
urates a universal bound, λ ≤ 2πT , where T is the temperature of the system [172]. The
saturation of this bound is known to occur in theories of quantum gravity and their holo-
graphic duals [231], and indeed a direct correspondence has since been established between
the low temperature dynamics of the SYK model and a universal theory of near extremal
black holes (i.e. Jackiw-Teitelboim gravity) [80, 123, 135, 175]. More recently, a number of
other models that exhibit many-body chaos have been studied; however, their rate of chaos
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is parametrically slower than the thermodynamic bound [55, 234]. In parallel, there have
also been numerous proposals to directly measure OTOCs in coherently controlled quantum
simulators [25, 74, 126, 148, 155, 156, 242, 259, 264, 273], as well as a number of experimental
demonstrations in small-scale systems [35, 107, 146, 156].

A major hurdle in benchmarking these experiments/proposals and in identifying novel
models that exhibit many-body chaos, is the lack of a reliable numerical toolset. Indeed,
in order to observe a period of clear exponential growth, the scrambling time must be well-
separated from other effects related to local relaxation that occur at early times [13, 172,
259]

In this Chapter, we take steps to overcome these challenges by employing massively par-
allelized Krylov subspace methods and developing new extrapolation tools to characterize
many-body chaos. Specifically, we compute correlation functions for the SYK model for
systems of up to N = 60 Majorana fermions and leverage the model’s correspondence with
quantum gravity to interpret finite-size effects. We present two main results. First, we
demonstrate that our numerical results for two-point functions, G(t) = 〈W (t)W (0)〉, agree
quantitatively with analytic predictions in two distinct regimes: (i) at high temperatures,
our results match the mean-field solution of the microscopic model, and (ii) at low temper-
atures, our results are consistent with the full quantum dynamics of near extremal black
holes. These latter results represent, to the best of our knowledge, the first direct numeri-

(b)(a)

Figure 2.1: Regularized OTOCs in the SYK model, F̃ (t) ≡ F (t)/F (0), as shown for βJ = 10
and system sizes N ∈ [12, 60]. The early-time behavior is characterized by 1− F̃ (t) ∼ eλt/N
and different system sizes are approximately related by a time translation symmetry, t →
t + 1/λ logN . (b) Applying a finite-size rescaling procedure to the data, we determine λ
as a function of temperature (points). Our results exhibit excellent agreement with the
theoretical predictions of the Schwinger-Dyson (SD) equations (dashed line), including in
the regime where λ approaches the bound on chaos 2π/β (blue).
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Figure 2.2: Regimes of analytic control for the SYK model as a function of system size,
N , and inverse temperature, βJ . In the semiclassical limit (red and purple), the model
is well-described by a dynamical mean-field solution (Schwinger-Dyson equations). At low
temperatures, finite-size corrections can be calculated using the Schwarzian action (blue),
which is dual to AdS2 gravity. However, at sufficiently small sizes (gray), the dynamics are
governed by the discreteness of the energy spectrum and neither effective theory provides a
valid description.

cal verification of quantum gravity correlators, and highlight the close connection between
finite-size corrections and gravitational fluctuations.

Second, we introduce an extrapolation procedure for determining the Lyapunov exponent
that explicitly takes into account higher-order terms in the OTOCs. We verify that this pro-
cedure accurately determines λ as a function of temperature, including at low temperatures
where λ ≈ 2πT (Fig. 5.1).

2.1 The SYK model and its gravity dual
Consider the SYK Hamiltonian given by [133, 174]:

H =
∑

i<j<k<l

Jijklχiχjχkχl. (2.1)

Here χi (i = 1, . . . , N) are Majorana fermions which obey the anti-commutation relation,
{χi, χj} = δij, and Jijkl are random (real) coefficients sampled from a Gaussian distribution
with zero mean and variance J2

ijkl = 6J2/N3.
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In order to probe the system’s non-equilibrium dynamics, we will compute two different
types of correlators. In-time correlators reveal how excitations in the system relax towards
equilibrium. In particular, we will consider the average imaginary-time Green’s function,
G(τ), and its real-time cousin, GR(t), given by

G(τ) ≡ 〈χi(τ)χi(0)〉β (2.2)

GR(t) ≡ 2Re
[
〈χi(t)χi(0)〉β

]
(2.3)

where τ(t) > 0 is imaginary (real) time, 〈· · · 〉β = 1
Z
Tr
[
· · · e−βH

]
is a thermal average at

inverse temperature β = 1/T , and the overline denotes the (quenched) average over disorder
realizations. On the other hand, to probe chaos and the scrambling of quantum information,
we will consider out-of-time-order correlators. We will primarily focus on the regularized
OTOC,

F (r)(t) ≡
〈
χi(t)ρ

1
4χj(0)ρ

1
4χi(t)ρ

1
4χj(0)ρ

1
4

〉
(2.4)

where i 6= j, and ρ = e−βH , the imaginary-time evolution associated with the thermal
ensemble, is distributed evenly among the four operators. In the supplemental materials, we
provide a detailed discussion regarding the key differences between this correlator and the
unregularized version 1 [1].

In the large N , semiclassical limit, both in-time and out-of-time correlators can be ex-
actly computed via a diagrammatic approach [133, 174]. The average Green’s functions are
determined by the self-consistent Schwinger-Dyson equations. For the OTOCs, the leading
order term in 1/N is computed by summing a series of ladder diagrams.

Beyond the semiclassical limit, the dynamics at low temperature (i.e. βJ � 1) are
captured by an effective theory known as the “Schwarzian theory” (Fig. 2.2) [14, 135, 174,
258]. The same theory also describes Jackiw-Teitelboim gravity, a simple quantum gravity
description of two-dimensional Anti-de-Sitter space.

Crucially, correlators in the Schwarzian theory are exactly computable [144, 258], which
will enable us to perform quantitative, finite-size-scaling comparisons for two-point functions
G(τ) and GR(t) outside of the semiclassical limit. However, for the four-point function, the
expressions are more complicated, and we will compare numerics to the ansatz: F (t) =

C0 + C1

(
eλt

N

)
+ C2

(
eλt

N

)2

+ · · · , which is valid for large N and t . 1/λ logN [144, 175,
258]. An analogous series expansion is expected to characterize OTOCs for the SYK model
at high temperatures (and any other model described by ladder diagrams) 2 [104, 234].

1Of course, the unregularized OTOC, F (u)(t) = 〈W (t)V (0)W (t)V (0)ρ〉, is often more relevant for experi-
ments and we provide a detailed discussion of the differences in the supplemental materials [1]. In particular,
we discuss the importance of the magnitude C1 of the leading exponentially growing term in the OTOC,
(C1/N)eλt [104].

2We note that the series expansion of F (t) in terms of eλt/N relies on the fact that the SYK model
contains a single positive Lyapunov exponent [133, 135, 174]. For a chaotic system with multiple Lyapunov
exponents, F (t) would have additional terms corresponding to each exponent, though at late times the terms
with the largest Lyapunov exponent would remain dominant.
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(b)(a)

Figure 2.3: Two-point correlation functions in real and imaginary time. (a) Comparison
of imaginary-time evolution between our numerics with 40 Majoranas (solid), the large N
solution (dotted), and the Schwarzian action (dashed). At high temperatures, we observe
quantitative agreement between our numerical results and the large N solution, while at
low temperatures our numerics are well-described by the Schwarzian action. (b) Analogous
comparison for real-time evolution with βJ = 56. Our numerics show excellent agreement
with the Schwarzian action for tJ & 10. The disagreement at earlier times is attributed to
the difference in high-energy modes, which are cut off at the energy scale J in the SYK model
and are unbounded in the effective action. (inset) A salient feature in our real-time numerics
is a non-monotonic trend with respect to temperature, as shown for tJ = 20. This behavior
is captured by the Schwarzian action (dashed) and can be understood as a consequence of
the square root edge of the energy spectrum.

2.2 Non-equilibrium dynamics in the SYK model
Our central numerical tool is a massively-parallelized implementation of a class of iterative

methods known as Krylov subspace methods [1, 2, 216]. These methods approximate the
time evolution of an initial state, |ψ(t)〉 = e−iHt |ψ〉, within a subspace formed by successive
applications of the Hamiltonian. Since this requires an initial pure state, we approximate
thermal averages by taking the expectation value with respect to a Haar-random state |ψ̃〉
[101, 165, 235]:

Tr
[
Ôe−βH

]
≈
〈
ψ̃
∣∣∣ e−β2HÔe−β2H ∣∣∣ψ̃〉 . (2.5)

Owing to quantum typicality, the error in this approximation scales inversely with the number
of states in the thermal ensemble and, thus, decreases exponentially with N for arbitrary
systems and temperatures (above the spectral gap) [235]. In practice, we further reduce the
error by averaging over initial states [1].

To begin probing the thermalizing dynamics of the SYK model, we compute the aver-
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age Green’s functions for both real- and imaginary-time evolution in the temperature range,
0 < βJ ≤ 100. At high temperatures, the imaginary-time Green’s function, G(τ), shows
excellent agreement with the semiclassical solution given by the Schwinger-Dyson equations
[Fig. 2.3(a)]. At lower temperatures, the difference between our numerics and the semiclassi-
cal solutions widens. To understand the origin of these corrections, we plot the full solution
predicted by the Schwarzian action. This exhibits close quantitative agreement with our data
at temperatures corresponding to βJ & 50. Crucially, this confirms that the Schwarzian ac-
tion, or its corresponding gravity dual, accurately captures finite-size corrections away from
the semiclassical regime.

A few remarks are in order. First, we note that the agreement with the Schwarzian action
is only valid for system sizes larger than N ≈ 30 [1]. For smaller sizes, we observe additional
finite-size corrections that are attributed to the discreteness of the energy spectrum. Such
non-Schwarzian corrections are expected to dominate when the temperature approaches the
energy of the level spacings (i.e. N ∼ log βJ in Fig. 2.2) [97, 106]. Second, the agreement
between the Schwarzian and our numerics does not hold at timescales shorter than the inverse
of the microscopic coupling strength (i.e. τJ . 1); specifically, the Schwarzian dynamics
diverge as τJ → 0 while our numerics approach a finite value. This difference arises from
the fact that the Scharzian action is the effective theory only at low energies (compared to
J); for higher energies, the SYK dynamics are governed by the microscopic nature of the
model.

Much like the imaginary-time case, we find that the retarded Green’s function, GR(t),
agrees with the semiclassical solutions at high temperatures and with the full dynamics of the
Schwarzian action at low temperature [Fig. 2.3(b)]. We note, however, that the early-time
discrepancy with the Schwarzian action is extended to later times (i.e. βJ ∼ 10). This can
be attributed to the longer timescale required for the phase cancellation of the high-energy
modes in real time, as opposed to the direct suppression that occurs in imaginary time.

Working with real-time dynamics also allows us to probe a rather non-trivial prediction
of the Schwarzian action. In particular, one expects the late-time dynamics to be governed
by the functional form of the spectral density at low energies, ρ(E) ∼ E

1
2 [14, 60, 95].

This square-root singularity leads to a power-law decay of the Green’s function, with a
power that depends on both the temperature and the timescale. Intriguingly, it predicts
a non-monotonic temperature dependence for the decay of the Green’s function, in stark
contrast to the monotonic dependence predicted by the semiclassical solution. This non-
trivial temperature dependence, consistent with only the full Schwarzian solution, is indeed
borne out by the numerics [inset, Fig. 2.3(b)].

2.3 Lyapunov exponent of the SYK model
To probe many-body chaos in the SYK model, we now compute regularized OTOCs

[Eqn. A.9] for temperatures in the range 0 < βJ ≤ 56 and for system sizes up to N = 60.
In the large N limit, one expects a well-defined period of exponential growth, starting from
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the timescale at which the two-point functions decay and persisting until the scrambling
time [172]. However, for conventional exact diagonalization studies, there is little separation
between these timescales, owing to the limited system sizes that are numerically accessible;
indeed, prior studies actually observed an increase in the extracted Lyapunov exponent as a
function of decreasing temperature — the opposite behavior of what is expected [1, 86]. By
scaling to larger system sizes using Krylov subspace methods, we observe a direct turnover
in this trend. Moreover, we introduce a novel extrapolation method, which provides a robust
way of extracting the Lyapunov exponent.

The intuition behind our method is as follows: For a large class of many-body chaotic
systems, the full form of the OTOC in the semiclassical limit is given by a series in eλt/N .
Crucially, this series exhibits a rescaling symmetry, wherein N → rN amounts to shifting
the full curve by t→ t+1/λ log r. This symmetry can be shown explicitly for the Schwarzian
action, which governs low-temperature dynamics of the SYK model, and is also expected to
hold at high temperatures [104, 234].

This suggests that we can determine λ at a given temperature by attempting to collapse
our data [Fig. 5.1(a)] through finite-size rescaling of the form t → t + 1/λ logN . More
specifically, we first interpolate our data to find the time, t∗, at which each curve crosses a
fixed value, i.e. F (t∗)/F (0) = 1− F0 [1]. Next, we estimate λfit(N) as 1/λfit = dt∗/d(logN),
where N corresponds to the system size about which we take the numerical derivative.
Finally, we fit our results to a 1/N series, λfit(N) = λ0 + λ1/N + λ2/N

2 + · · · ; the leading
order term λ0 corresponds to the extrapolated value for λ as N →∞.

In Fig. 5.1(b), we present our results for λ0 as a function of temperature. We observe
excellent agreement with analytic predictions for all temperatures in the range 0 < βJ ≤ 56.
Crucially, our protocol works at low-temperatures where the 2π/β scaling (saturating the
bound on chaos) becomes apparent.

An important question to ask is over what range of temperatures we expect our procedure
to remain valid. There are three relevant considerations. First, the temperature must be high
compared to the energy associated with the level spacing; we account for this requirement by
considering only system sizes where at least 20 eigenstates, on average, lie within ∆E = 1/β
of the ground state. Second, the system must be sufficiently close to the semiclassical limit for
the rescaling symmetry to hold. It is known from the Schwarzian action that this condition
corresponds to βJ . N . Asymptotically this is a much stronger requirement than the first
condition; however, for the system sizes relevant for our study (N . 60) both requirements
imply a low temperature limit of βJ ≈ 60.

Third, there must sufficient separation between the scrambling time and the short-time
dissipative dynamics. In the case of the regularized correlator, this condition is given by
βJ . N , leading to the same temperature range as the semiclassical requirement. However,
in the case of unregularized correlators, the corresponding condition is (βJ)3 . N ; this
implies that the unregularized correlator is subject to stronger finite-size effects, which we
corroborate through our numerics [1].
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2.4 Discussion and outlook
By employing massively parallelized Krylov subspace methods and developing novel ex-

trapolation tools, we have demonstrated that one can utilize numerics to accurately capture
the thermalizing and chaotic dynamics of the SYK model. Our results for two-point Green’s
functions represent a direct verification of the dynamics of quantum black holes in a highly
fluctuating regime. Moreover, our finite-size rescaling procedure for extracting Lyapunov ex-
ponents leads to the first numerical evidence that the SYK model saturates the theoretical
bound on chaos, λ ≈ 2πT .

We anticipate that the numerical tools demonstrated here will open the door to a number
of intriguing future directions. First, our numerical tools can be applied to variations of
the SYK model (i.e. large q limit) for which the effective action (i.e. Liouville action) is
known for all temperatures [28, 60, 81]. This will enable quantitative studies of finite-
size corrections in the high-temperature regime, where the Schwarzian action is not valid.
Second, our procedure for characterizing Lyapunov exponents can diagnose many-body chaos
in other models beyond the SYK model; this is of particular relevance for experimental
platforms which have constraints on the types of interactions and disorder that can be
realized [25, 35, 53, 65, 146]. Finally, we envision future numerical simulations to test
more complex gravitational phenomena, including traversable wormholes [91, 177], and the
possible emergence of SYK dynamics in transport experiments of quantum materials [9, 48,
140].
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Chapter 3

Many-body quantum teleportation via
operator spreading in the traversable
wormhole protocol

Quantum teleportation leverages entanglement to transmit quantum information between
distant locations [21, 23, 190, 206, 207]. Typically, one thinks about teleportation in the
context of a few, well-controlled degrees of freedom. For example, two distant observers
might share a pair of maximally entangled qubits (i.e. an Einstein-Podolski-Rosen (EPR)
pair [189]), enabling a measurement by one observer to teleport an unknown quantum state
to the other.

Recently, a confluence of seminal results has unveiled several novel instances of telepor-
tation in strongly-interacting, many-body systems [18, 35, 44, 88, 90, 147, 170, 176, 188,
263, 265]. Similar to conventional quantum teleportation, these protocols utilize shared en-
tanglement as well as measurement and classical communication. However, they differ from
conventional quantum teleportation in a few key aspects. Most notably, prior to teleporta-
tion, the initial quantum state is scrambled by the application of a many-body unitary. At
first glance, this coexistence of scrambling—broadly speaking, the increasing complexity of
initially simple quantum information under many-body time dynamics [116, 171, 209, 226,
228]—and teleportation might seem counterintuitive. Indeed, one often thinks of teleporta-
tion as a directed quantum channel moving information between two specific locations; in
contrast, scrambling disperses quantum information across all of the degrees of freedom in
a system. The most natural way to reconcile these two perspectives is through the language
of quantum error correction [111]: by encoding, via scrambling, one observer’s local infor-
mation into non-local correlations across a many-body system, one can in fact teleport this
information with access only to any few of the system’s qubits.

The most notable example of many-body teleportation is the so-called traversable worm-
hole (TW) protocol, discovered in the context of quantum gravity [18, 44, 88, 90, 176, 188].
From the bulk gravitational perspective, this protocol consists of a particle traveling from
one side of a wormhole geometry to the other; the wormhole is rendered traversable by the
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Figure 3.1: (a) Teleportation protocol, proceeding from bottom to top. To teleport, a
subset of the left qubits are measured in the Ôi basis, and operations V̂i = eigoiÔi/K condi-
tioned on the measurement results oi are performed on the right (purple). (b) The protocol
hosts two mechanisms of teleportation: peaked-size (red) and gravitational (blue). The
channel capacity of peaked-size teleportation decreases with increasing time (dark to light
red), while its fidelity decreases with decreasing temperature (dark to light red, again). At
high temperature and late times, it is equivalent to teleportation in the HPR protocol (red
diamond). Gravitational teleportation occurs at low temperatures in systems dual to semi-
classical gravity (e.g. the SYK model), and exhibits the same channel capacity but higher
fidelity compared to peaked-size teleportation. Increasing the strength of stringy corrections
to the gravity theory interpolates between gravitational and peaked-size teleportation. (c)
The two mechanisms display distinct time profiles for the teleportation fidelity at fixed cou-
pling strength, g. In systems dual to gravity (top), the fidelity features a single O(1) peak
near the scrambling time (gravitational, blue), and a late time revival (peaked-size, red) to
a fidelity suppressed by the two-point function Gβ [176]. In generic thermalizing systems
(bottom), the fidelity oscillates between 0 and Gβ with phase proportional to the operator
size, may subsequently decay if sizes become not peaked, and revives at late times.
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application of a coupling between the two sides. In the boundary theory, the wormhole
geometry corresponds to a highly entangled thermofield double (TFD) state shared between
two copies of a many-body system, and the coupling is implemented via measurement and
feed-forward operations [Fig. 6.1(a)]. Crucially, for this bulk-boundary correspondence to
hold, the Hamiltonian describing the boundary system must exhibit “coherent”, gravitational
scrambling dynamics—this is realized, most notably, in the Sachdev-Ye-Kitaev (SYK) model
at low temperatures [133, 173].

Interestingly, recent work has uncovered a number of instances of many-body telepor-
tation without gravitational dynamics. For example, teleportation in the TW protocol was
recently demonstrated analytically in the SYK model at high temperatures [88], and numer-
ically in chaotic spin chains at late times [44, 188]; in both cases, the microscopic mechanism
for teleportation remains an outstanding puzzle. In addition to the TW protocol, an alter-
nate many-body teleportation protocol was introduced in the context of the Hayden-Preskill
variant of the black hole information paradox [111, 263]. This so-called Hayden-Preskill re-
covery (HPR) protocol allows for many-body teleportation via generic scrambling dynamics.
Although the two protocols bear some structural similarity, the HPR protocol is exponen-
tially less efficient for teleporting multiple qubits. To this end, understanding the precise
relationship between these protocols remains an essential open question.

In this Chapter, we present a unified framework for many-body teleportation from the
perspective of the growth of operators under scrambling time-evolution. Most significantly,
this framework leads to the identification of a new teleportation mechanism—dubbed peaked-
size teleportation—which succeeds for a wide variety of physical systems and encapsulates all
known examples of many-body teleportation outside of the gravitational regime. We empha-
size that peaked-size teleportation represents a distinct teleportation mechanism compared
to “gravitational” teleportation. Although the same TW protocol can host either mecha-
nism, the features of peaked-size teleportation differ markedly from those of gravitational
teleportation [Fig. 6.1(c), Table I]. Crucially, this distinction implies that the TW protocol
can act as a litmus test for identifying intrinsically gravitational dynamics. More broadly,
our results pave the way towards utilizing the TW protocol as a powerful experimental tool
for characterizing the growth of operators in strongly interacting systems.

3.1 Summary of results
We now provide a technical overview of our main results and the organization of our

manuscript. This summary is intended to introduce the overarching concepts of our work,
such that the remaining sections are self-contained and can be read according to individual
preference. A more detailed, section-by-section guide to the reader is included at the end of
this summary.

In Section 3.2, we begin with a general description of the TW protocol [Fig. 1(a)]. In
this protocol, locally encoded quantum information is inserted into one side of an entangled
thermofield double (TFD) state and teleported to the other side through a combination of
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(i) unitary evolution of each side individually, and (ii) a simple two-sided coupling that acts
on a large subsystem of each side. The coupling is quite flexible in form, and corresponds to
unitary evolution, eigV , under a two-sided interaction

V =
1

K

K∑
i=1

Oi,lO
∗
i,r, (3.1)

where {Oi} are any set of K local, non-identity operators applied to the left (l) and right (r)
side of the system. This coupling can be performed as either a quantum gate, or through local
measurements of Oi on the left side, followed by classical communication and feed-forward
operations on the right side [Fig. 1(a)].

In Section 3.3, we discuss the general requirements for successful teleportation in the
TW circuit. In particular, we relate the teleportation fidelity to the following correlation
functions of the two-sided system [176]:

CQ(t) ≡ 〈TFD|Qr(−t)eigVQl(t) |TFD〉 (3.2)

where Q(±t) is a time-evolved operator initially acting on the qubit(s) to be teleported. Our
analysis leads to two conditions on these correlators that, when combined, are necessary and
sufficient for teleportation to succeed with unit fidelity:

1. The magnitudes of the correlators must be maximal for every Q.

2. The phases of the correlators must be the same for every Q.

Here, Q runs over a complete basis of operators on the qubits to be teleported. We show
that Condition 1 is naturally satisfied, even without the coupling V , if the TFD state is at
infinite temperature, in which case it reduces to an extensive set of maximally entangled
EPR pairs. On the other hand, Condition 2 requires that the coupling acts non-trivially on
the operators Q.

In Section 3.4, we describe the relation between the coupling, V , and the growth of time-
evolved operators, Q(t). For the purposes of teleportation, this growth is characterized by
the size distribution of the operators [202, 203, 208], which provides a finer-grained measure
of quantum information scrambling compared to more conventional quantities such as out-
of-time-ordered correlators (OTOCs) [150, 171, 228]. Specifically, writing Q(t) as a sum over
Pauli strings, Q(t) =

∑
R cR(t)R, we define the size distribution as:

P (S) =
∑
S[R]=S

|cR(t)|2, (3.3)

where the sum is over Pauli strings, R, of size, S (equal to the string’s number of non-identity
components). By probing correlations between the two sides of the doubled Hilbert space,
the coupling V directly measures the operator size [202].
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In Section 3.5, we introduce the peaked-size mechanism for many-body teleportation.
This mechanism is possible whenever the size distributions of time-evolved operators, Q(t),
are tightly peaked about their average size. In this scenario, the exponentiated coupling,
eigV , applies approximately the same phase, proportional to the size, to each coefficient, cR,
and therefore to the entire operator, Q(t). We show that these applied phases are sufficient
to align the correlators’ phases for all operators Q, thereby achieving Condition 2. We also
demonstrate that the magnitudes of the correlators are unchanged by the coupling when
size distributions are tightly peaked. This implies that peaked-size teleportation achieves
perfect fidelity at infinite temperature, where Condition 1 is automatically satisfied; at finite
temperature, peaked-size teleportation can still occur, but with a reduced fidelity (Table I).

In Sections 3.6-3.7, we analyze examples of peaked-size teleportation across a wide
variety of interacting, many-body dynamics. We demonstrate that the capabilities of peaked-
size teleportation—most notably, the fidelity and the number of qubits that can be sent (i.e.
the channel capacity)—depend on the temperature, coupling strength, evolution time, and
the specific scrambling dynamics of the model under study (Table I).

More specifically, in Section 3.6, we provide general arguments that all scrambling
systems exhibit peaked-size teleportation at late times, after the system’s scrambling time
(t & ts). In this regime, operators have become fully delocalized across the system, so that
their size distributions are peaked about a typical, extensive value. We also show that late
time peaked-size teleportation is limited to transmitting only a single qubit.

In Section 3.7, we show that many scrambling quantum systems also feature peaked-
size teleportation at intermediate times, i.e. after the local thermalization time but before
the scrambling time (tth . t . ts). We begin with ergodic short-range interacting systems
in ≥1D, which we show naturally possess peaked-size distributions due to thermalization
within the bulk of a time-evolved operator’s light cone. In contrast, the size distributions of
operators in all-to-all coupled (0D) systems are not intrinsically peaked; nevertheless, peaked
sizes can be engineered by non-locally encoding the quantum information before insertion
into the teleportation circuit. Interestingly, in both of these classes of dynamics, we find that
multiple (∼ O(K)) qubits can be teleported simultaneously via the peaked-size mechanism,
in contrast with the unit channel capacity of late time teleportation. We substantiate these
claims through extensive numerical and analytic studies on a variety of physical models:
random unitary circuits (RUCs) in dimensions d = 0, 1, and 2 [187], the SYK model, and
(in Section 3.9) experimentally relevant spin chain Hamiltonians [29].

In Section 3.8, we discuss the interplay between peaked-size and gravitational telepor-
tation. Notably, we expect gravitational teleportation to occur only at low temperatures,
where certain quantum mechanical models (e.g. the SYK model) are known to possess a
dual description in terms of conformal matter coupled to gravitational dynamics. From the
perspective of operator growth, the unique feature of gravitational teleportation is the pres-
ence of non-trivial phase winding in a variant of the size distribution [44]. Crucially, this
effect enables gravitational teleportation to satisfy Condition 1, and thereby achieve high
teleportation fidelity at low temperatures, in sharp contrast with peaked-size teleportation
(Table I).



CHAPTER 3. MANY-BODY QUANTUM TELEPORTATION VIA OPERATOR
SPREADING IN THE TRAVERSABLE WORMHOLE PROTOCOL 31

Model Teleportation
mechanism

Protocol
parameters

Maximum per
qubit fidelity

Channel
capacity

All scrambling systems at late times
(Refs. [176, 263], Section 3.6) peaked-size g = π mod 2π ∼ Gβ 1 qubit

≥ 1D RUCs & chaotic spin systems
(Sections 3.5,3.7,3.9) peaked-size ηdgS(t)/N = π mod 2π ∼ Gβ ∼ K qubits

0D RUCs, with encoding
(Section 3.7) peaked-size ηdgS(t)/N = π mod 2π ∼ 1 ∼ K qubits

High-T SYK, with encoding
(Ref. [88], Sections 3.7) peaked-size ηdgS(t)/N = π mod 2π ∼ 1 ∼ K qubits

Low-T SYK / AdS2 gravity
(Refs. [44, 88, 90, 176], Fig. 6.1) gravitational get/N ∼ 1 (SYK)

gGNe
t ∼ 1 (AdS2)

∼ 1 ∼ K qubits

AdS2 gravity with strong stringy
corrections, with encoding
(Section 3.8)

peaked-size gS(t)/N ∼ π mod 2π ∼ Gβ —

Table 3.1: Summary of our expectations for teleportation in a variety of physical models.
For each model, we specify the associated teleportation mechanism, the optimal value of
the coupling strength g, the optimal teleportation fidelity, and the channel capacity. Here
Gβ is the imaginary time two-point function (Section 3.5), S(t) is the size of a time-evolved
operator, K is the number of measured qubits [Fig. 6.1(a)], ηd = 1/(1−1/d2) is an order one
constant determined by the local qudit dimension d [Sec. 3.4], and GN is Newton’s constant.
We refer to the Summary of Results and the cited sections for further details.

Intriguingly, while it may seem that there is a sharp distinction between peaked-size
and gravitational teleportation, we find that this is not always this case. In particular, we
show that varying the temperature of the SYK model provides a continuous interpolation
between gravitational teleportation at low temperature and peaked-size teleportation at
high temperature. In the dual picture, perturbing away from the low temperature limit
corresponds to adding stringy corrections to the gravity theory [103, 173, 230]. Following this
intuition, we show that teleportation in a gravity theory with strong stringy corrections [176]
bears a remarkable qualitative similarity to peaked-size teleportation, thus providing a first
step towards a bulk understanding of this phenomenon.

Finally, in Section 3.9, we discuss experimental applications of the TW protocol for
probing many-body dynamics. In particular, we demonstrate that the protocol can function
as a diagnostic tool for scrambling dynamics in near-term quantum simulators, enabling one
to starkly distinguish between generic thermalizing systems and gravitational dynamics. To
this end, we provide detailed blueprints for realizing the protocol in two complementary
experimental platforms—Rydberg atom arrays [29, 102, 143, 167, 178, 252] and trapped
ions [17, 32, 47, 87, 184]. Specifically, the observation of a high teleportation fidelity at low
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temperatures would be a tantalizing experimental indicator of gravitational scrambling dy-
namics. In addition, gravitational dynamics exhibit unique qualitative features as a function
of both evolution time and protocol parameters [Fig. 6.1(c), Table 3.1]. More broadly, our
analysis suggests that the TW protocol can provide insights into many-body dynamics out-
side the gravitational regime. In particular, we demonstrate that the fidelity of peaked-size
teleportation probes higher moments of operator size distributions [203].

Guide to the reader—Considering the wide scope of results presented in this work, we
encourage readers to skip to sections that align with their specific interests and refer to the
above summary for context. To this end, we highlight below the nature of each section and
provide recommendations for readers of different backgrounds. Sections 3.2-3.4 introduce
the formal tools and derivations necessary for rigorously understanding our results. These
sections will be of interest to readers with a background in quantum information who wish to
understand the precise connection between teleportation and operator sizes. Sections 3.5-3.7
introduce peaked-size teleportation and analyze its realization in several example systems.
Since many these systems are experimentally accessible, these sections will be most relevant
to members of the quantum simulation and many-body physics communities. Section 3.8
focuses on the interplay of peaked-size teleportation and gravitational physics, both in the
SYK model and from a bulk gravitational perspective. For brevity, background material on
gravitational physics is relegated to references, making this section best suited for experts at
the intersection of quantum information and quantum gravity. Finally, Section 3.9 contains a
summary of the experimental signatures of the TW protocol, detailed blueprints for Rydberg
atom and trapped ion implementations, and a discussion of the protocol’s behavior under
experimental error. This section will be of interest to AMO experimentalists and all readers
interested in near-term realizations of many-body quantum teleportation [200].

Relation to previous works

To further elaborate on the broad context of our results, a brief summary of the relevant
prior studies and their relation to our work is provided as follows.

Gravitational teleportation in the TW protocol—Traversable wormhole teleportation was
originally introduced in Refs. [90, 176] in the context of gravitational physics, where it was
realized that a coupling of the form V enables a traversable channel between the boundaries
of a two-sided black hole. The explicit quantum mechanical circuit implementing this tele-
portation [Fig. 6.1(a)] was later introduced in Refs. [44, 88], alongside exact calculations for
the teleportation fidelity in the large-q SYK model [88]. While the emphasis of our work is
not on the bulk interpretation of gravitational teleportation—indeed, the peaked-size tele-
portation mechanism is intended to contrast with the gravitational mechanism—it will be
helpful to recall the main results from the gravitational perspective.

We focus on the specific case of two-dimensional anti-de Sitter space, which is the bulk
dual of the SYK model at low temperatures [134, 176]. In the simplest case (ignoring
gravitational backreaction), the two-sided correlator, Eq. 3.2, can be explicitly calculated
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and is given by [176]:

CQ(t) =

(
1

2− g ∆O

22∆O+1GNe2πt/β

)2∆Q

. (3.4)

Here, GN is Newton’s constant, β = 1/T is the inverse temperature of the black hole, ∆O is
the conformal dimension of the coupling operators Oi [Eq. (3.1)], and ∆Q is the conformal
dimension of the operator Q. In the context of the SYK model, GN is inversely proportional
to the number of Majorana fermions, N , and the black hole temperature is equal to the
temperature of the TFD state [88, 176].

For our purposes, the most notable feature of the correlator is that it exhibits a sharp
peak at time t ≈ GN log(g) [Fig. 6.1(c)], corresponding to the moment a particle inserted on
one side of the black hole emerges on the other side. While in the above formula [Eq. (3.4)],
the correlator diverges at this time, in the large-q SYK model, this divergence is regularized
and the correlator peaks at its maximal value of unity [88]. Thus, at time t ≈ GN log(g),
the correlator satisfies Condition 1 for successful teleportation; in Ref. [88], it was shown
that Condition 2 is also satisfied for certain conformal dimensions of the operators Q. In
combination, this leads to unit teleportation fidelity.

Another notable feature of gravitational teleportation is the ability to teleport multiple
qubits simultaneously, as discussed in Ref. [176]. In the gravitational picture, multi-qubit
teleportation has an intuitive explanation: particles corresponding to different qubits pass
through the black hole in parallel, without interacting with one another. However, for
sufficiently many qubits, the effects of gravitational backreaction become important, leading
to a predicted channel capacity of O(K).

HPR teleportation—An independent, but closely related, set of protocols for many-body
teleportation was introduced in Ref. [263] for the recovery of information in the Hayden-
Preskill thought experiment [111]. Unlike previous works on traversable wormholes, in
Ref. [263] teleportation succeeds for any fully scrambling unitary dynamics (i.e. at late times,
t & ts), with no reliance on gravitational physics. However, the channel capacity of HPR
teleportation is fundamentally limited: multi-qubit teleportation requires a protocol whose
circuit depth grows exponentially in the number of qubits to be teleported [263].

In Appendix B.2, we show that a deterministic variant of the HPR protocol (for single-
qubit teleportation) is in fact equal to the TW protocol in Fig. 6.1(a), restricted to infinite
temperature and with a particular choice of the coupling operators, Oi. Furthermore, in Sec-
tion 3.6 we show that teleportation at late times via the peaked-size mechanism is equivalent
to this variant of HPR teleportation. However, peaked-size teleportation is more powerful
than HPR teleportation in the sense that: (i) it succeeds for a much larger class of couplings,
V , (ii) it can succeed at intermediate times, and (iii) at such times, it is capable of sending
multiple qubits with no change in the protocol’s complexity, an exponential improvement
over the HPR protocol.

Previous many-body teleportation experiments—Many-body quantum teleportation has
recently been demonstrated in both trapped ion [147] and superconducting qutrit [35] exper-
iments. Both Refs. [35, 147] implement a probabilistic variant of the HPR protocol, which



CHAPTER 3. MANY-BODY QUANTUM TELEPORTATION VIA OPERATOR
SPREADING IN THE TRAVERSABLE WORMHOLE PROTOCOL 34

differs slightly from the TW protocol, while Ref. [147] also implements the deterministic
variant discussed above. In all cases, the scrambling dynamics, U , are generated by digital
quantum gates acting on a small number of qubits. Teleportation is performed for a single
qubit and a fully scrambling unitary, placing the experiments in the same physical regime
as late-time, peaked-size teleportation.

Our work demonstrates that experiments in the TW protocol at intermediate times can
access new regimes of many-body quantum teleportation, with the potential to provide more
information about the scrambling dynamics under study. Most notably, such experiments
can distinguish between teleportation in generic many-body systems (via the peaked-size
mechanism) versus systems with a gravity dual (via the gravitational mechanism), which is
not possible in the HPR protocol.

SYK teleportation in the TW protocol—In Ref. [88], the two-sided correlator of the TW
protocol [Eq. (3.2)] was calculated exactly for the large-q SYK model (defined in Section 3.7).
As anticipated in Ref. [176], the correlator at low temperatures—where the model is dual
to gravity—agrees with the gravitational result [Eq. (3.4)] up to the previously mentioned
regularization. More surprisingly, it was shown that teleportation with unit fidelity is also
possible at high temperatures—where the model is not dual to gravity. As we will see in
Section 3.7, all features of high temperature teleportation in the SYK model are in precise
agreement with the peaked-size mechanism; our work thus provides a microscopic under-
standing for this previously unexplained result.

Gravity in the lab—Ref. [44] discusses various instances of teleportation in the TW pro-
tocol. The authors distinguish two teleportation mechanisms: (i) an “operator transfer”
mechanism, which occurs at intermediate times in gravitational systems and is capable of
teleporting multiple qubits, and (ii) a “state transfer” mechanism, which occurs at late times
in all scrambling systems, and is capable of sending only a single qubit. Moreover, they intro-
duce a microscopic interpretation for the teleportation mechanism in gravitational systems,
termed “size winding”, which we connect to in Section 3.8.

In our terminology, the first teleportation mechanism corresponds to gravitational tele-
portation, while the second mechanism corresponds to peaked-size teleportation at late
times1. In our work, we provide a microscopic interpretation for late time teleportation
(i.e. the peaked-size mechanism) and demonstrate that it is equivalent to teleportation in
the HPR protocol. In addition, we demonstrate that peaked-size teleportation is a more
general phenomenon that also occurs at intermediate times in many systems, where we show
that it is capable of teleporting multiple qubits.

In a follow-up work, Ref. [188], whose pre-print was posted concurrently with that of
this work, the same authors elaborate on their previous results and provide more detailed
examples and calculations. These agree with our own results in areas of overlap.

1The terminology of Ref. [44] can be understood using our two Conditions for teleportation. Specifically,
operator transfer corresponds to situations that satisfy Condition 1, but not necessarily Condition 2, as
occurs in gravitational teleportation [see Eq. (3.4)]. State transfer corresponds to situations that satisfy
both Conditions.
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3.2 Introduction to diagrammatic notation
We begin by introducing a diagrammatic “tensor network” notation for depicting the tele-

portation circuit. Adapted from Ref. [263], this notation provides a precise visual framework
for analyzing teleportation in Section 3.3 and will be convenient for deriving rigorous results
on the teleportation fidelity in Section 3.5.

To begin, we represent a quantum ket |ψ〉 and bra 〈ψ| as:

(3.5)

Note that time proceeds upwards—an initial state |ψ〉 terminates the bottom of a leg, while
a final projection 〈ψ| terminates the top. Similarly, much as in Fig. 6.1(a), we represent an
operator, for instance the many-body unitary U , as a box with input (bottom) and output
(top) legs:

(3.6)

Here we have decomposed the input and output into two subsystems, A and its complement
for the input, C and its complement for the output, in reference to the teleportation protocol.
Specifically, comparing to Fig. 6.1(a), subsystem A consists of the qubits supporting the input
state |ψ〉, while subsystem C consists of the coupled qubits.

The diagrammatic notation is particularly useful when working with EPR states. The
EPR state on two qubits is defined as |EPR〉 = (|00〉 + |11〉)/

√
2; for a system of N d-

dimensional qudits, this is generalized to 1√
dN

∑dN

i=1 |i〉l |i〉
∗
r. Here {i} is an arbitrary dN -

dimensional basis, ∗ denotes time-reversal (i.e. complex conjugation), and l and r denote
the left and right system, respectively. In the diagrammatic notation, we represent this as:

(3.7)

We have again decomposed each system into two subsystems, A and its complement, Ā, for
convenience (subsystem A is chosen to be identical between the left and right sides). Each
dot represents a normalization factor given by the inverse square root of the subsystem’s
dimension.

To see the utility of the diagrammatic notation, recall that a fundamental property of
the EPR state is that an operator acting on the left side is equivalent to its transpose acting



CHAPTER 3. MANY-BODY QUANTUM TELEPORTATION VIA OPERATOR
SPREADING IN THE TRAVERSABLE WORMHOLE PROTOCOL 36

on the right:

Ol |EPR〉 =
1√
dN

∑
i,j

Oij |i〉l |j∗〉r

=
1√
dN

∑
i,j

OT
ij |j〉l |i∗〉r = OT

r |EPR〉
(3.8)

where the middle equality swaps the i, j indices of the sum. In diagrammatic notation, this
becomes simply

(3.9)

i.e. the operator O “slides” from the left to right side of the EPR pairs, with its input and
output indices correspondingly transposed. Similarly, expectation values in the EPR state
can be easily computed in terms of the trace of (one-sided) operators, e.g.

(3.10)

where the final equality follows from 〈EPR|BlA
T
l |EPR〉 = (1/dN)

∑
ij 〈i∗|j∗〉 〈i|BAT |j〉 =

(1/dN)
∑

i 〈i|BAT |i〉.
The EPR state is closely related to the thermofield double (TFD) state, TFD ≡∑
i e
−βEi/2 |Ei〉l |E∗i 〉r / tr

(
e−βH

)1/2. Here H is a time-reversal symmetric Hamiltonian,
H = H∗, with eigenstates |Ei〉, and eigenvalues Ei. The TFD state is parameterized by
an effective “temperature” 1/β. At infinite effective temperature (β = 0), the TFD and EPR
states are equal. At finite temperature, the TFD state is obtained by applying the square
root of the density matrix, ρ1/2 ≡ e−βH/2/ tr

(
e−βH

)1/2, to either side of the EPR state, which
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we represent as:

(3.11)

For the finite temperature TFD state, the analog of Eq. (3.9) holds only for operators
that commute with the Hamiltonian. Most notably, such operators include the time-evolution
operator, U = e−iHt, which thus obeys:

(3.12)

Eq. (3.12) also holds for backwards time-evolution, replacing U → U †, UT → U∗. We
note that for time-reversal symmetric Hamiltonians, U = UT . In this case, combining
Eqs. (3.12, 3.9), we have the useful identity:

Ol(t) |TFD〉 = OT
r (−t) |TFD〉 . (3.13)

Applying Eq. (3.10), we can again express ‘two-sided’ expectation values in the TFD state
in terms of ‘one-sided’ correlation functions, e.g.

〈TFD|Al(t)Br(t
′) |TFD〉 = tr

(
ρ1/2AT (−t)ρ1/2B(t′)

)
. (3.14)

Let us now re-draw the full teleportation protocol in Fig. 6.1(a) using the diagrammatic
notation:

(3.15)
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This circuit proceeds as follows: (i) prepare the TFD state, (ii) insert the state |ψ〉 on
subsystem A of the left side, (iii) time-evolve the two sides by U , U∗, (iv) couple the two
sides via the unitary operator eigV , with V as in Eq. (3.1), (v) evolve the right side by UT ,
(vi) apply a ‘decoding’ operator D, and (vii) measure the output state of subsystem A on
the right side. Compared to Fig. 6.1(a), we have made two modifications. First, we have
replaced the measurement and classical communication with a quantum coupling eigV , as
described in Section 3.1. Second, we now include a simple decoding operator, D, applied at
the end of the circuit before state recovery. We will find that D = Y ⊗ . . .⊗ Y for peaked-
size teleportation of a multi-qubit subsystem, where Y is the single-qubit Pauli Y operator
(Section 3.5).

Finally, we note that a straightforward application of Eq. (3.12) allows us to re-express
the circuit as

(3.16)

This equivalent version of the protocol was introduced in Refs. [44, 88] and will be more
convenient for analysis from here on.

3.3 General requirements for successful teleportation
We now introduce heuristic arguments for when teleportation succeeds in this protocol.

This will culminate in the two requirements for teleportation listed in Section 3.1. In Sec-
tion 3.5, we derive these conditions more formally by providing exact relations between the
two-sided correlators in Eq. (3.2) and the teleportation fidelity.

We begin with the protocol in Eq. (3.16). To proceed, we insert a resolution of the
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identity 1 =
∑

φ |φ〉〈φ| on the “swapped out” subsystem A (the output of U †l )
2:

(3.17)

This reformulation makes it clear that teleportation depends on the action of the coupling
on states of the form QA,l(t) |TFD〉, where QA = |ψ〉〈φ| and3 QA(t) ≡ UQAU

†.
Teleportation succeeds when the coupling “transfers” |ψ(t)〉〈φ(t)| from the left to right

side of the TFD state. More precisely, the following identity, if true for all operators QA on
A, would guarantee successful teleportation for all states:

(3.18)

Here θQ is an overall phase and we represent conjugation by the decoding operator as Q̃A ≡
D†QAD. One can verify this explicitly by plugging the RHS of the above equality into
Eq. (3.17): the topmost applications of DUT and U∗D† cancel, leaving QA → |ψ〉〈φ| as the
topmost operator on the right side, i.e. subsystem A is in the state |ψ〉.

To quantify whether this equality holds, we measure the inner product between the two
2At infinite temperature, using Eq. (3.9), |φ〉 can be understood as the counterpart of |ψ〉, to be teleported

from right to left instead of left to right. To see this, use Eqs. (3.9, 3.12) to re-expess 〈φ|l U
†
l → U†l |φ〉r, and

apply DlU
†
l after coupling to recover |φ〉.

3Traditionally, this would be considered reverse time-evolution, and denoted QA(−t). For brevity, we
have flipped the sign of t throughout the text.
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states4:

(3.19)

This is precisely the two-sided correlation function introduced in Eq. (3.2), now modified to
include the decoding operator. In particular, if the correlation function is maximal for all
operators QA, then Eq. (3.18) holds and teleportation succeeds with perfect fidelity for all
initial states.

In practice, it is sufficient to evaluate the correlators for a complete basis of operators
on subsystem A (e.g. the Pauli operators). In this case, we now have two requirements
on the operator correlators, as listed in Section 3.1: (i) all correlators must have maximal
magnitude, i.e. equal to 1, and (ii) all correlators must have the same phase—if two operators
both individually obey Eq. (3.18) but with different phases, their sum will not.

At infinite temperature, owing to Eq. (3.9), we will see that the first requirement is
satisfied even in the absence of the coupling, for any symmetric or antisymmetric operator.
To satisfy the second requirement, the role of the coupling eigV must be to apply a QA-
dependent overall phase. In the following section, we analyze the action of the coupling and
show precisely when such an overall phase occurs.

3.4 Connection to operator size
In this section, we outline the connection between the coupling V and the operator size

when V is acted on states of the form:

QA,l(t) |TFD〉 = QA,l(t)ρ
1/2
l |EPR〉 . (3.20)

This connection was discovered in a number of previous works, focusing primarily on a
specific bilinear coupling in fermionic systems [44, 162, 163, 188, 202, 208, 238]. In the

4For simplicity of notation and consistency with previous works [88, 90, 176], from here on we have
assumed that the unitary is symmetric, UT = U, U† = U∗.



CHAPTER 3. MANY-BODY QUANTUM TELEPORTATION VIA OPERATOR
SPREADING IN THE TRAVERSABLE WORMHOLE PROTOCOL 41

following, we introduce this connection in the context of bosonic systems and argue that it
applies to a good approximation for any generic, local couplings. From this, we then show
that the action of the exponentiated coupling, eigV , is particularly simple—it applies an
overall phase—whenever operator size distributions are tightly peaked.

Coupling measures size

In bosonic qudit systems, we define the size of a Pauli string as its number of non-identity
elements [208]. For instance, the Pauli string

1⊗X ⊗ 1⊗ 1⊗ Z ⊗X ⊗ 1 (3.21)

has size 3. A more general operator can be written as a sum of Pauli strings, R:

QA(t)ρ1/2 =
∑
R

cR(t)R, (3.22)

and possesses a corresponding size distribution [202, 208]5:

P (S) =
∑
S[R]=S

|cR(t)|2. (3.23)

The distribution is normalized to 1 if QA is unitary,∑
S

P (S) =
∑
R

|cR(t)|2 = tr
(
Q†AQAρ

)
= 1. (3.24)

One can naturally characterize the size distribution via its moments—for instance, the av-
erage size, S[QA(t)ρ1/2] ≡ ∑S P (S)S (when context is clear, we denote this simply as S),
and the size width, δS.

We will now show that the coupling V approximately measures the operator size, in the
sense that it acts on states of the form Eq. (3.20) as:

V QA,l(t) |TFD〉 ≈ dN/2
∑
R

(
1− ηd

S[R]

N

)
cR(t)Rl |EPR〉 , (3.25)

where ηd ≡ 1/(1− 1/d2) is an order one constant determined by the local qudit dimension,
d. Expectation values of V thus measure the average size, while higher powers of V measure
higher moments of the size distribution [202, 208]. In particular, the exponentiated coupling
in the teleportation protocol applies a size-dependent phase to each Pauli string of QA(t)ρ1/2:

eigVQA,l(t) |TFD〉 ≈ dN/2

eig
∑
R

e−iηdgS[R]/NcR(t)Rl |EPR〉 , (3.26)

5We note that, at finite temperature, the coefficients cR(t) will generally be complex. Their phases thus
carry information beyond that captured by the size distribution, which we discuss in Section 3.8.
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We derive this connection by first introducing an exact measure of operator size in bosonic
qudit systems, generalizing previous measures for Majorana fermionic systems [202, 208].
We then argue that successively more generic couplings display approximately the same
behavior, when acted on time-evolved operators in generic many-body scrambling dynamics.

In bosonic qudit systems, we find that the operator size is precisely measured by a sum
of individual EPR projectors on each qudit i:

Vs =
1

N

N∑
i=1

PEPR,i =
1

Nd2

N∑
i=1

∑
Pi

Pi,lP
∗
i,r, (3.27)

where d is the local qudit dimension, N is the number of qudits, and Pi form a complete
basis of single-qudit operators (e.g. for qubits Pi ∈ {1, X, Y, Z}). To see this, let us first
analyze the action of a single EPR projector, PEPR,i. Writing a given Pauli string as a tensor
product of single-qudit Paulis, R =

⊗N
j=1Rj, we find

PEPR,iRl |EPR〉 = δRi,1Rl |EPR〉 , (3.28)

using Eq. (3.10) and tri(Ri)/di = δRi,1. A single EPR projector thus acts as a binary variable,
giving eigenvalue 1 or 0 if a given Pauli string is, or is not, the identity on the designated
qudit. The full coupling is a sum of these binary variables over all qudits and therefore
counts the total number of non-identity elements in the Pauli string, i.e. the operator size.
Its eigenvectors are the states Rl |EPR〉 with eigenvalues 1− S[R]/N , as in Eq. (3.25).

We now turn to more general local couplings. First, as a trivial but useful modification,
we can remove the identity operators from Vs, since these are not included our original
definition of the coupling, V [Eq. (3.1)]. These constitute a fraction 1/d2 of the complete
basis, Pi, summed in Eq. (3.27). Removing these terms renormalizes the eigenvalues of the
coupling: (

1

N(d2 − 1)

N∑
i=1

∑
Pi 6=1

Pi,lP
∗
i,r

)
Rl |EPR〉

=

[
1− ηd

S[R]

N

]
Rl |EPR〉 ,

(3.29)

which now match those quoted in Eq. (3.25). Note that the left side sum is now overN(d2−1)
non-identity operators and normalized accordingly.

Second, we consider omitting some of the non-identity Pi at each site. Intuitively, under
thermalizing dynamics, if an operator has spread to some qudit i it should not matter which
Pauli operator we use to probe the operator’s presence. For example, for qubits, we could
omit the Oj = Xi, Yi couplings and keep only Oj = Zi. A random Pauli string has equal
probability to commute with Zi as it would with Xi and Yi; thus, coupling using only Zi
operators is sufficient for measuring a thermalized operator’s size.
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Third, we expect even more general couplings, composed of Oi that are local but not nec-
essarily Pauli operators, to behave similarly. Specifically, each individual coupling, Oi,lOi,r,
will asymptote to two different expectation values before and after the time-evolved operator
has spread to the support of Oi. Before, the coupling will maintain its expectation value in
the unperturbed TFD state, tr(Oiρ

1/2O†iρ
1/2). After, the spread of QA(t) will disrupt the

two-sided correlations in the TFD state that give rise to this initial expectation value, and
the coupling will instead asymptote to its value in two thermal states, tr(Oiρ) · tr(Oiρ). As
before, the sum of many terms, each behaving as above, leads to an approximate measure
of operator size.

Lastly, we consider the case where the coupling is restricted to act only on some subsystem
C, consisting of K qudits6. The coupling now measures the number of non-identity elements
of a Pauli string within C—we denote this as the K-size, SK , of the Pauli string. The
eigenvalues of the coupling are the same as those in Eq. (3.29), with the replacement S/N →
SK/K. For a typical Pauli operator, we expect the K-size distribution of an operator to be
similar to its full size distribution when K is large and the coupled qubits are distributed
randomly. In particular, in this scenario we expect the averageK-size, SK , to be proportional
to the average size, S,

SK
K
≈ S
N
. (3.30)

For simplicity, we will make this substitution in the remainder of the work. However, if C is
a spatially local subsystem (instead of a random subsystem), then this replacement will be
modified depending on the spatial extent of the operator.

As a final remark, we note that the operator size distribution is directly related to out-
of-time-order correlators (OTOCs), a more familiar quantity for probing operator growth
[150, 171, 228]. In particular, the average size is equal to a sum of OTOCs between QA and
Oi [202, 208],

(3.31)

using Eqs. (3.9-3.14). Higher moments of the size distribution can also be probed by OTOCs,
now between QA and various products of the Oi, e.g. OiOj for the size width. We discuss

6For simplicity, this assumes that there is a single coupling per qudit in C.



CHAPTER 3. MANY-BODY QUANTUM TELEPORTATION VIA OPERATOR
SPREADING IN THE TRAVERSABLE WORMHOLE PROTOCOL 44

these relations further, paying particular attention to subtleties that arise at finite temper-
ature, in Section 3.8.

Peaked-size distributions

The exponentiated coupling [Eq. (3.26)] has a particularly action when the size distribu-
tion of QA(t)ρ1/2 is tightly peaked about its average size. In this regime, each Pauli string
gains approximately the same phase, and so the action of the coupling reduces to applying
a QA-dependent overall phase,

eigVQA,l(t) |TFD〉 ≈ eig〈V 〉QQA,l(t) |TFD〉 , (3.32)

where the applied phase is proportional to the average K-size [see Eq. (3.29, 3.30)],

g 〈V 〉Q = g 〈TFD|Q†A,l(t)V QA,l(t) |TFD〉

≈ g − ηdg
SK [QA(t)ρ1/2]

K
,

(3.33)

defining ηd ≡ 1/(1− 1/d2) for convenience.
Corrections to this behavior are controlled by higher moments of the size distribution.

Focusing on the overlap of the coupled and uncoupled states, the leading order correction is
equal to the K-size variance, δS2

K/K
2 = 〈V 2〉Q − 〈V 〉

2
Q, multiplied by g2:

〈
eigV

〉
Q

=

〈
1 + igV − 1

2
g2V 2 + . . .

〉
Q

=

(
1 + ig 〈V 〉Q −

1

2
g2 〈V 〉2Q + . . .

)
− 1

2
g2

(〈
V 2
〉
Q
− 〈V 〉2Q

)
+ . . .

= exp

(
ig 〈V 〉Q

)
− 1

2
(ηdg)2δS2

K/K
2 + . . .

(3.34)

The K-size variance receives contributions from two sources: the variance of the full size
distribution, δS2, and a statistical error from sampling only K of N qubits for the K-size.
If the K qubits are distributed randomly, these errors scale as δSK ∼ δS · (K/N) and
δSK ∼

√SK ≈
√
SK/N , respectively (see Appendix B.6 for a detailed derivation of the

latter). These are small compared to the average K-size whenever δS � S and 1� SK .
In Appendix B.1, we go beyond these leading order corrections and provide quantita-

tive bounds on when the peaked-size approximation in Eq. (3.32) is valid. In general, we
can strictly prove that this approximation holds whenever there is a parametric separation
between an asymptotic size width, defined in the appendix, and the average size.



CHAPTER 3. MANY-BODY QUANTUM TELEPORTATION VIA OPERATOR
SPREADING IN THE TRAVERSABLE WORMHOLE PROTOCOL 45

3.5 Peaked-size teleportation
Having established general conditions for successful teleportation (Section 3.3) as well

as the connection between the coupling in the TW protocol and operator size distributions
(Section 3.4), we are now ready to introduce the peaked-size mechanism for teleportation. In
this section, we first demonstrate peaked-size teleportation in its simplest context: telepor-
tation of a single qubit at infinite temperature. We then show that the fidelity of peaked-size
teleportation is necessarily suppressed at finite temperature. For ease of reading, we relegate
rigorous results supporting each of the above arguments to the end of the section. We turn
to specific physical systems realizing peaked-size teleportation in the following sections: in
Section 3.6 we show that peaked-size teleportation of a single qubit occurs in all scrambling
systems at late times, while in Section 3.7 we show that peaked-size teleportation of multiple
qubits occurs in certain systems at intermediate times.

Single-qubit teleportation

To analyze teleportation of a single qubit, we turn to the two-sided correlators in
Eq. (3.19), with QA ∈ {1, X, Y, Z} running over the single-qubit Pauli operators. We recall
that the requirements for teleportation are for all CQ to have (i) maximal magnitude and
(ii) the same phase.

The first requirement is naturally satisfied at infinite temperature even before coupling
and decoding but the second requirement is not. In particular, the four correlators with
D = 1, g = 0 are:

QA CQ
1 +1
X +1
Y −1
Z +1
(D = 1)
(g = 0)

where the left entries are qubit operators, QA, and the right entries are the correlators, CQ.
The correlators have maximal magnitude because each operator can be transferred perfectly
from left to right using Eq. (3.9). However, the Y operator picks up an overall minus sign
during this process, since Y T = −Y , and so the correlator phases are not aligned. One can
verify the resulting teleportation fidelity is indeed trivial. Our goal will be to show that the
action of the coupling in Eq. (3.32), as well as a simple decoding operation, are sufficient to
align the four phases.

To begin, we assume that all time-evolved Pauli operators have a tightly peaked size
distribution and that the average size S is the same for all non-identity operators. From
Eqs. (3.32-3.33), we have that the coupling applies a total phase difference ηdgS/N between
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the thermofield double state (the identity operator; size zero) and all perturbed states (time-
evolved Pauli operators; size S). Our table of correlator phases is thus modified to:

QA CQ
1 +1
X +1
Y −1
Z +1
(D = 1)
(g = 0)

−→

QA CQ
1 e−iηdgS/N

X +1
Y −1
Z +1

(D = 1)
(g 6= 0)

We again do not achieve perfect phase alignment. However, we can now correct the mis-
aligned phases using the decoding operator, D = Y . This applies an additional minus sign
to the X and Z correlators:

QA CQ
1 +1
X +1
Y −1
Z +1
(D = 1)
(g = 0)

−→

QA CQ
1 e−iηdgS/N

X +1
Y −1
Z +1

(D = 1)
(g 6= 0)

−→

QA CQ
1 e−iηdgS/N

X −1
Y −1
Z −1

(D = Y )
(g 6= 0)

The correlator phases are now aligned whenever

ηdg
S
N

= π mod 2π, (3.35)

leading to perfect teleportation at these values.

Peaked-size teleportation at finite temperature

There are two important modifications to peaked-size teleportation at finite temperature.
First, the relevant notion of operator size is modified [202]. In particular, in the peaked-size
regime, the difference in phase applied between the identity and non-identity Pauli operators
is modified to

S[QA(t)]→ S[QA(t)ρ1/2]− S[ρ1/2]. (3.36)

Second, the maximal fidelity of peaked-size teleportation is reduced at finite temperature.
In particular, when sizes are tightly peaked, the two-sided correlators factorize into a constant
magnitude multipled by an overall phase:

CQ = 〈TFD| Q̃†A,rQA,l |TFD〉 ei(g−ηdgSK [QA(t)ρ1/2]/K)

= Gβ(QA) · eiθQ
(3.37)
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where θQ combines the effects of transposition, coupling, and decoding, and the correlator
magnitude corresponds to an imaginary-time Green’s function,

Gβ(QA) ≡ tr(Q†A ρ
1/2QA ρ

1/2) ≤ 1. (3.38)

This Green’s function is unity at infinite temperature and generically decreases at finite

temperatures, due to the reduced entanglement of the TFD state. This violates the maximal
magnitude requirement for teleportation, and therefore leads to a corresponding decrease in
the teleportation fidelity.

The astute reader will recall that finite temperature teleportation is known to succeed
with O(1) fidelities (i.e. higher than Gβ) in theories with a gravity dual [88, 90, 176]; this is
a signature of physics outside the peaked-size regime, which we connect to in Section 3.8.

Rigorous expressions for teleportation fidelity

We now derive formal expressions of the teleportation fidelity for n teleported qubits as
a function of the correlator phases. To do so, we consider a variant of the protocol where
instead of teleporting a quantum state we attempt to distill an EPR pair:

(3.39)

Here state insertion is replaced by swapping in one “half” of an EPR pair with a reference
subsystem R (far right) into subsystem A of the left side. When subsystem A is teleported
from left to right, the circuit results in an EPR pair between the reference subsystem R and
subsystem A of the right (top arrows). The fidelity of EPR distillation is precisely related to
the average fidelity of state teleportation [265], FEPR = [(dA+1)〈Fψ〉−1]/dA, where dA = 2n

is the dimension of subsystem A when teleporting n qubits.
We calculate the teleportation fidelity by Pauli decomposing the SWAP operator as



CHAPTER 3. MANY-BODY QUANTUM TELEPORTATION VIA OPERATOR
SPREADING IN THE TRAVERSABLE WORMHOLE PROTOCOL 48

SWAP =
∑

QA
QA ⊗Q†A/dA. This gives:

.

(3.40)

where the third equality utilizes the diagrammatic identities Eqs. (3.9, 3.10), and the fourth
equality inserts the identity, 1 = DrUrU

†
rD
†
r, in the center of the right side (recall our

notation Q̃1/2 = D†Q1/2D). Writing the rightmost diagram as an equation, we have:

FEPR =
1

d4
A

∑
Q1,Q2

〈TFD|Q†2,l(t) e−igV Q̃2,r(−t)

× Q̃†1,r(−t) eigV Q1,l(t) |TFD〉 .
(3.41)

Similar expressions for teleportation of quantum states are contained in Appendix B.3.
In general, the teleportation fidelity and two-sided correlators are related only by a lower

bound,7

FEPR ≥
∣∣∣∣ 1

d2
A

∑
QA

CQ

∣∣∣∣2. (3.42)

This is obtained diagrammatically by inserting the projector, |TFD〉〈TFD|, into the center
7Under special circumstances, namely large-N models, one may be able to factorize the above expression

in terms of correlators of the form Eq. (3.19) [88].
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of Eq. (3.40):

(3.43)

A similar bound was obtained in Ref. [44, 188], conditional on certain assumptions about
operators’ size distributions.

At infinite temperature in the peaked-size regime, we have CQ = eiθQ and the fidelity is
equal to the lower bound:

FEPR =
1

d4
A

∑
Q1,Q2

ei(θQ1
−θQ2

) =

∣∣∣∣ 1

d2
A

∑
QA

eiθQ
∣∣∣∣2. (3.44)

The sum is over d2
A terms, and is unity only when all the operators’ phases are the same.

In the case of a single-qubit teleportation at infinite temperature in the peaked-size regime,
plugging the final table of Section 3.5 into the above equation gives a fidelity:

FEPR =
5

8
− 3

8
cos(ηdgS/N), (3.45)

which oscillates between trivial fidelity (FEPR = 1/4) and unity as a function of the operators’
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size. At finite temperature in the peaked-size regime, we instead find

FEPR =
1

d4
A

∑
Q1,Q2

ei(θQ1
−θQ2

) tr
(
Q†2Q1 ρ

1/2Q†1Q2 ρ
1/2
)

≤ 1

d4
A

∑
Q1,Q2

tr
(
Q†2Q1 ρ

1/2Q†1Q2 ρ
1/2
)

=
1

d2
A

∑
QA

tr
(
QA ρ

1/2Q†A ρ
1/2
)

=
1

d2
A

∑
QA

Gβ(QA).

(3.46)

where the maximum fidelity is again achieved when the correlator phases align. However, its
value is now less than unity, and instead is equal to a sum of various imaginary time Green’s
functions, i.e. the correlator magnitudes [Section 3.5, Eq. (3.38)].

3.6 Peaked-size teleportation at late times
We now introduce the simplest physical example of peaked-size teleportation: telepor-

tation in any scrambling system at late times (after the scrambling time). There are two
distinguishing features of this regime: (i) the circuit can only teleport a single qubit, i.e.
the channel capacity is one, and (ii) as for all peaked-size teleportation, the teleportation
fidelity is suppressed at low temperatures. We also demonstrate that this regime of peaked-
size teleportation, as well as the full quantum circuit implementing the TW protocol, are
equivalent to HPR teleportation of a single qubit. In Section 3.7, we will demonstrate that
the single-qubit late time channel capacity can be overcome at intermediate times in many
scrambling systems.

Teleportation at late times

At late times, the dynamics of a scrambling system can be approximated by a Haar
random unitary8 [111, 210]. In this case, each time-evolved operator, QA(t), becomes a sum
of random Pauli strings, each with probability 1/d2 to be the identity at any individual site.
As a result, time-evolved operators have an average size,

S ≈ (1− 1/d2)N, (3.47)
8This approximation is modified in systems with a conserved quantity. Size distributions in such systems

have been considered in Refs. [130, 204, 205]; at late times (after conserved quantities have diffused across
the entire system), they are expected to be similar to size distributions without a conserved quantity, up to
corrections ∼ 1/N .



CHAPTER 3. MANY-BODY QUANTUM TELEPORTATION VIA OPERATOR
SPREADING IN THE TRAVERSABLE WORMHOLE PROTOCOL 51

and a size width,
δS ∼

√
N, (3.48)

where the scaling is based on the central limit theorem. The K-size distribution takes the
same form, replacing N with K, and is tightly peaked as long as K is large (specifically,
gδSK/K ≈ g/

√
K � 1).

For simplicity, we will focus on late time teleportation at infinite temperature; finite
temperature modifications follow according to Section 3.5. Using Eqs. (3.32-3.33), we find
that the coupling applies a relative phase eig between the identity operator (size zero) and
all non-identity Pauli operators (size above) [176]:

eigV |EPR〉 = eig |EPR〉
eigVQA,l(t) |EPR〉 = QA,l(t) |EPR〉 .

(3.49)

The lack of an applied phase for non-identity Pauli operators corresponds to the vanishing
of 〈V 〉Q at late times, when OTOCs have decayed to zero [see Eq. (3.33)]. From Section 3.5,
we see that whenever

g = π mod 2π, (3.50)
single-qubit teleportation succeeds.

A brief argument shows that late time teleportion of higher dimensional quantum states
is not possible. Consider teleportation of a d-dimensional qudit, with a basis of states |i〉,
i = 0, . . . , d−1. The qudit Pauli operators are generated by the ‘clock’ and ‘shift’ operators:
Z |i〉 = eiω |i〉, with ω = 2π/d, andX |i〉 = |i+ 1〉. The two generators obey the commutation
relation, XZ = e−iωZX. After transposition, each Pauli operator, XpZq, becomes

(XpZq)T = ZT,qXT,p = ZqX−p = e−ipqωX−pZq. (3.51)

Meanwhile, late time dynamics ensure that the coupling applies an overall phase only to the
identity operator. For teleportation to be successful, we would therefore require a decoding
operation, D, that acts as DX−pZqD† ∼ XpZq. Suppose there was such a unitary operator9,
and consider its action on the generators: DXD† = X−1 and DZD† = Z. The above action
implies that commuting the two generators gives a different phase before and after decoding:
DXZD† = e−iωDZXD† = e−iωZX−1 and DXZD† = X−1Z = e+iωZX−1. This is a
contradiction whenever e+iω 6= e−iω, i.e. whenever d > 2.

Equivalence to HPR protocol

We now turn to the equivalence between peaked-size teleportation and teleportation
in the HPR protocol. The latter was originally introduced to recover information in the
Hayden-Preskill thought experiment [111, 263], and is reviewed in detail in Appendix B.2.

9The astute reader may note that this operation is in fact implemented by the anti-unitary operator,
D |i〉 = |−i mod d〉∗. However, if one decomposes state insertion in terms of Pauli operators as |ψ〉〈φ| =∑
QA

cQQA (see Section 3.3), one desires that the entire operator |ψ〉〈φ| be transferred from left to right for
all possible 〈φ|. The preceding anti-unitary operator will complex conjugate the coefficients cQ, thus spoiling
teleportation for any 〈φ| where these are complex.
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Here, we restrict our attention to teleportation in the deterministic variant of the protocol,
of a single qubit at infinite temperature [147, 263]. The protocol takes the form:

(3.52)

where PEPR projects onto an EPR pair between subsystems C on the left and right sides.
The equivalence between this protocol and the TW protocol [Eq. (3.15)] is manifest, with

the only difference being the locality of the coupling. Specifically, the HPR coupling is of
the same general form as the TW coupling [Eq. (3.1)]:

gV ≡ πPEPR =
π

d2
C

∑
PC

PC,l P
∗
C,r, (3.53)

where the sum is over of a complete basis of d2
C Pauli operators on C. However, the op-

erators PC are typically non-local across C, whereas the coupling considered in the TW
protocol was restricted to local operators. As a consequence, the HPR coupling functions as
a binary variable measuring whether or not an operator has support on subsystem C (see
Section 3.4). In contrast, the TW coupling measures the operator size within C, which takes
an approximately continuous range of values when C is large. Crucially, at late times under
scrambling dynamics, the effect of both couplings will be the same: to apply an overall phase
to non-identity operators.

A few additional remarks are in order. First, while the leading order effect of the HPR
and TW couplings is the same, they lead to different finite-size corrections. In particular, in
a fully scrambled system, the variance in the phases applied by the HPR coupling is equal
to the probability of a random Pauli string not having support on C, which is suppressed
exponentially in the size of C, i.e. 1/d2

C . On the other hand, the variance in phases applied by
the TW coupling is suppressed only polynomially, by ∼ g2δS2

K/K
2 ∼ g2SK/K2 ∼ g2/K [see

Eq. (3.48) and the discussion below Eq. (3.34)]. These enhanced phase fluctuations are rele-
vant for finite-size implementations of the TW protocol, as discussed further in Section 3.9.

Second, it has previously been shown that an extended version of the HPR protocol
allows for teleportation of multiple qubits at late times [263]. Because of the equivalence
between the protocols, this extension would also allow for multi-qubit teleportation via the
peaked-size mechanism. However, the enhanced channel capacity comes with a trade-off:
the circuit complexity (measured by the number of applications of the unitary U) grows
exponentially in the number of qubits to be teleported. As we will see in the following
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Figure 3.2: Numerical results for averaged operator size and teleportation fidelity of 1D,
2D, and 0D RUCs. (a-b) In 1D and 2D, sizes grow ballistically in time, while the size width
grows with a slower power of t and matches predictions from the KPZ universality class
(Section 3.7). Because of the separation between the size and size width, the teleportation
fidelity for a single qubit exhibits an oscillatory behavior at intermediate times, with nearly
perfect maximum fidelity. At late times, the teleportation fidelity saturates close to 1 for
odd values of g/π, as expected for any scrambling system (Section 3.6). (c) In 0D all-to-
all coupled RUCs, both the size and size width grow exponentially in time and obtaining
a large separation between them requires encoding the initial state into p-body operators.
With this encoding, the teleportation fidelity displays a distinct three-regime profile for
g � 1. In particular, as in 1D and 2D, peaked-size teleportation succeeds (i) at early times,
with an oscillating fidelity, and (ii) at late times, where the fidelity saturates close to 1 (for
odd g/π). Between these regimes, no teleportation occurs because the size width has grown
too large, gδS/N & 1.

section, this limitation can be overcome by peaked-size teleportation in the TW protocol at
intermediate times, owing to the locality of the TW coupling.

3.7 Peaked-size teleportation at intermediate times
We now turn to analyzing the behavior of peaked-size teleportation at intermediate times,

i.e. before the scrambling time. In this regime, multiple qubits can be teleported given a
certain condition on the growth of time-evolved operators, namely when the overlap of the
operators’ support is sufficiently small.
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We explicitly demonstrate that this condition is satisfied, and multi-qubit teleporation is
possible, in a wide variety of physical systems at infinite temperature. These include random
unitary circuits (RUCs) in ≥1D, for which peaked sizes naturally occur due to local ther-
malization within each operator’s light cone, and time-evolved operators are non-overlapping
due to spatial locality. More surprisingly, we show that multi-qubit peaked-size teleportation
can also be achieved in ‘fast scrambling’, all-to-all coupled systems, including 0D random
unitary circuits and the SYK model (at infinite temperature) [111, 226]. In this case, op-
erators are not spatially separated at any nonzero time; nonetheless, the overlap of their
size distributions remains probabilistically small at sufficiently early times. Furthermore,
we demonstrate that while size distributions of local operators are generically not tightly
peaked in all-to-all systems, peaked size distributions can be engineered in the TW protocol
by encoding one’s initial state into large p-body operators.

Finally, we consider the channel capacity—i.e. the maximum number of qubits that can be
teleported (allowing both g and t to vary)—of peaked-size teleportation in all-to-all coupled
systems. This is an essential question for comparing the capabilities of peaked-size telepor-
tation with those of gravitational teleportation in traversable wormholes [176]. Remarkably,
we provide analytic and numerical evidence that the channel capacity of peaked-size tele-
portation in 0D RUCs, a quite simple microscopic system, is asymptotically equivalent to
that of the gravitational mechanism! Namely, the number of qubits n that can be teleported
scales with the number of couplings in the protocol, n ∼ K.

Multi-qubit teleportation: additive operator sizes

We begin with a few simple examples of multi-qubit teleportation to build intuition.
First, consider a unitary U that factorizes as U = U1 ⊗ · · · ⊗ Un, where each Ui acts on a
disjoint subsystem. If we insert n qubits individually into the n different subsystems, then the
entire protocol decouples into n independent channels and there is no restriction on sending
multiple qubits. This trivial example relies on the fact that U does not scramble information
across the entire system but only within each disjoint subsystem. We see that full scrambling
of information by U in fact inhibits the teleportation protocol’s channel capacity (considered
for a fixed set of qubits and dynamics).

A similar situation occurs even when the dynamics are not factorizable, as long as the tele-
ported qubits are in causally separated regions. For example, consider a (D ≥ 1)-dimensional
system with short-range interactions, where the inserted qubits are spatially separated. At
intermediate times, the time-evolved qubit operators will have support within a local ‘light
cone’ about their initial location, but will continue to act on disjoint subsystems. This
scenario is therefore no different from the previous example and multi-qubit teleportation
remains possible, as long as (i) the size distributions of each operator is tightly peaked, (ii)
the coupling V has support within each qubit’s light cone, and (iii) the light cones of each
qubit are non-overlapping. This final requirement constrains the number of qubits that can
be sent at a given time t. In particular, the light cone of each operator will have a radius vBt
where vB is the butterfly velocity. The maximum number of non-overlapping light cones—
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equal to the total number of qubits n that can be teleported—is therefore n . N/(vBt)
D,

where N is the total system volume.
More formally, we can analyze the success of n-qubit teleportation using the two-sided

correlators, CQ. We are concerned with n-qubit operators Q(t) = Q1(t) . . . Qn(t), where
each Qi ∈ {I,X, Y, Z} is a single-qubit Pauli on the ith teleported qubit. We work at infinite
temperature and assume that sizes are tightly peaked. Teleportation therefore succeeds
whenever all correlators have the same phase.

Inspired by the example of n decoupled protocols, we will take the decoding operator to
be the tensor product, D = Y ⊗. . .⊗Y . The combination of transposition and conjugation by
D thus applies a minus sign to every single-qubit non-identity Pauli operator. An additional
phase is applied by coupling proportional to the size of each operator. For example, for
n = 2 qubits, we have:

QA CQ
1⊗ 1 1
Q1 ⊗ 1 −1× e−iηdgS1/N

1⊗Q2 −1× e−iηdgS2/N

Q1 ⊗Q2 (−1)2 × e−iηdgS12/N

where Si and Sij are shorthand for S[Qi(t)] and S[Qi(t)Qj(t)]. In order for all correlators
to have the same phase, we require that ηdgS1/N = ηdgS2/N = π mod 2π, and that the
operator sizes add, such that e−iηdgS12/N ≈ e−iηdg(S1+S2)/N = ei(π+π) = 1.

This requirements generalize straightforwardly to n qubits. Specifically, teleportation
succeeds whenever the single-qubit operator sizes obey ηdgSi/N = π mod 2π and the multi-
qubit operator sizes add under operator multiplication:

S[Q1(t)Q2(t) . . . Qn(t)]

≈ S[Q1(t)] + S[Q2(t)] + . . .+ S[Qn(t)].
(3.54)

This latter requirement implies that the phases applied by the coupling, eigV , factorize, and
allows the n qubits to be teleported ‘in parallel’ as in the previous simple examples.

The size addition requirement naturally bounds the channel capacity in terms of the
number of couplings, K. Specifically, the K-size takes integer values between 1 and K.
However, the requirement that all three single-qubit Pauli operators have the same K-size
increases the minimum K-size to 2. From Eq. (3.54), this implies that an n-qubit operator
has a K-size of at least 2n, which is only possible if

2n ≤ K. (3.55)

Indeed, this strict upper bound can also be understood from an information theoretic per-
spective: teleporting n qubits requires an increase of 2n in the mutual information between
the left and right sides of the system. Each of the K classical bits sent from left to right in
Fig. 6.1(a) increases the mutual information by at most 1, so at least 2n bits are required.
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≥1D random unitary circuits

As a first concrete example of intermediate time peaked-size teleportation, we consider a
random unitary circuit (RUC) applied to a lattice of N qubits in one or higher dimensions.
At each time step, pairs of neighboring qubits are evolved via independent Haar random
unitaries arranged in a ‘brick-layer’ fashion, with periodic boundary conditions [Fig. 3.2(a,b)].
Operator growth in such systems has been studied at great length, and is believed to be a
good model for many aspects of information scrambling under Hamiltonian dynamics [130,
159, 187, 205, 232, 249]. We extend these previous studies by demonstrating new results
on the behavior of the operator size width—i.e. power-law scaling at intermediate times
and suppression at late times—which we show can be detected by the teleportation fidelity
(Fig. 3.3).

A key property of Haar random unitary circuits is that the expectation values of many
circuit quantities can be computed by replacing the Haar random unitaries with randomly
chosen Clifford unitaries, thereby enabling efficient classical simulation [64, 187]. Generally,
this equivalence holds for any quantity that contains no more than two copies each of U and
U † (e.g. the Renyi-2 entropy, or the OTOC); however, for systems of qubits, this property
holds for up to three copies [142, 250, 274]. From Eq. (3.41), we see that the teleportation
fidelity contains three copies of U and U †, so the average fidelity is efficiently simulable10.
Moreover, by definition, the size distributions of operators under Clifford dynamics are per-
fectly tightly-peaked, since a Pauli operator QA evolved under a Clifford unitary remains a
single Pauli string. Hence, the teleportation fidelity can be computed using the simplified
expression given in Eq. (3.44).

In more detail, we calculate the average EPR fidelity for teleporting n qubits through the
following procedure. First, we choose a particular realization of U by sampling each 2-qubit
unitary from a uniform distribution of 2-qubit Clifford unitaries. Second, we determine the
K-size of UQAU

† for each n-qubit Pauli operator, QA, or, if n is large, for a random subset
of these operators; such simulations can be performed efficiently with a time cost that scales
linearly with the circuit depth. Third, we compute the fidelity for a given coupling g using
Eq. (3.44), with the phases θQ = ηdgSK/K + πS[QA(0)], where the latter term captures the
fact that decoding and transposition apply a minus sign for each non-identity element of the
initial QA. Finally, we average the EPR fidelity over multiple realizations of U .

The results of these simulations for n = 1 qubit in 1D and 2D are shown in Fig. 3.2(a,b).
As expected, the average operator size grows ballistically, S ∝ tD, until the operator’s light
cone reaches the edge of the system, at which point the size saturates to 3/4N . While
the behavior of the size width is more complex, in both dimensionalities it grows more
slowly than the average size. This implies that the size distribution is tightly-peaked and
the teleportation fidelity can be approximated by F = 5

8
− 3

8
cos(ηdgS/N) [Eq. (3.45)].

We verify that the time profile of the fidelity follows this prediction, and nearly perfect
fidelity is achieved when ηdgS/N = π mod 2π. In Appendix B.5, we also demonstrate that

10For higher-dimensional qudits, while we cannot efficiently simulate the teleportation fidelity, we can still
calculate the correlators Eq. (3.19), which lower bound the fidelity via Eq. (3.42).
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ηdgδS/N = 1

Figure 3.3: Probing operator size width in a 1D RUC. (top) The size width initially grows
as t1/2 and reaches a peak at the scrambling time t∗ ∼ N = 10000. (bottom) We probe
this behavior by measuring the teleportation fidelity of a single qubit with a large coupling
g = 57π ∼

√
N . The fidelity exhibits a distinct decay-revival profile, controlled by whether

the size width has exceeded the threshold gδS/N ≈ 1: nearly perfect fidelity initially, power
law decay towards a trivial fidelity at intermediate times, and partial revival at late times.

teleportation of n > 1 qubits is also possible at intermediate times, as long as their light
cones do not overlap.

Probing the size width—Let us now turn to the time profile of the size width, which
exhibits a peak near the scrambling time in both 1D and 2D. Qualitatively, this behavior
arises from fact that the size width receives contributions from two sources: the interior of
the light cone, and the boundary of the light cone. Within the light cone, we expect a ≥1D
system with a small local Hilbert space to ‘locally thermalize’ as the operator spreads. This
implies that the bulk’s contribution to the size width scales as δSbulk ∝

√
S ∝ tD/2 and

saturates at the scrambling time. Second, the size width also receives contributions from the
light cone’s boundary, which has not yet thermalized. At late times, the boundary of the
light cone reaches the edge of the system and these additional contributions subside, leading
to the peak in the size width at the scrambling time.

To quantify these effects, we note that the growth of operators in ≥1D RUCs is predicted
to fall in the Kardar–Parisi–Zhang (KPZ) universality class [127, 187]. In 1D, fluctuations
in the light cone boundary have been verified numerically to have a growing width ∼ tα with
the KPZ growth exponent α = 1/2 [187]. This implies that the contribution of the boundary
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to the size width is δSboundary ∝ t1/2, and the full width is

δS =

{
(αbulk + αboundary)t

1/2, t . tscr
αbulkt

1/2
scr , t & tscr

(3.56)

We note that the maximum size width relative to the late-time size width is a constant set
by (αbulk + αboundary)/αbulk. Comparing the size width of multiple system sizes, we observe
excellent agreement with predicted scalings over a wide range of system sizes (Appendix B.5).

The time profile of the size width is directly observable in the peaked-size teleportation
fidelity if we scale g ∼ t

1/2
scr ∼ N1/2. In particular, by setting N/g to lie between the maximum

size width and the late time size width, we observe a distinct decay-revival profile for the
teleportation fidelity (Fig. 3.3). At early times, we observe successful teleportation with
an oscillating fidelity. The fidelity decays slowly, as a power law in time, as it receives
corrections proportional to the growing size variance ∼ g2δS2/N2. After the scrambling
time, we see a revival in the teleportation fidelity as the size width narrows. The lack of a
parametric separation between the maximum and late time size widths means that late time
teleportation will also have some finite error for this value of g.

In 2D, we find that the scaling of the size width also matches predictions from the KPZ
universality class. In this case, the width of the boundary scales as ∼ tα, with α = 1/3 [187].
However, to calculate the boundary’s contribution to the size width, one must take into
account two additional considerations. First, the boundary is 1-dimensional, so its length
trivially grows in time as ∼ t. Second, fluctuations of the boundary are expected to have a
finite correlation length, ξ ∼ t1/z, where z = 3/2 is the KPZ dynamic exponent [59]. Thus,
the boundary can be modeled as nξ ∼ t/ξ = t1/3 uncorrelated regions, each of length ξ. Each
region contributes ∼ ξtα to the size width; adding the uncorrelated contributions from all
regions yields a total size width δS ∼ √nξ ξ tα = t1/6+2/3+1/3 = t7/6.

The time profile of the size width in 2D is thus given by

δS =

{
βbulkt+ βboundaryt

7/6, t . tscr
βbulktscr, t & tscr

(3.57)

We confirm these scalings in our numerics (Fig. 3.2(b) and Appendix B.5). Notably, the
size width is now dominated by the boundary contribution at intermediate times, such that
the ratio of the maximum size width to the late time size width scales as t1/6scr ∼ N1/12. As
in 1D, one can probe this behavior using the peaked-size teleportation fidelity, now with
g ∼ N/t

7/6
scr ∼ N5/12. We emphasize that in 2D, the scaling of the size width is determined

by correlations between different points on the light-cone boundary. This goes beyond the
behavior studied in previous works on RUCs, which focus on quantities probed by local
OTOCs.

0D random unitary circuits

We now turn to random unitary circuits in zero dimensions, a prototypical model for
‘fast scramblers’ [111, 226]. These circuits are constructued as follows: at each time-step,
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we partition the N qubits into randomly chosen pairs, and apply independent Haar random
2-qubit unitaries to each pair.

Below we analyze such circuits using theoretical arguments, in combination with numeri-
cal simulations via Clifford circuits. As the later parts of our analysis are rather technical, we
briefly summarize the main results: (i) peaked size teleportation remains possible but only
if the input state is initially encoded in non-local, p-body operators; (ii) even though there
is no complete separation of operator light cones, size addition still occurs at intermediate
times in a probabilistic sense and enables mutli-qubit teleportation; and (iii) the maximum
channel capacity is linear in the number of coupled qubits, K. These results are depicted
numerically in Fig. 3.2(c) and 3.4.

Peaked sizes—In all-to-all coupled systems, operators are generally expected to grow
exponentially in time, S ∼ eλt, where λ is the Lyapunov exponent [226]. The reason is sim-
ple: at each time step, every term in an operator—rather than just those on a ‘light-cone’
boundary—has a fixed probability of spreading under random pairwise unitaries. A some-
what less intuitive expectation is that the size width also generally grows exponentially [202].
One way of understanding this is by imagining two realizations of the dynamics: in one re-
alization the initial operator doubles at the first time and in the other it does not. In effect,
the latter system now lags behind the former by one time step, ∆t, and the difference in
their sizes at later times will be exponentially magnified, to eλt(1− e−λ∆t).

The lack of separation between the size and size width seems to preclude the possibility
of peaked-size teleportation at intermediate times. Nevertheless, we can engineer such a
separation by encoding the information of each input qubit into p-body operators, with
p� 1 [88]. As an example, consider encoding a single qubit into p = 5 qubit operators via

E(X ⊗ 1⊗ 1⊗ 1⊗ 1)E† = Z ⊗X ⊗X ⊗ Y ⊗ Z
E(Y ⊗ 1⊗ 1⊗ 1⊗ 1)E† = Y ⊗ Z ⊗ Z ⊗X ⊗ Y
E(Z ⊗ 1⊗ 1⊗ 1⊗ 1)E† = X ⊗ Y ⊗ Y ⊗ Z ⊗X,

(3.58)

Here, E is a Clifford unitary encoding operation that conjugates state insertion and decoding
[explicitly, replacing U → UE,U∗ → U∗E∗, and UT → ETUT in Fig. 6.1(a)]. The success of
teleportation is now dependent on the size distributions of time-evolved p-body operators,
QA(t) = UEPE†U †, where P runs over the initial unencoded single-qubit Pauli operators. As
we will soon verify explicitly, before the scrambling time the support of each of the p operators
composing QA will be approximately non-overlapping, so that their size distributions will
convolve. Thus, the total operator size is multiplied by a factor of p but, through the central
limit theorem, the size width is multiplied only by √p.

In more detail, consider the size growth of an operator, QA, with initial size S0 = p.
During a single time step, each qubit i in the support of QA(t) is paired with another
random qubit; for simplicity, we assume the second qubit is outside the support of QA(t),
which should be valid at times well before the scrambling time. Under random two-qubit
Clifford time-evolution, QA(t) grows to have support on both qubits with probability ν =
1− 2(d2− 1)/(d4− 1) (9/15 for qubits). The operator size, St, therefore grows stochastically
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in time, according to

St+1 = St +
St∑
i=0

si

= St + Bit(St, ν)

≈ (1 + ν)St +
√
Stν(1− ν)Nt(0, 1)

(3.59)

where each si is a binary random variable that increases the size by 1 with probability ν and
0 with probability 1− ν, and Bit(St, ν) denotes the binomial distribution with St trials and
probability ν, which we can approximate as a normal distribution, Nt(νSt,

√
Stν(1− ν)).

The size at time t can thus be written as a sum of random variables drawn at each time step:

St ≈(1 + ν)tp

+
√
ν(1− ν)

t−1∑
t′=0

(1 + ν)t−t
′−1
√
St′ Nt′(0, 1)

(3.60)

from which we see that the average size grows exponentially in time with Lyapunov ex-
ponent eλ = 1 + ν. Deviations arise at each time step t′, with typical magnitude
(1 + ν)t−t

′−1
√St′ ≈ (1 + ν)t−1−t′/2√p. Since this decays exponentially in t′, we can ap-

proximate the total variation, δSt, as the largest term in the sum (t′ = 0), which has
magnitude

δSt ∼ (1 + ν)t−1√p ≈ St√
p
. (3.61)

As anticipated, the size width is dominated by early time errors that have exponentially
grown in time, so that the ratio of the size width to the size remains constant at ∼ 1/

√
p

(after some period of growth from its initial value, 0).
To support these claims, we numerically simulate the time-evolved size distribution of

operators with an initial size p ≈ 1000 [Fig. 3.2(c)]. As expected, we observe that the average
size grows exponentially as ∼ peλt and saturates at a timescale t∗ ∼ log(N/p). Moreover, the
size width grows at the same exponential rate but its magnitude is suppressed by a factor of√
p compared to the average size.
To verify that this allows for teleportation, we next compute the fidelity for teleporting

a single qubit, in the regime g � 1. As shown in Fig. 3.2(c), teleportation occurs with near
perfect fidelity beginning at t ≈ t∗ − log(gp), corresponding gS/N ≈ 1. Thereafter, the
teleportation fidelity decreases exponentially in time, consistent with the increase of the size
width. At time t ≈ t∗−log

(
g
√
p
)
, teleportation stops succeeding entirely, since the size width

has reached the limit δS/N ∼ 1. Finally, at late times t ≈ t∗− log(p), the fidelity revives as
the system becomes fully scrambled and the operator size width narrows to δS ∼

√
S.

Size addition—We now turn to the possibility of teleporting multiple qubits in 0D RUCs.
Within the peaked-size regime, this reduces to the question of whether operator sizes add
according to Eq. (3.54). Satisfying this requirement in all-to-all coupled systems is not as
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trivial as in ≥ 1D, since time-evolved operators typically act on overlapping subsystems at
any finite time. Nevertheless, we now provide a simple argument for why size addition holds
despite this.

To do so, we model each time-evolved Pauli operator Qi(t) as an independent random
Pauli string of size S[Qi]. Consider two such strings, P1 and P2, with support on regions A1

and A2 and sizes S[P1] = |A1| and S[P2] = |A2|. The size of the product, P1P2, is the size
of the union A1 ∪A2, minus the number of sites where the two strings overlap and have the
same single-qubit Pauli operator. This occurs with probability 1/(d2− 1) = 1/3 at each site
in the region A1 ∩ A2, giving

S[P1P2] ≈ |A1 ∪ A2| −
1

3
|A1 ∩ A2|

= S[P1] + S[P2]− 4

3
|A1 ∩ A2|.

(3.62)

The deviation from the simple additive rule S[P1P2] = S[P1] + S[P2] is thus controlled by
|A1 ∩ A2|. If the Pauli strings P1, P2 have independently random areas of support, the size
of this intersection scales as:

|A1 ∩ A2| ∼ S[P1]S[P2]/N, (3.63)

which is subleading to S[Pi] at intermediate times (when S/N � 1). To derive this, note that
the probability for both strings to have support on a given qubit is ∼ (S[P1]/N)(S[P2]/N);
summing over N qubits gives the above result.

For n-qubit teleportation, one must consider the combined size, S[P1 . . . Pm], of m inde-
pendent Pauli strings, wherem takes a typical valuem ≈ 3n/4 (a typical n-qubit operator has
non-identity support on 3n/4 qubits). In general, this quantity will receive corrections from(
m
k

)
different k-way intersections of the strings, for all 2 ≤ k ≤ m. For random Pauli strings,

the expected size of these intersections scales as N |A1 ∩ . . . ∩ Ak| =
∏k

i=1
|Ai|
N
∼ Sk/Nk−1,

where S ∼ |Ai| is the typical size of a single Pauli string [see Eq. (3.63) above]. For a
given k, the correction to size addition will be the sum of

(
m
k

)
∼ mk different intersections

and therefore scales as mS(mS/N)k−1. These corrections can be neglected if they are small
compared to the total size; this occurs when mS � N , which corresponds to a timescale
much less than the scrambling time.

To demonstrate this claim, we numerically simulate the teleportation protocol with n > 1
qubits in the regime 1� p, np� K [Fig. 3.4]. Analogous to single-qubit teleportation, the
teleportation fidelity exhibits oscillations beginning at t ≈ t∗ − log(gp), and vanishes at
t ≈ t∗ − log

(
g
√
pn
)
due to the growth of the combined size width. However, in contrast

to the single-qubit case, teleportation of multiple qubits is not possible at late times, t &
t∗ − log(gpn), as predicted in Section 3.6. Interestingly, between these two regimes, we
observe a partial revival of the fidelity: this indicates that the operator size widths begin to
narrow before the additive condition is completely invalidated.

Error analysis—While we have confirmed that multi-qubit teleportation can be achieved
in certain ideal limits, a key question remains: how does the maximum number of qubits that
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can be teleported scale as a function of K, i.e. what is the protocol’s channel capacity? To
answer this question, we now estimate how deviations from these ideal limits lead to errors
in peaked-size teleportation and ultimately constrain the channel capacity. Throughout this
discussion, we assume that the size, S, is extensive, but K is not; this is the natural regime
for probing the channel capacity of the protocol at intermediate times, and is the physical
scenario in the context of traversable wormholes [176]. The details of this and the following
subsection are quite technical in nature, and may be skipped by most readers.

In summary, we identify four distinct sources of error in the multi-qubit teleportation
fidelity, F = 1− ε:

1. Errors due to finite p: ε ∼ ng2S2
K/K

2p

2. Errors due to finite K: ε ∼ ng2SK/K2

3. Errors due to imperfect size addition: ε ∼
[
n2g2S4

K/K
4 + . . .

]
, where ellipses indicate

higher orders in (nSK/K)2

4. Errors due to fluctuations in size addition: ε ∼
[
n2g2S2

K/K
3 + . . .

]
, where ellipses

indicate higher orders in nSK/K
We discuss each of these errors in detail below.

The first and second sources of error are due to imperfectly peaked K-size distributions.
The K-size width receives contributions from finite-p corrections, ∼ SK/√p, and finite-K
corrections, ∼ √SK [see the discussion below Eq. (3.34)]. To translate these into errors in
the teleportation fidelity, we multiply the size width by g/K and take the square. This gives
fidelity errors ∼ g2S2

K/pK
2 and ∼ g2SK/K2 per teleported qubit.

The third and fourth sources of error arise from imperfect size addition. This leads both
to ‘systematic’ errors, due to the average overlap of operators, as well as ‘sampling’ errors,
due to random fluctuations in this overlap. We begin with the systematic errors: as we recall,
the size addition of m time-evolved operators receives corrections from k-way overlaps of the
operators, each scaling as ∼ mSK(mSK/K)k−1, for 2 ≤ k ≤ m (rescaling our previous results
to the K-size instead of the size). The nonlinear dependence on m indicates that sizes do
not add perfectly. Nevertheless, when teleporting an n-qubit initial state for large n, we
can correct for the above effect at leading order by using a linear approximation for mk

about its typical value, (3n/4)k. This leads to an effectively smaller operator size, which can
be observed in the reduced frequency of the fidelity oscillations for 10-qubit teleportation
compared to 1-,3-qubit teleportation in Fig. 3.4(a). The leading errors after this shift are
quadratic in δm ≡ m−3n/4, which has a typical magnitude δm ∼ √n. Multiplying by g/K
and taking the square, we therefore find multi-qubit fidelity errors∼ (gSK/K)2(nSK/K)2k−2;
at leading order k = 2, this gives ∼ n2g2S4

K/K
4.

Finally, each intersection above is subject to additional random fluctuations about its
average value. When operator sizes are much smaller than the system size, we can treat
each intersection as arising from a binomial process, in which case fluctuations are propor-
tional to the square root of the intersection’s average size (see Appendix B.6 for a detailed
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accounting). These add in quadrature for ∼ nk overlaps, producing a total fidelity error
∼ (g2/K)(nSK/K)k.

Channel capacity— To define the channel capacity of the teleportation protocol, we fix
a per qubit error threshold εth, and determine the maximum number of qubits that can be
sent while maintaining a multi-qubit fidelity above this threshold11, i.e. F ≥ 1 − n εth. We
are interested in how the channel capacity scales with the number of couplings, K, while
allowing both g and SK (determined by the evolution time) to vary.

In 0D RUCs, all errors increase with g, so it is optimal to set g to its minimal value,
ηdgS/N = π. This gives a per qubit error

ε

n
∼1

p
+

1

SK
+

[
nS2

K

K2
+ . . .

]
+

[
n2

K
+ . . .

]
. (3.64)

The first term is negligible in the large p limit and so we will neglect it from here on.
We minimize the remaining terms with respect to SK . There are two relevant regimes.

For n .
√
K, the minimum is determined entirely by the leading order contributions in

nSK/K to the error (i.e. neglecting the ellipses). Taking the derivative and setting to zero,
we have the minimum at S(1)

K ∼ K2/3/n1/3. As we increase n, the optimal size approaches the
value S(2)

K ∼ K/n. At this point, size addition errors of all orders (i.e. the ellipses) become
large, and so the true minimum becomes fixed just below S(2)

K . This crossover between these
two minima occurs at n ∼

√
K, at which S(1)

K ∼ S
(2)
K .

The above minima give two distinct scalings for the per qubit error and thus the channel
capacity. The first minimum has a per qubit error ε(1)/n ∼ (n/K2)1/3, which gives rise to a
superlinear channel capacity, n . ε3thK

2. However, as we increase K, this capacity eventually
surpasses the value

√
K. Above this, the optimal size is given by the second minimum, which

has an error ε(2)/n ∼ n/K, and thus the channel features an asymptotically linear capacity,

n . εthK. (3.65)

This is a stronger instance of the strict general bound Eq. (3.55). Intuitively, this channel
capacity arises because the individual K-sizes must be large, SK � 1, for the K-size to
be tightly peaked, while at same time the combined K-size must be much smaller than K,
nSK � K, for the K-sizes to add; hence n� K.

We test this scaling numerically by simulating the teleportation protocol and measuring
the per qubit fidelity, F (1)

EPR, as a function of n and K. Specifically, for each value of K, we
sweep the number of qubits n and determine the maximum qubits that can be sent before
the infidelity exceeds a threshold, 1−F (1)

EPR = εth. These results are shown in Fig. 3.4(b) and
exhibit a clear linear trend across two orders of magnitude, confirming our prediction of a
linear channel capacity.

11We note that this definition of channel capacity differs from more conventional definitions [189]; we do
not expect this difference to qualitatively affect the scaling of the channel capacity with K, as the fidelity
drops off steeply above the capacity [Fig. 3.4(b)].
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Figure 3.4: Teleportation of multiple qubits in 0D RUCs. (a) Many-body teleportation
fidelity, FEPR, as a function of time for teleporting n = 1, 3, 10 qubits with fixed coupling
strength (g = 177π). Compared to a single qubit, the decay-revival profile for multiple
qubits is shifted to earlier times, since multi-qubit operators both have a larger size width
and saturate the system size earlier. Moreover, multi-qubit teleportation is not possible
at late times, resulting in a trivial late-time fidelity (Sec. 3.6). (b) Numerical results for
the channel capacity nmax as function of the number of coupled qubits K, which exhibit a
clear linear scaling. To determine the channel capacity, we compute the maximum per qubit
fidelity F (1)

EPR for a fixed number of qubits, n, and couplings, K, while allowing the coupling
strength, g, and evolution time to vary. For fixed K, F (1)

EPR decreases as the number of qubits
n is increased, as depicted in the inset for K = 9000. The channel capacity nmax is defined
as the maximum number of qubits for which the fidelity is above a fixed threshold (dashed
line).

A few final remarks are in order. First, while in principle the per qubit fidelity can be
calculated by taking the nth root of the full n-body fidelity, this approach is numerically
unstable for large n. Thus, we instead compute the fidelity of a single qubit, while trying
to send multiple qubits, using an approach derived in Appendix B.5. This amounts to
performing a sum analogous to Eq. (3.44), but only including pairs of Q1 and Q2 that are
equal on all sites except for one.

Second, the range of system parameters that lie within the linear scaling regime is ulti-
mately constrained by the finite total system size, N = 108. In particular, to maximize the
linear scaling regime, we choose p = 101 and εth = 0.07. The former ensures that finite-p
errors are negligible, while the latter allows the number of qubits at the threshold to be
large enough to access the n &

√
K regime but small enough that the operators are initially

dilute, i.e. n� N/p.
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Large-q SYK model: infinite temperature

We now demonstrate peaked-size teleportation in a 0D Hamiltonian system, the large-
q SYK model, at infinite temperature. While teleportation at low temperatures in the
SYK model is known to succeed via the gravitational mechanism, teleportation at infinite
temperature was discovered only recently [88]. In addition to showing that this mechanism
is in fact peaked-size teleportation, we also find that, remarkably, all qualitative aspects of
this teleportation match those of 0D RUCs.

The large-q SYK model is defined by the Hamiltonian [173, 202]:

H = iq/2
∑

1≤j1≤...≤jq

Jj1,...,jqψj1 . . . ψjq , (3.66)

where ψi are Majorana fermions, {ψi, ψj} = 2δij, and the couplings are drawn independently
from a Gaussian distribution with zero mean and a variance 〈J2

j1,...,jq
〉 = J2/2q

(
N−1
q−1

)
. This

model is exactly solvable at all temperatures in the large-q, large-N limit [173, 202].
To construct the teleportation protocol for the SYK model, we first define the N -fermion

EPR state,
ψj,l |FEPR〉 ≡ −iψj,r |FEPR〉 , ∀ j = 1, . . . , N (3.67)

From this, the TFD state is obtained as before,

|TFD〉 ≡ e−βHl/2 |FEPR〉 . (3.68)

For the two-sided coupling, we consider the simple bilinear interaction,

V =
1

2qN

N∑
j=0

iψj,lψj,r, (3.69)

which measures the size of operators in the Majorana string basis, divided by qN [202, 208].
As in 0D RUCs, the size and size width of time-evolved operators in the SYK model

increase exponentially in time, and exhibit a large separation only when initially encoded in
p-body operators. To see this, we can generalize previous computations of size distributions
in the large-q SYK model [202] to initial p-body operators, ψ = ψ1ψ2 . . . ψp; this relies on
the factorization of SYK correlation functions in the large-N limit [88]. After the relaxation
time (t & 1/J), but before the scrambling time (t . log(N/p)/J), the size and size width
are:

S ≈ p

2
e2Jt, δS ≈

√
2qp

4
e2Jt. (3.70)

The scaling δS ∼ S/√p matches that found for 0D RUCs; in particular, ensuring a large
separation between the size and size width requires p � q. Note that our condition for
peaked size distributions depends on the (large) parameter q, through the size width.
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This large separation suggests that peaked-size teleportation is possible at early times in
the large-p limit. To verify this, we analyze the two-sided correlator, which is given by [90]

Cψ(t) = 〈e−igV ψr(−t)eigV ψl(t)〉

=

(
1

1 + i g
N

1
4
e2Jt

)2p/q (3.71)

at infinite temperature before the scrambling time12. For large p and early times, we can
approximate the correlator as

Cψ(t) ≈ exp

(
−i g
qN

p

2
e2Jt

)
, (3.72)

using (1 + ix)m ≈ eimx, valid when mx2 ≡ 2p
q

(
g
N

1
4
e2Jt
)2 � 1. We refer to this regime as

the “early time regime”, and analyze its analog in large-N systems at finite temperature in
Section 3.8.

Crucially, as expected for peaked-size teleportation, the early time correlator consists
of an overall phase equal the average operator size, Eq. (3.70), multiplied by g/qN . This
indicates that teleportation succeeds with nearly maximal fidelity beginning when gS/qN ≈
1. Based on its similarity with 0D RUCs, we expect that teleportation in this regime is
capable of teleporting O(K) qubits (Table 3.1); however, we do not calculate this explicitly.
Teleportation continues to succeed until the above approximation breaks down, which occurs
when the size width, δS, becomes of order (g/qN)−1. As for all scrambling systems, the two-
sided correlator is expected to revive at late times, t & log(N/p)/J , at which point the sizes
saturate the entire system [90, 176] (see Section 3.6); this is not reflected in Eq. (3.71), which
is valid only before the scrambling time.

3.8 Interplay between peaked-size and gravitational
teleportation

In this section, we seek to understand the interplay between peaked-size and gravita-
tional teleportation. A central theme in this understanding is a comparison between the
size distribution introduced in Section 3.4, and the winding size distribution introduced in
Ref. [44, 188].

To illustrate the distinction between these distributions, consider a time-evolved Majo-
rana fermion operator, decomposed in a basis of Majorana strings, χ [202, 208]:

ψ(t)ρ1/2 =
∑
χ

cχχ. (3.73)

12The inclusion of e−igV in the correlator applies a phase e−ig to the bra on the left side, which conveniently
subtracts off the constant term in V ’s relation to operator size [Eq. (3.25)].
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From this decomposition, one defines the size distribution [202, 208],

P (S) =
∑

χ :S[χ]=S

|cχ|2, (3.74)

and the winding size distribution [44, 188],

f(S) =
∑

χ :S[χ]=S

c2
χ, (3.75)

where S[χ] is the size of the string χ. Note that the size distribution is real-valued, while
the winding size distribution may be complex.

The teleportation correlators [under coupling Eq. (3.69)] are, in fact, directly related to
the winding size distribution [44, 188]:

Cψ(t) = −i
∞∑
S=0

e−igS/qNf(S), (3.76)

which can be derived by explicitly plugging Eq. (3.73) into the teleportation correlator. The
size distribution, by contrast, is related to “one-sided” correlation functions, e.g. Eq. (3.31),
where both instances of the time-evolved operator appear on the same side of the TFD
state [202].

Despite this distinction, we have so far been able to analyze teleportation using the size
distribution, as opposed to the winding size distribution, because the two are equal in two
circumstances. The first is at infinite temperature, where the coefficients cχ are real because
ψ(t) is Hermitian. The second has been precisely our focus: when size distributions are
perfectly tightly peaked, in which case both distributions approach a delta function.

In what follows, we describe several scenarios in which the distinction between the two
distributions becomes relevant. First we begin in large-N systems, where large-N factoriza-
tion provides a precise relation between the teleportation correlator and the OTOC at early
times. We find that, even in the presence of the large-p encoding, the correlator deviates
from the peaked-size prediction whenever the OTOC contains an imaginary part. Large-
N systems encompass both peaked-size and gravitational teleportation—our results suggest
that the former occurs in systems where the OTOC is real (e.g. at infinite temperature with
large-p encoding, see Section 3.7), while the latter occurs where the OTOC is imaginary (e.g.
at low temperature in SYK) [103, 134]. Second, we review recent results showing that this
deviation eventually leads an O(1) correlator magnitude when the winding size distribution
takes a particular form, thereby enabling teleportation with unit fidelity (see Section 3.3).
This is conjectured to be the microscopic origin of gravitational teleportation [44, 188], and
so we expect it to occur only in low temperature models with a gravity dual. Third, we
return to teleportation in the large-q SYK model and show that this model interpolates
between gravitational teleportation at low temperatures and peaked-size teleportation at
high temperatures. Surprisingly, this interpolation occurs despite the fact that the large-p
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encoding ensures a large separation between the size and size width, i.e. the size distribution
naively appears tightly peaked, even at low temperatures. Finally, motivated by this smooth
interpolation, we conclude this section by searching for a ‘dual’ description of peaked-size
teleportation in a bulk gravitational theory. In particular, we argue that strong stringy
effects lead to the same qualitative features as peaked-size teleportation.

Early time teleportation in large-N systems

In Section 3.4, we saw that for peaked-size operators the teleportation correlator depends
only on the first moment of the size distribution, i.e. the average size [Eq. (3.31)]. We will
now show that a more general relationship holds for large-N systems at early times, where we
substitute the average size with the first moment of the winding size distribution. Specifically,
using Eqs. (3.9-3.14), the first moment of the winding size is given by a two-sided OTOC:

(3.77)

using Eqs. (3.9-3.14). This differs from the one-sided OTOC, for probing the average size
[Eq. (3.31)], in terms of the placement of the thermal density matrix.

To relate the OTOC and the teleportation fidelity, we consider two simplifying assump-
tions. First, we focus on 0D large-N systems, e.g. the SYK model, with a p-body initial
encoding. In such systems, the teleportation correlator in fact factorizes into a product of
single-body correlators (up to 1/N corrections) [88]:

Cψ(t) =
〈
e−igV ψr(−t)eigV ψl(t)

〉
≈
[
〈e−igV ψ1,r(−t)eigV ψ1,l(t)〉

]p
,

(3.78)

where ψ1 is a single-body operator.
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Second, generalizing Eqs. (3.34, 3.72), we consider sufficiently early times to work at
leading order in g13:

Cψ(t) ≈ e−igp〈V 〉
[
〈ψ1,rψ1,l〉+ ig〈ψ1,r V ψ1,l〉+ . . .

]p
≈ e−igp〈V 〉〈ψ1,rψ1,l〉p

[
exp

(
igp
〈ψ1,r V ψ1,l〉
〈ψ1,rψ1,l〉

)
+ . . .

]
= (−iGβ)p exp

(
−igp

2q

[
OTOC2

Gβ

−Gβ

])
+ . . .

= (−iGβ)p exp

(
−i gp

2qN
GβF2(t)

)
+ . . .

(3.79)

where Gβ = i〈ψ1,rψ1,l〉 = tr
(
ρ1/2ψ1ρ

1/2ψ1

)
is the imaginary time Green’s function, and F2(t)

is the first-order, connected component of the two-sided OTOC [Eq. (3.77)],

OTOC2 ≈ G2
β

(
1 +

1

N
F2(t) + · · ·

)
. (3.80)

Similar to Eq. (3.34), the leading correction to Eq. (3.79) is ∼ pg2[〈V 2〉ψ − 〈V 〉
2
ψ /Gβ], and

the approximation holds when this is small.
Let us now consider the behavior of the teleportation correlator, Eq. (3.79), under

different physical scenarios. We focus on chaotic systems during the so-called Lyapunov
regime, which occurs between the thermalization time, t ∼ O(1), and the scrambling time,
t ∼ O(logN). In this regime, the connected OTOC is characterized by a simple exponential
F2(t) ∼ eλt with a prefactor that is generally complex. As a result, we expect the telepor-
tation correlator to exhibit two distinct effects: (i) the real part of F2(t) causes rapid phase
oscillations in the teleportation correlator, while (ii) the imaginary part increases/decreases
the teleportation correlator magnitude, depending on the sign of the coupling g.

At infinite temperature, F2(t) is strictly real and thus only effect (i) can occur. Indeed,
in this case, the two-sided OTOC directly measures the operator size and Eq. (3.79) is
equivalent to Eq. (3.34). It follows that peaked-size teleportation can be achieved with
perfect fidelity: the teleportation correlator magnitudes are equal to one due to the infinite
temperature, and their phases can be aligned by tuning g or t. More generally, at finite
temperature, F2(t) contains both a real and imaginary part, and the real part—which leads
to effect (i)—is formally distinct from the first moment of the size distribution. Rather,
recent work has shown that Re{F2(t)} is computable via a ladder diagram identity and
is physically interpreted as a ‘branching time’ [103, 268]. Here teleportation is similarly
possible by tuning g or t to align the correlator phases, however the teleportation fidelity is
bounded from above if the correlators do not have magnitude one (Section 3.3).

13In the first line, we use the fact that the thermofield double state has peaked size [202] to pull e−igV
outside the correlator. In the second line we use the expansion (1 + ix)m ≈ eimx. In the third line we use
〈V 〉 = i〈ψ1,lψ1,r〉/2q = −Gβ/2q.
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At the opposite extreme, effect (ii) is dominant in systems with a gravity dual [103,
134] (as well as other maximally chaotic systems, e.g. maximally chaotic 2D CFTs with a
large central charge [92]). In such cases, F2(t) is mostly imaginary and leads to the growth
(or decay) in the magnitude of the correlator. This opens the door to magnitudes greater
than the two-point function, |Cψ(t)| > Gβ, which is not possible in peaked-size teleportation
(Section 3.5). Interpolating between the two above limits, it has been conjectured that the
prefactor of F2(t) is proportional to eiλβ/4π [103, 134]. This would imply that the imaginary
part is dominant if and only if λ ≈ 2πβ, i.e. the system approaches the bound on chaos [171].

Gravitational teleportation and the size-winding mechanism

We now move beyond early times and provide a brief review of how the correlator can
achieve its maximal magnitude, 1, at finite temperatures. This occurs via the ‘size winding’
phenomenon introduced in Ref. [44, 188] as the microscopic mechanism for gravitational
teleportation [90, 176]. We refer the reader to Ref. [188] for a complete discussion of this
mechanism, including its connection to physical quantities in the bulk gravity theory. As we
emphasize in Section 3.3, maximizing the magnitude of the correlators is necessary for high
fidelity teleportation, but it is not sufficient: we must also align the correlator phases, for
every operator on the subspace to be teleported.

To begin, note that the winding size distribution is normalized to the two-point function,
Gβ ≤ 1, in contrast to the size distribution, which is normalized to 1. From Eq. (3.75),
we see that this norm being less than one implies that the phases of the coefficients cχ are
not perfectly aligned for different strings χ. It is convenient to separate this misalignment
into two classes: first, when coefficients of strings of the same size S are misaligned, which
manifests in the magnitude of f(S) being less than maximal for a given S, and second, when
the phases of f(S) for different sizes S do not align with each other.

We focus on the latter case and, more specifically, consider an ansatz in which the coef-
ficients’ phases wind with the size [44, 188]:

cχ = e−iαS[χ]/q|cχ|, (3.81)

In this case, the coupling of the teleportation protocol, by applying a phase that is also
proportional to the size, can serve to unwind the phases of f(S) at the value g/N = −2α
[see Eq. (3.76)]. This increases the teleportation correlator magnitude from its initial value,
Gβ, to unity. Although seemingly artificial, in the following subsection we show that this
ansatz holds exactly for the SYK model at low temperatures.

Large-q SYK model: finite temperature

We now turn to explore the interplay between peaked-size and gravitational telepor-
tation in an explicit example: the large-q SYK model at finite temperature and large-p
encoding [202]. Despite the fact that this model features a large separation between the size
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and size width, we show that teleportation is not governed by the peaked-size mechanism at
low temperatures, due to the presence of strong size winding.

To begin, let us consider the finite-temperature teleportation correlator, given by [88]:

Cψ(t) = (−iGβ)p
(

1

1− g
N

J
2λ
eλt sin(λβ/4) + i g

N
1
4
eλt

)2p/q

, (3.82)

where (Gβ)p = ip 〈ψrψl〉 = (λ/2J)2p/q is the p-body two-point function, and the Lyapunov
exponent λ corresponds to the solution of

βλ = 2βJ cos(λβ/4) (3.83)

and interpolates between 2π/β at low temperatures and 2J at high temperatures. At infinite
temperature, the correlator reduces to Eq. (3.71), and follows our expectations for peaked-
size teleportation (see Section 3.7). At low temperatures, where the model is known to
possess a gravitational dual [133, 134, 173], the correlator behaves substantially differently;
most notably, its magnitude increases from Gp

β at time zero to unity when gJeλt/2λN = 1
[illustrated in Fig. 6.1(c)].

From this correlator, we can verify the two predictions made in Sections 3.8 and 3.8:
(i) the early time behavior is governed by the two-sided OTOC, and (ii) the size winding
mechanism is responsible for the O(1) peak in the correlator magnitude at low temperatures.
To see the former, we expand the correlator in the early time regime:

Cψ(t) ≈ (−iGβ)p exp

(
− igp

2qN

[
i
2J

λ
eλt sin(λβ/4) + eλt

])
. (3.84)

Indeed, the term in the exponent is directly proportional to the connected piece of the
two-sided OTOC [103],

F2(t) = i
2J

λ
eλt sin(λβ/4) + eλt, (3.85)

matching Eq. (3.79)14. At high temperatures this OTOC is equal to two times the operator
size [Eq. (3.70)], resulting in phase oscillations, whereas at low temperatures the OTOC ro-
tates to become predominantly imaginary, leading to an exponential growth in the correlator
magnitude.

Next, to understand the role of size winding, we must analyze the full winding size
distribution. We can derive this distribution by expanding the teleportation correlator in
powers of e−ig/qN to match Eq. (3.76) [44, 188, 202]. To do so, it is convenient to consider
the exact correlator (before a g/N � 1 approximation) [88, 202]:

Cψ(t) =

(−iGβ)p
(

e−ig/2N

1 + i(1− e−ig/N)[ J
2λ

sin(λβ/4)− i
4
]eλt

)2p/q (3.86)

14More precisely, the correlator in Eq. (3.84) is missing a factor of Gpβ compared to Eq. (3.79). This same
mismatch is noted in Ref. [202], and is attributed to the large-q limit utilized for the calculation, since in
this limit Gβ approaches 1.
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Rewriting this correlator using Eq. (3.83) and the Taylor expansion,(
1

1 + (1− e−µ)x

)2p/q

=
1

(1 + x)2p/q

∞∑
n=0

e−nµ
(
n+ 2p

q
− 1

n

)
1

(1 + 1/x)n
,

(3.87)

and identifying the nth coefficient with the winding size distribution, we have:

f(qn+ p) =− (−iGβ)p

(1 + J
2λ
eλteiλβ/4)2p/q

×
(
n+ 2p

q
− 1

n

)
1

(1 + 2λ
J
e−λte−iλβ/4)n

.

(3.88)

At intermediate times and large p, the distribution takes a particularly simple form,

f(qn+ p) ≈ (−iGβ)p
(γ + i2α)2p/q

Γ(2p
q

)
n

2p
q
−1e−γne−i2αn (3.89)

where we define the size decay rate, γ, as

γ =
2λ

J
e−λt cos(λβ/4) =

(
λ

J

)2

e−λt, (3.90)

using Eq. (3.83), and the size winding coefficient, α, as

2α = −2λ

J
e−λt sin(λβ/4). (3.91)

The above expression holds when (2p/q)2 � n � 1/γ2, 1/α2. Crucially, the distribution
follows the size winding ansatz, f(n) = |f(n)|e−i2αn. Thus, we recognize that the maximum
in the correlator magnitude occurs when the coupling has unwound the phases of f(n), at
g/N = −2α, as expected from Section 3.8 [44, 188].

The fact that the correlator magnitude increases in time, and moreover reaches an O(1)
value at low temperatures, is a hallmark of gravitational teleportation and signals physics
outside the peaked-size regime. Naively, this result is surprising, as we expect the p-body
encoding to ensure a peaked size distribution. Indeed, the average size and size width remain
separated by √p at all temperatures [202]:

S[ψ(t)ρ1/2]− S[ρ1/2] ≈ p

2

(
2J

λ

)2

eλt =
2p

γ
, (3.92)

δS[ψ(t)ρ1/2] ≈
√

2qp

4

(
2J

λ

)2

eλt =

√
2qp

γ
. (3.93)
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This demonstrates that our simple intuition, of judging a size distribution to be tightly
peaked if the ratio between the size width and average size is small, is not always correct.
Rather, in Appendix B.1, we provide a more precise condition for when peaked-size tele-
portation holds, and explicitly show that this condition breaks down for the SYK model at
finite temperature (but remains satisfied at infinite temperature).

Let us now provide intuition for how peaked-size teleportation is modified by size winding
at low temperatures. To this end, we express the SYK correlator in terms of the winding
size distribution parameters:

Cψ(t) ≈ (−iGβ)p
(γ + i2α)2p/q

Γ(2p
q

)

×
ˆ ∞

0

dnn
2p
q
−1 exp(−γn) exp(−i[g/N + 2α]n).

=(−iGβ)p
[

γ + i2α

γ + i2α + ig/N

]2p/q

(3.94)

At early times, this integral can be solved using a saddle-point approximation. At infinite
temperature, the saddle point, ns, occurs precisely at the average size, ns = (2p/q)/γ = S/q,
giving the peaked-size correlator, Cψ = (−iGβ)p · exp(−igS/qN). In contrast, at finite
temperature, the size winding α shifts the saddle point in the imaginary direction of the
complex plane, giving ns = (2p/q)/(γ+2iα) and a correlator Cψ = (−iGβ)p ·exp(−igns/qN).
From this, we recognize the saddle point as precisely the two-sided OTOC, ns = p

2q
F2(t).

The inclusion of the size winding in the low temperature saddle point thus has two
effects. First, it contributes an imaginary part to the OTOC and thereby increases the
magnitude of the teleportation correlator. More subtly, it also alters the real part of the
OTOC. At low temperatures, α/γ ≈ βJ � 1, and we can approximate the saddle as
ns ≈ (2p/q)/(2iα) + (2p/qγ)(γ/2α)2. Recognizing S = 2p/γ, we see that the real part of the
OTOC now corresponds to the average size suppressed by two factors of the ratio (α/γ)2.

Gravity with stringy effects

While the bulk of this paper approaches teleportation firmly through the lens of quan-
tum mechanics, we would be remiss not to explore the analog of peaked-size teleportation
in gravitational physics. Specifically, we would like to ask: is there a teleportation mech-
anism in gravitational systems that shares the same features as peaked-size teleportation?
Such a connection might seem surprising, given the prevalence of peaked-size teleportation
in quantum mechanical models with no apparent connection to gravity. Nonetheless, the
smooth blending between gravitational teleportation and peaked-size teleportation in the
SYK model suggests a positive answer.

Here, we demonstrate—in a particular gravitational geometry, AdS2—that an analog of
peaked-size teleportation indeed occurs when strong stringy corrections [176, 230] are in-
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Ψr(t)

Ψ1,r(0)t

Ψl(−t)

Ψ1,l(0)

Ψr(t)

Ψ1,r(0)

Ψl(−t)

Ψ1,l(0)

e−iθ

Figure 3.5: Schematic of the teleportation protocol from the bulk gravitational perspective
in AdS2, under both (a) semiclassical gravity, and (b) strong stringy corrections. The TFD
state corresponds to a two-sided black hole. Local quantum mechanical operators, ψl/r,
create or annihilate particles near the two boundaries, with wavefunctions Ψl/r (red). The
protocol begins by inserting a particle on the left side, with wavefunction Ψl (red, bottom
left), at time −t, which then falls towards the interior of the geometry during time-evolution
(red line). The two-sided coupling, g

N

∑
i ψi,lψi,r, is then applied, producing a shock wave

(blue) that interacts with the in-falling particle [90, 176]. (a) In the semiclassical limit, the
shock wave shifts the position the in-falling particle outside of the right horizon (dashed),
which enables the particle to reemerge near the right boundary (red, top right) [90, 176].
(b) When stringy effects are present, the scattering amplitude between the in-falling particle
and the shock wave is modified according to Eq. (3.99) [176, 230]. In the highly stringy limit
and at early times, the interaction results in an overall phase shift, θ = gGNAε(∆/2)εeεt

[Eq. (3.101)]. The overlap between the in-falling particle and a particle at the right boundary
is nevertheless non-zero (red, top right), and is given by the unperturbed two-point function,
Gβ = i 〈ψlψr〉. [Note that stringy effects may also modify the initial wavefunctions of Ψl/r,
as we discuss in the context of Eq. (3.103).]

cluded in the gravitational theory15. Intuitively, our results are consistent with our previous
analysis of the SYK model, where, in the dual gravitational theory, increasing the tempera-
ture is known to add stringy effects [134].

Our derivation closely follows that of Ref. [176] and assumes a background familiarity
with the gravitational description of teleportation in AdS2 (a thorough summary of which
can be found in the seminal works of Refs. [90, 176]). In this setting, the teleportation
correlator can be calculated explicitly by considering gravitational scattering in a wormhole
geometry [Fig. 3.5]. We will maintain our SYK notation, so that V consists of K single-body
fermion operators, ψi, and our input operator is a p-body fermion, ψ. The correlator can

15We are grateful to Zhenbin Yang and Douglas Stanford for discussions leading to this connection.
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be solved for by decomposing the fermion operators in a momentum basis and applying the
scattering matrix:

Csc
ψ (t) = e−ig〈V 〉

ˆ
dkΨr(k, t)Ψ

∗
l (k,−t)

× exp

(
ig

ˆ
dseiδ(k,s)iΨ1,r(s, 0)Ψ∗1,l(s, 0)

) (3.95)

where Ψl/r(k, t) is the wavefunction for the p-body operator inserted on the left/right bound-
ary with in-falling momentum k (and similarly Ψ1,l/r(s, 0) for any single-body operator in
V ), and eiδ(k,s) is the scattering matrix element between ψ(t) and ψ1(0). In pure gravity,
i.e. in the absence of stringy effects, these quantities take the form [176]:

Ψr(k, t)Ψ
∗
l (k,−t) =

(2ike−t)2∆e−4ike−t

iΓ(2∆)(−k)
Θ(−k) (3.96)

δ(k, s) = GNks (3.97)

where we have set β = 2π for convenience, Θ(x) is the Heavyside function, and ∆ = p/q is
the conformal weight of ψ. The single-body wavefunction, Ψ1(s, 0), is obtained by setting
t = 0 and replacing ∆→ ∆1 = 1/q (i.e. the conformal weight of a single fermion).

In the semiclassical limit, we can evaluate the correlator by expanding eiδ to linear order
in GN [176]. We find:

Csc
ψ (t) = 〈ψlψr〉

(−i)42∆

Γ(2∆)

×
ˆ ∞

0

dk (−ik)2∆−1 exp
(
−i(g̃GNe

t − 4)k
)
,

(3.98)

where g̃ ≡ g4−∆1∆1/2. This expression is almost identical to the large-q SYK correlator of
Eq. (3.94), setting the size decay rate to zero, γ = 0, and identifying the momentum k in
the gravitational calculation with the size n in the SYK model [241]. Notably, the correlator
diverges at the teleportation time, 4 = g̃GNe

t. In bulk gravity, this divergence is exactly the
light-cone pole between the left and right sides of the traversable wormhole, and is regulated
by including higher order terms in GN or stringy corrections [176].

While the full effects of stringy scattering in an AdS background are not known, we will
take a phenomenological treatment as in Ref. [176, 230]. Here, the total effect of stringy
corrections is to change the scattering amplitude to

δ(k, s) = iGN(−iks)ε, 0 ≤ ε ≤ 1, (3.99)

where ε controls the strength of stringy effects, and varies from 1 in pure gravity to 0 in the
highly stringy limit.
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Again expanding eiδ to leading order in GN , and Wick rotating k → −ik, we can write
the correlator as

Cstringy
ψ (t) = 〈ψlψr〉

42∆

Γ(2∆)

×
ˆ
dk k2∆−1e−4k exp

(
−i1+εgGNAεk

εeεt
) (3.100)

where Aε is a constant of order 1. Note that the k-dependence in front of exponential is a
Poisson distribution with a saddle point at ks ≈ ∆/2 in the heavy particle limit, ∆ = p/q �
1. At early times, eεtGN � 1, and for strong stringy effects, ε→ 0, the change in this saddle
point from the scattering, g, is negligible. In these limits, the saddle point approximation
thus gives the correlator:

Cstringy
ψ (t) ≈ 〈ψlψr〉 exp

(
−igGNAε(∆/2)εeεt

)
, (3.101)

which has exactly the same form as in peaked-size teleportation [Eq. (3.37)]16! Specifically,
the correlator is equal to the two-point function, Gβ = i〈ψlψr〉, multiplied by a pure phase.
Tentatively, this suggests interpreting the phase as the operator size in a dual boundary
theory. This size,

S/N ∼ GNAε(∆/2)εeεt, (3.102)

grows exponentially in time with a non-maximal Lyapunov exponent, 2πε/β.
A few remarks are in order. First, while in the above treatment the strength of stringy

effects depends on a ‘free’ parameter ε, we expect that in a UV complete theory ε would in
turn depend on the temperature (and other physical parameters). In particular, we expect
ε → 1 at low temperature in theories that are dual to pure gravity, and ε → 0 at high
temperature, where stringy, UV effects should play an important role. This statement also
follows from the point of view of the boundary field theory, since the scattering matrix is
proportional to an OTOC of the boundary theory, which is real at infinite temperature.

Second, if we would like to recover the infinite temperature SYK correlator, Eq. (3.71),
from the scattering computation, choosing a proper ε as a function of β is not enough. One
also needs to modify the wavefunction of ψ, to:

Ψr(k, t)Ψ
∗
l (k,−t) =

ε(2ikεe−εt)2∆e−4ikεe−εt

iΓ(2∆)(−k)
Θ(−k) (3.103)

Such a wavefunction modification due to UV data should be model dependent, and it would
be interesting to understand how to derive this ‘stringy-corrected’ wavefunction from the
bulk point of view. Nevertheless, one particular feature of the modified wavefunction has
a clear motivation from the boundary perspective. Specifically, Wick rotating Eq. (3.103),

16Note that the phase in Eq. (3.101) becomes order-one within the Lyapunov regime, i.e. t .
1/ε log(1/GN ), but at sufficiently early times to satisfy GNe

εt � 1. These conditions are consistent as
long as ∆ = p/q is sufficiently large to ensure Aε(∆/2)ε � 1.
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k → −ik, leads to a distribution whose width, δk ∼ ∆1/ε, broadens as ε → 0. This
broadening increases the phase variations in the exponential of Eq. (3.100) and results in
the decay of the correlator at the timescale eεtGN/

√
∆ ≈ 1 for small ε. From the boundary

point of view, this decay corresponds to the requirement that the size width must be small,
gδS/N . 1, for peaked-size teleportation, as we saw for 0D RUCs and infinite temperature
SYK (Section 3.7). We expect this decay to be common to many 0D quantum systems at
high temperatures, which suggests that the broadening of the bulk stringy wavefunction as
ε→ 0 might also be a general feature.

Finally, the most obvious effect of a non-unity ε is to change the scattering phase, δ(k, s),
from being real-valued to complex. Indeed, in the strong stringy limit, δ(k, s) becomes purely
imaginary. In general scattering theory, a complex δ means that the scattering matrix,
eiδ, is no longer normalized, and implies the existence of inelastic scattering [230]. Since
peaked-size teleportation is replicated in the limit ε → 0, this suggests a more general
relationship between peaked sizes and inelastic scattering. In Appendix B.8, we demonstrate
that these two phenomena also coincide at infinite temperature, for arbitrary wavefunctions
and scattering amplitudes.

3.9 Experimental proposals
Having illustrated the wide breadth of physics that enters into the TW protocol, in

this section we outline explicitly how one can probe this physics in the laboratory. We
begin with a summary of the key signatures of teleportation, and how they can be applied
towards (i) characterizing operator size distributions in generic scrambling dynamics, and (ii)
distinguishing generic vs. gravitational scrambling dynamics. For (i), we show that the TW
protocol can be simplified dramatically at infinite temperature, where an equivalent ‘one-
sided’ protocol eliminates the need to experimentally prepare the thermofield double state.
We next present two near-term experimental realizations of the protocol: first with neutral
atoms and second with trapped ions. The fundamental requirement is the ability to time-
evolve forwards and backwards under many-body scrambling dynamics; recent experimental
progress has demonstrated this in a number of quantum simulation platforms [11, 96, 157,
180, 251]. We conclude with a discussion of the effect of experimental error, and a comparison
of the TW protocol with other diagnostics of scrambling physics.

Signatures of the TW protocol

We begin by reviewing the key signatures of the TW protocol, as discussed in the previous
sections and summarized in Table 3.1. We first recall that the simplest experimental signal—
that is, any non-trivial teleportation fidelity of a single qubit—has already been demonstrated
experimentally in the closely-related HPR protocol [35, 147]. As discussed in Section 3.6,
this signifies that the implemented unitary is scrambling but does not distinguish between
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peaked-size or gravitational teleportation. In what follows, we discuss two more refined
applications of the TW protocol.

Characterizing size distributions in generic scrambling dynamics—The dynamics of the
teleportation fidelity within the TW protocol can be used to probe the size distributions
of time-evolved operators. This approach relies on the peaked-size teleportation mechanism
and thus applies to generic scrambling systems, including the examples analyzed in Section
3.7 (e.g. RUCs, spin chains, high T SYK).

Specifically, the teleportation fidelity as a function of time exhibits three relevant features.
First, since peaked-size teleportation relies on the width of the size distribution being small,
gδS/N . 1, its success or failure indicates whether the width has surpassed the tunable
value, N/g. Depending on the model and the value of g, this leads to a temporal profile that
exhibits three regimes: initial teleportation when the size width is small, no teleportation
when δS & N/g, and late time teleportation once the size width converges to its small final
value in a finite-size system [as depicted schematically in Fig. 6.1(c) and observed numerically
in 0D RUCs in Fig. 3.2(c)].

Second, within the peaked-size regime, oscillations in the teleportation fidelity as a func-
tion of time, F = 5

8
− 3

8
cos(ηdgS(t)/N) [Eq. (3.45)], provide a direct measurement of the

growth in operator size. In particular, setting g = 2πn+ π, one expects to see n oscillations
in the teleportation fidelity before it reaches its late time plateau. The peaks in these os-
cillations give the operator size as a function of time: S = (m/n)(1 − 1/d2)N at the mth

peak.
Third, the teleportation of multiple qubits demonstrates the equivalent channel capacities

of peaked-size and gravitational teleportation (Section 3.7). Formally, multi-qubit telepor-
tation probes whether the sizes of time-evolved operators add under operator composition.
While this is trivial when the operators are causally separated, determining the requirements
for size addition under more general dynamics—e.g. all-to-all or power-law interactions—
remains an open question17.

Distinguishing gravitational scrambling dynamics—The TW protocol can also be used as
an experimental litmus test for gravitational dynamics. To this end, we propose to use two
experimental signatures that distinguish between gravitational and peaked-size teleportation:
(i) the teleportation fidelity at low temperature, and (ii) the behavior of the teleportation
fidelity as a function of time, t, and the coupling strength, g. For (i), the observation of
a high teleportation fidelity, ∼ O(1), at low temperatures strongly suggests the occurrence
of gravitational teleportation, since the fidelity of peaked-size teleportation is limited at
such temperatures by the (small) two-point function, Gβ. For (ii), one observes that the
qualitative profile of the teleportation fidelity as a function of time differs between the
two mechanisms (see Fig. 6.1(c) for a comparison between the two, and Figs. 3.2, 3.3 for
additional examples of peaked-size teleportation). Namely, keeping g fixed, the fidelity
of gravitational teleportation is expected to display a single peak as a function of time,

17Indeed, recent work has indicated that, in theories with a gravitational dual, the lack of size addition
is related to a scattering event among infalling particles [108].
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whereas the fidelity of peaked-size teleportation is highly oscillatory in time. Furthermore,
gravitational teleportation works only for a specific sign of the coupling, g > 0, while the
peaked-size teleportation fidelity is an even function of g [44, 90, 176, 188].

Contrasting with finite-size effects—Finally, we would like to distinguish many-body tele-
portation from spurious effects that may be seen in the TW protocol at small-size systems.
The most effective way to avoid such signals is by utilizing a coupling gV [Eq. (3.1)] whose
individual terms have a small magnitude, i.e. g/K � 1; this is most naturally achieved by
including many couplings—which requires a sufficiently large system—and setting g ∼ O(1).
In this limit, the action of the coupling is negligible unless local operators have grown signif-
icantly under many-body dynamics, i.e. S ∼ K/g � 1 (see Section 3.4); any teleportation
signal is thus necessarily a result of scrambling dynamics. Furthermore, we expect large-size
operators to generically exhibit smooth size distributions, justifying our approximation (Sec-
tion 3.4) that the teleportation fidelity is governed by the distributions’ first few moments.

Away from this limit, our general framework relating the teleportation fidelity to operator
size distributions remains valid [e.g. Eq.(3.26)]. However, for g/K . 1, we expect the fidelity
to be sensitive to the discrete nature of the size distributions, and our predictions based
on the first few moments may no longer apply. Fortunately, as we show in the following
subsections, none of these complications are evident for experimentally relevant system sizes
(e.g. K ∼ N ∼ 20) and g ∼ O(1) coupling strengths; indeed, our finite-size numerical results
agree very well with predictions from the peaked-size teleportation framework [Fig. 3.7(b)
and 3.8].

Lastly, in the case where g/K ∼ 1, operator growth is no longer necessary for the
coupling to have a strong effect, leading to the possibility of a teleportation signal unrelated
to scrambling. Indeed, for g/K = π, the coupling effectively ‘swaps’ the left and right qubits.
This is made precise for the coupling Vs [Eq. (3.27)], where exp(iπNVs) = (SWAP)YlYr. In
this case, one would observe perfect teleportation fidelity even without many-body time
evolution, i.e. U = 1; in fact, if U is perturbed away from the identity via scrambling
dynamics, the teleportation fidelity would actually become suppressed. The simplest way to
see this is via Fig. 6.1(a)—in particular, any subsequent time-evolution on the right side of the
system is in the wrong direction to refocus the time-evolved state (one would want to apply
U † after the coupling, not UT ). To achieve a large teleportation fidelity, the combined time-
evolution, UTU , would therefore need to preserve the “teleported” state, 〈ψ|UTU |ψ〉 ∼ 1, a
situation that is only likely to occur if the dynamics are non-scrambling (U = 1 is a special
case of this) or undergo a late-time, fine-tuned, Poincare-type recurrence.

One-sided implementation of teleportation circuit

Before proceeding to the experimental blueprints, we first introduce a simpler imple-
mentation of the teleportation protocol that works at infinite temperature (Fig. 3.6). The
outcome of this protocol is equivalent to that of the two-sided protocol (up to experimental
errors), yet it eliminates the need to prepare EPR pairs and requires half as many degrees
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Figure 3.6: One-sided implementation (right) of the original two-sided teleportation protocol
(left), derived using repeated applications of Eq. (3.9) [replacing U → UT for convenience,
compared to Fig. 6.1(a)]. Blue arrows denote the sequence of operations in the one-sided
protocol, the green band marks the teleported qubit and its corresponding component in
the one-sided protocol, and the red band marks the initial EPR state and its corresponding
component.

of freedom. The cost of this simplification is two-fold: (i) it is restricted to simulating an
infinite temperature TFD state, and (ii) it requires a higher depth quantum circuit.

We derive the one-sided implementation from the ‘two-sided’ implementation [copied
in Fig. 3.6 from Fig. 6.1(a)] by sliding all operations from the left side of the many-body
EPR pairs to the right side, using Eq. (3.9). The initial state of the one-sided circuit
thus corresponds to the top left of the two-sided implementation. Namely, we initialize
the K ‘measured’ qubits of subsystem C in a definite outcome state, |o1 · · · oK〉 (purple).
These states should be drawn from the distribution of measurement outcomes, but when
teleporting an EPR pair at infinite temperature they will be uniformly distributed. For the
N −K ‘unmeasured’ qubits, we use the resolution of the identity 1 ∝∑s |s〉 〈s| to replace
the unterminated legs with an initial product state in the computational basis, |oK+1 · · · oN〉
(gray). This state should be sampled from shot-to-shot over all 2N−K basis states, in effect
preparing a maximally mixed state on these qubits. Finally, we include one ancillary qubit
for each qubit to be teleported, whose initial state is sampled over a complete basis |φ〉
for the teleported subsystem (i.e. subsystem A in Section 3.2). Similar to the unmeasured
qubits, this corresponds to the unterminated leg of the thermofield double state when we
insert the teleported qubit |ψ〉 in the two-sided implementation.
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Having defined an initial pure state, we now implement the circuit starting from the top
left of the two-sided implementation and proceeding counter-clockwise (Fig. 3.6). The circuit
consists of three successive applications of U or U †, interspersed with a swap gate exchanging
subsystem A with the ancillary qubit(s), and operations V̂i = eigoiÔi/K determined by the
initial state of the ‘measured’ qubits. The outcome of the circuit is an EPR measurement
between the ancilla qubit and subsystem A (black arrows).

As one can see in Fig. 3.6, the one-sided implementation no longer performs teleporta-
tion, but rather prepares an EPR pair from an otherwise scrambled, many-body system.
Specifically, we know that upon swapping out, subsystem A is maximally entangled with the
remaining qubits whenever the unitary, U , is scrambling; the one-sided circuit distills this
entanglement into an output EPR pair. This connection has been noted in gravity, where
similar one-sided protocols can be interpreted as distilling the partner operators of emitted
Hawking radiation [261, 262] or observing behind the horizon in the SYK model [139].

Preparing the thermofield double state

In the previous subsection, we introduced a one-sided protocol that obviates the need
to prepare the highly entangled TFD state. However, this approach was restricted to infi-
nite temperature; at finite temperature, one must implement the original two-sided protocol,
which necessitates preparing a finite temperature TFD state. A number of recent works have
explored the preparation of TFD states variationally using quantum approximate optimiza-
tion algorithms (QAOA) [236, 255, 271]; we note that these preparation strategies require
no additional experimental capabilities beyond those already necessary for the TW protocol.
The optimization step within a QAOA-based TFD preparation relies on a cost function that
requires one to measure the entanglement entropy between the two sides [255, 271]. While
challenging, this can in principle be experimentally realized by either using several copies
of the system [5, 63, 125] or via randomized measurements [77], both of which have been
demonstrated in small-scale trapped ion experiments [46, 164].

Implementation with neutral Rydberg atoms

One particularly promising platform for implementing the traversable wormhole protocol
is a quantum simulator based on neutral alkali or alkaline-earth atoms held in a reconfigurable
and controllable array of optical dipole traps. Recent experiments have already achieved
near-deterministic trapping and loading of atoms into arbitrary geometries in one, two, and
three dimensions [19, 178, 256]. By leveraging the strong dipole coupling between atomic
Rydberg states, high-fidelity analog quantum simulations and digital gates have also recently
been demonstrated [29, 102, 143, 167, 178, 252]. These demonstrations have primarily used
two natural schemes of encoding qubits into neutral atoms:

1. A qubit can be encoded by choosing an atomic ground state |g〉 to be the |0〉 state,
and a highly excited Rydberg state |r〉 with principal quantum number n � 1 as the
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Figure 3.7: (a) In the proposed analog Rydberg teleportation protocol, qubits are encoded
in a ground state |g〉 and a Rydberg state |r〉. Nearest-neighbor interactions (dark blue) can
be time-reversed, but next-nearest neighbor interactions (light blue) cannot. (b) Numerical
results comparing the average state teleportation fidelity for single-qubit teleportation with
perfectly reversed time-evolution (solid) with the proposed, imperfect time-reversal (dashed).
In particular, we implement the one-sided protocol using N = 20 total spins; K = N − 1
‘measured’ spins (i.e. all except the spin encoding |ψ〉), whose single-qubit rotations are
generated by Ôi = Ẑi; and time evolution under the analog Rydberg Hamiltonian [Eq.(3.104)]
with parameters Ωi = .9, ∆i = −1.5, J0 = 1 (for all i). (c) Implementation of U or U † in
the digital protocol, consisting of alternating layers of controlled-phase gates (horizontal
black lines) between nearest neighbor atoms and single-qubit rotations (red boxes). Here,
qubits are encoded in two hyperfine ground states. Insets show possible pulse sequences
to implement the controlled-phase gate and the single-qubit rotations [122]. The full TW
protocol is obtained by inserting this gate sequence (and its Hermitian conjugate) in place
of U , U † in Fig. 5.

|1〉 state [see Fig. 3.7(a)].

2. Alternatively, the qubit states can also be chosen as two long-lived hyperfine ground
states (for alkali atoms or fermionic alkaline earth atoms) or a ground state and a
metastable clock state (for bosonic alkaline earth atoms), such that the |1〉 state can
be coupled to a Rydberg state to perform entangling gates [see Fig. 3.7(c)].

We will show how both encodings can be used to realize the teleportation protocol in
feasible near-term experiments. We find that the first encoding is naturally suited to ‘analog’
time-evolution under the native (Ising-type) Hamiltonian for a Rydberg setup, but is limited
to system sizes of . 30−35 qubits (in one spatial dimension) due to the inability to perfectly
time-reverse long-range interactions. On the other hand, the second encoding is more flexible
and allows for digital time-evolution including RUCs and Floquet dynamics. This time-
evolution can be reversed exactly and is limited only by qubit and gate fidelities. While we
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will primarily consider realizations of our protocol in experimental setups where the neutral
atoms are individually trapped in optical tweezers and undergo (near-)resonant excitation to
Rydberg states, we also conclude by discussing how similar physics can be seen in an optical
lattice setup where the atoms are primarily in ground states |0〉 and |1〉, but one of these
states is ‘dressed’ by an off-resonant laser field which couples it to a Rydberg state [99, 199,
266].

Analog implementation—We first consider the encoding where the qubit states |0〉 and
|1〉 correspond to a ground state |g〉 and a highly excited Rydberg state |r〉. While neutral
atoms are effectively non-interacting in their ground states, nearby atoms interact strongly
via van der Waals interactions ∝ n11/R6 if they are both in the Rydberg state, where R is
the distance between the atoms. If one drives the transition |gi〉 ↔ |ri〉 at each site i with
tunable Rabi frequency Ωi and detuning ∆i [see Fig. 3.7(b)], the system will undergo analog
time evolution under the Hamiltonian

H =
∑
i

Ωi

2
Xi +

∑
i

∆i

2
(1− Zi) +

∑
i 6=j

Jij
4

(1− Zi)(1− Zj) (3.104)

where Xi = |gi〉〈ri|+ |ri〉〈gi|, Zi = |gi〉〈gi|−|ri〉〈ri|, and Jij = J0/|i−j|6 is the van der Waals
interaction strength between two atoms at positions i and j.

The Hamiltonian in Eq. (3.104) is scrambling and exhibits a scrambling time limited by
the smaller of J0 and Ωi, t∗ ∼ N/min(J0,Ωi). To minimize the total evolution time, we
set |Ωi| ∼ J0, so that evolution under H for a time ∼N/J0 implements a fully scrambling
unitary U in the teleportation protocol. To implement U †, we reverse the nearest-neighbor
interactions by conjugating time-evolution via Pauli operators Xi (i.e. applying π-pulses) on
every other site. The tunable single-site parameters Ωi and ∆i are then adjusted to ensure
that each single-site term is also reversed. We note that this simple scheme does not reverse
the (much weaker) next-nearest-neighbor interactions.

In a one-dimensional array, the errors in our implementation will arise from two main
sources: (i) the finite lifetime of the Rydberg state, which gives rise to a nonzero decoherence
rate at each of the N sites, and (ii) the weak next-nearest neighbor interactions ∼J0/2

6 =
J0/64, which cannot be time-reversed simultaneously with nearest neighbor interactions. To
estimate the effect of the former, let us consider the specific case of 87Rb atoms excited to
the 70S Rydberg state [29, 143], which has a lifetime τ ≈ 150 µs. Realistically achievable
Rabi frequencies and interaction strengths are of order ∼ 2π×10−100 MHz. The total time
to implement the three scrambling unitaries of the teleportation protocol is thus ∼ 3N/|Ωi|;
when summed over N qubits and compared to the Rydberg lifetime, this gives an estimated
many-body error ∼ 3N2/|Ωi|τ .

In order to precisely characterize the effects of imperfect backwards time-evolution, we
perform large-scale numerical simulations of the teleportation protocol with the Rydberg
Hamiltonian, Eq. (3.104) [2]. Our results are depicted in Fig. 3.7(b) for a one-dimensional
chain of N = 20 atoms and three values of the coupling g. Analogous to our 1D RUC
numerics [Fig. 3.2(a)], the fidelity increases monotonically in time for g = π; while, for
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Figure 3.8: Finite-size scaling of the Rydberg simulations (a) as a function of time with
g = π, and (b) as a function of coupling strength g with t = 12. The system was evolved
under the Rydberg Hamiltonian, Eq. (3.104), with the same system parameters as in Fig. 3.7.
At late times, the fidelity increases for larger systems but decreases for larger values of g.
This is consistent with our error analysis in Section 3.6; in particular, we expect the error
to scale as g2δS2/N2 and the size distribution to approach a binomial distribution for which
δS ∼ S/

√
N . In contrast, at early times, smaller systems exhibit a larger fidelity not because

of the size width but because the acquired phase is ηdgS(t)/N , where ηdg is fixed and S(t)
is initially independent of size. The curves in (a) intersect near the scrambling time due to
the transition between the early and late time regimes.

g = 2π and g = 3π, the fidelity oscillates in time, reaching a local maximum whenever the
average size satisfies the phase-matching condition [Eq.(3.35)]. Notably, even with perfect
time reversal, the overall fidelity is reduced from unity due to the finite width of the size
distribution. This is a general feature of peaked-size teleportation in finite-size systems, since
the relative size width scales as δS/S ∼ 1/

√
N (Section 3.6). Indeed, in Fig. 3.8, we confirm

that the fidelity improves with increasing system size and is consistent with our peaked-size
error analysis [e.g. see Eq. (3.34)].

With imperfect time reversal, we observe an additional ∼ 10% reduction in the fidelity
compared to the ideal case at the scrambling time [Fig. 3.7(b)]. We can estimate the mag-
nitude of this effect by assuming errors due to the next-nearest-neighbor interactions add
coherently over time-intervals δt ∼ 1/J0 (the local thermalization time), and incoherently at
larger time-scales. Within each δt, each atom accumulates an error ∼ (δt J0/64)2; summed
over N atoms and total time 3t∗ ≈ 3Nδt, this gives a total many-body error ∼ 3N2/642.
Thus, the error due to imperfect time reversal is magnified at larger system sizes and will
eventually outweigh the improvement in fidelity from the narrowing of the size distribution.

Combined with the Rydberg lifetime error, this suggests that near-term experiments
should be able to implement peaked-size teleportation in systems of N ∼ 35 qubits. We note
that in higher dimensions, the smaller relative distance of next-nearest neighbor atoms gives
rise to a larger error contribution from imperfect time-reversal.
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Digital implementation—To implement the protocol in larger systems, higher dimensions,
and at finite temperature, we propose a digital scheme, using the second type of qubit
encoding (i.e. hyperfine ground states) [Fig. 3.7(c)]. In this approach, we envision time-
evolution to be formed from alternating layers of nearest-neighbor controlled-phase gates
and single-qubit rotations. Here, the controlled-phase gates can be implemented by applying
a simple pulse sequence to excite and de-excite qubits from the |1〉 state to the |r〉 state, so
that the wavefunction acquires a phase of −1 if either of the two qubits are in the |1〉 state,
but not if both qubits are in the |0〉 state [see Fig. 3.7(c) insets] [122]. As demonstrated in
recent experiments [154], these Rydberg-mediated controlled-phase gates can be performed in
parallel for sufficiently well-separated pairs of qubits, and non-nearest neighbor interactions
can be avoided by slightly reducing the parallelism within each layer of controlled-phase
gates. Single-qubit rotations can be performed with sufficiently high fidelity such that the
overall circuit fidelity is primarily limited by the entangling gates [153, 256].

For a generic choice of gates, the circuit will be fully scrambling when U is composed of
∼ N layers of controlled-phase gates. The fidelity of the overall implementation is limited
by the finite lifetime of the Rydberg state, which is populated for time ∼ 1/J0 during each
controlled-phase gate. Assuming the same experimental parameters as in the analog case,
one expects to be able to perform approximately Ωτ ∼ 103−104 controlled-phase gates within
the decoherence time-scale. Thus, in the digital approach, one expects that the teleportation
protocol can naturally be implemented for N ∼ 200 qubits.

The digital approach can also be adapted to experiments using Rydberg-dressed neutral
atoms in an optical lattice [99, 199, 266]. In such a setup, qubits are again encoded in hyper-
fine ground states and strong Ising-like interactions are generated by coupling the qubit state
|1〉 to a Rydberg state with a far-detuned laser field. In this way, the Rydberg interaction
gives rise to an energy shift for two neighboring atoms both in the |1〉 state. Analogous to
our previous discussion, a simple scrambling unitary could consist of alternating layers of
Rydberg-dressed interactions and single-qubit rotations. While the total accumulated error
in the Rydberg-dressing approach is comparable to the gate-based protocol, one potential
advantage is an increased tunability of the interactions [31, 152].

In addition to scrambling time evolution, there are three ingredients to implement the
one-sided teleportation circuit (Fig. 3.6): (i) the ability to ‘swap’ in the qubit |φ〉, (ii)
single-qubit rotations, Vi = e±igZi/K , and (iii) the final measurement in the EPR basis.
In both digital setups, these are easily accomplished by combining controlled-phase gates,
arbitrary single-qubit rotations, and local measurements. In the analog setup, we propose to
temporarily ‘turn off’ the Hamiltonian by transferring each Rydberg state |r〉 to a hyperfine
ground state (e.g. the state used as |1〉 in the digital protocol) using a resonant laser pulse.
Once this is done, all of the above operations can be performed identically as in the digital
setup. Afterwards, an additional resonant laser pulse returns the system to the analog
encoding. The ancillary qubit can be decoupled from the system qubits during Hamiltonian
time-evolution in two ways: (i) by physically positioning the ancillary qubit far from the
system, or (ii) by encoding the ancillary qubit in the hyperfine subspace throughout time-
evolution.
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Figure 3.9: (a-b) Chain of atomic ions, with qubit states |0〉, |1〉 represented by hyperfine
ground states. The states are coupled by a pair of laser beams, one with individual addressing
(with strength g1, purple) and one applied globally (with strength g2). Each beam is strongly
detuned from an excited state |e〉 by an amount ∆. The coherent beatnote between the
beams, at frequency ω0, drives stimulated Raman transitions between the qubit levels with
an effective Rabi frequency g1g2/2∆, and also modulates the Coulomb interaction between
qubits to give rise to an effective Ising interaction. (a) A two-qubit entangling gate, XXij(θ),
(red) is performed by addressing only ions i and j with the first beam. (b) Half of the qubits
are addressed, which leads to analog time-evolution under the Hamiltonian Eq. (3.105) (blue)
for all addressed spins. (c) Quantum circuit implementation of the teleportation protocol
at finite temperature. EPR pairs are formed using two-qubit gates. The TFD state is then
prepared via a QAOA approach by iterating multiple times between two-qubit gates coupling
the sides and analog time-evolution on both sides individually [255, 271]. The state |ψ〉 is
inserted either by projectively measuring the designated qubit and preparing the state, or by
digitally swapping in an additional qubit (not shown). Finally, teleportation is implemented
using similar ingredients as well as feed-forward measurements (purple dotted lines).

The two-sided, finite temperature TW protocol can be achieved by combining the above
techniques with TFD preparation as in Section 3.9. A particularly natural geometry for
such a realization would be two parallel chains of Rydberg atoms, with each chain forming
one side of the TFD state. The coupling between the two sides is naturally realized by the
atoms’ Ising interactions. This coupling can be applied independently from the one-sided
Hamiltonian using either full digital control or by manipulating the inter- vs. intra-chain
atomic distance.

Implementation with trapped ions

A second experimental platform that naturally enables the implementation of the TW
protocol is arrays of individual trapped atomic ions [37, 248, 267]. Trapped ion qubits feature
near-perfect replicability, negligible idle errors, and the ability to implement both a universal
set of reconfigurable quantum gates [47] as well as analog long-range spin Hamiltonians [32,
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184]. Entangling quantum gates have been demonstrated between isolated pairs of trapped
ions with fidelities exceeding 99.9% [17, 87]. Teleportation protocols—including the HPR
protocol [147]—involving gate operations, partial measurement and feedforward operations,
have been experimentally realized in a number of contexts [20, 147, 190, 207].

Compared to Rydberg atom arrays, trapped ions offer two new regimes for exploring
many-body teleportation. First, trapped ions naturally interact via a long-range ana-
log Hamiltonian, whose time-evolution can be fully reversed within certain experimental
regimes [138, 244]. Implementing the TW protocol in this setting would provide a window
into operator spreading and size distributions under such long-range dynamics [79, 270].
Second, when operated digitally, the same long-range interaction has already been demon-
strated to enable the preparation of thermofield double states [179, 236, 255, 271], a crucial
step towards realizing the two-sided TW protocol at finite temperature (see Section 3.9).

We begin by outlining the analog and digital forms of time-evolution that are possible
in trapped ion systems. Interactions between qubits typically stem from state-dependent
optical dipole forces that off-resonantly drive motional sidebands of the qubit [57, 186].
These sideband operations mediate entanglement and give rise to an effective Ising coupling.
When the optical forces are symmetrically detuned far from the upper and lower sidebands,
the motion is only virtually excited, resulting in a long-range Ising Hamiltonian [Fig. 3.9(b)]:

H =
∑
i<j

JijXiXj +Bz

∑
i

Zi, (3.105)

where Jij ≈ J0/|i− j|α, with 0 < α < 3 and J0 . 1 kHz, and the effective magnetic field Bz

can be realized by slightly asymmetrically detuning the driving field [183]. The sign of the
couplings can be reversed by changing the detuning of the optical forces from the motional
sidebands [138, 244].

On the other hand, when the optical dipole forces are closer to resonances of the motional
modes, one can mediate interactions significantly faster, allowing for the execution of rapid,
entangling quantum gates between pairs of illuminated ion qubits [Fig. 3.9(a)] [69, 276]. The
native entangling gates are based upon Ising interactions between any selected pair of ions
with a tunable interaction angle; in particular, both XXij(θ) = e−iθXiXj/2 and Y Yij(θ) =
e−iθYiYj/2 gates are available and θ = π/2 naturally creates an EPR pair [145, 254]. Typical
entangling operations have duration 1/Jent ∼ 100 µs, while decoherence time-scales are on the
order of τ ∼ 400 ms [70]. Following the estimates of Section 3.9 and requiring 3N2/Jentτ . 1,
we estimate that near-term state-of-the-art experiments can support high-fidelity many-body
teleportation for up to N ∼ 35 qubits.

Let us now describe an implementation of the one-sided TW protocol (Fig. 3.6). We
first focus on the ability to implement both U and its inverse U †. For analog time-evolution
[Eq. (3.105)], U † can be implemented by changing the sign of the detuning [96], while for
digital time-evolution, one can directly invert and reverse the ordering of the quantum gates.

The one-sided protocol also requires the ability to locally address a sub-extensive number
of individual qubits. In particular, a subset K of the qubits must be initially prepared in
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a product state, |o1, . . . , oK〉 and later rotated by V̂i = eigoiÔi/K . These rotations can be
achieved by taking Ôi = Ẑi and individually addressing the target ions using an auxiliary
“poke” laser beam [233, 267].

Following the first application of U , one must swap out the qubit(s) corresponding to the
teleported subsystem. This swap can be implemented either digitally by applying a SWAP-
gate, or physically, by exchanging the two ions via a modulation of the ion trap’s axial fields
[112, 128, 184].

Extending this implementation to the two-sided protocol [Fig. 6.1(a)] is straightforward.
Initialization into EPR pairs (for infinite temperature) can be accomplished via simple Ising
gates at the input of the circuit [Fig. 3.9(a,c)], while the TFD state (for finite temperature)
can be prepared via variational methods (Section 3.9). Time-evolution can again take the
form of either digital quantum gates [Fig. 3.9(a)] or analog Hamiltonian dynamics. To
separately implement analog dynamics on the two sides of the system, one would illuminate
only half of the ion chain at any given time [Fig. 3.9(b)]; this has the added benefit of avoiding
unwanted coupling between the left and right sides, but implies that the time-evolution must
be performed serially [Fig. 3.9(c)].

Finally, in the two-sided protocol, one must perform projective measurements on K
qubits that feed-forward to the conditional rotations, V̂i. These partial measurements can
be accomplished by using multiple ion species (i.e. different elements or isotopes) [20], or
alternatively, this entire procedure can be replaced with a specific interaction, eigV , between
the two sides; this interaction is naturally realized via an XXij(θ) gate with θ = 2g/K.

Effects of experimental error and relation to quantum error
correction

We now turn to the effect of experimental error on the TW protocol. We find that tele-
portation is robust to nearly all errors that occur on the left side of the TFD state after
time-evolution by U , but is strongly sensitive to errors at nearly all other locations in the
protocol. These two extremes are emblematic of two different relations between scrambling
and error: the former corresponds to interpretations of scrambling as an error-correcting
code [111], while the latter reflects recent results showing that the effect of errors on scram-
bling measurements is enhanced proportional to the size, S, of time-evolved operators [222].
In the following discussion, we demonstrate each of these points through simple but repre-
sentative examples of experimental error.

We begin with the first case: consider errors occurring on the left side of the TFD state
after application of U but before measurement/coupling. Recall that, in the absence of error,
one can perform teleportation by using any K ∼ O(1) qubits of the left side. This implies
that teleportation is robust to any errors that affect only N − K qubits: as long as one
has knowledge of at least K qubits that are unaffected, measuring these qubits performs
teleportation identically to the error-free case.

This robustness reflects previously noted connections between scrambling and quantum
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error correction [111]. In particular, we note that many-body teleportation can be under-
stood as an especially generic example of entanglement-assisted quantum error correction
(EAQEC) [45]. Indeed, the setup for EAQEC is identical to that of the teleportation pro-
tocol: two parties, Alice and Bob, share entanglement (the TFD state), Alice applies an
encoding circuit to her share of qubits (the left unitary, U), and decoding is achieved by tele-
porting Alice’s quantum state to Bob’s share of qubits (via the coupling, V , and unitaries on
the right). Previous schemes for EAQEC have focused primarily on encodings via Clifford
unitaries. In contrast, many-body teleportation, and more specifically peaked-size teleporta-
tion, succeeds for a vastly broader class of encoding procedures—i.e. scrambling many-body
time dynamics—indicating that naturally occurring, strongly interacting systems offer novel
methods of EAQEC.

On the other hand, errors that occur during encoding or decoding—i.e. during the appli-
cation of U on the left side or at any point on the right side—strongly inhibit teleportation.
As a first example, consider a single local error, W1, occurring with probability ε on the right
side after coupling but before UT (i.e. just before decoding). If the error, W1, grows to have
a size, S, after UT is applied, one estimates that it will decrease the teleportation fidelity
by an amount, 1 − F ∼ εS/N , proportional to the probability that W1 has support on the
teleported qubit after time-evolution. If we sum over such errors on all N qubits, we have
1− F ∼ εS.

As a second example, consider a local error, W2, occurring with probability ε on the
left side simultaneously with state insertion (e.g. a damaged TFD state in Fig. 6.1). In
effect, this error shifts the correlator operators [Eq. (3.2)], Q → Q ⊗ W2; following the
arguments of Section 3.7, one then requires that the sizes add for teleportation to succeed,
S[QW2] = S[Q] + S[W2]. In a 1D short-range system (Section 3.7), this condition holds if
and only if the light cones of W2 and Q do not overlap. For O(εN) randomly distributed
errors, we expect this to hold as long as the spacing between errors, 1/ε, is much larger
than the size of the light cone, εS � 1. A similar scaling holds in 0D (Section 3.7). Here,
we expect size addition to hold as long as the size of the total error (corresponding to a
time-evolved product of ∼ εN initially local operators), is much smaller than the system
size, N . Once again, this requires εNS � N , or εS � 1.

The two previous examples are straightforwardly generalized to errors that accumulate
continuously throughout time-evolution. To do so, we replace the error probability with an
error rate, ε (now with units of inverse time). The total effect of the error is then given by
the integral of the error rate multiplied by the size over time, ε

´ t
0
dt′ S(t′) [222]. In one-

dimensional systems evolved up to the scrambling time, i.e. S ∼ Jt and ts ∼ N/J for a
local interaction strength J , we thus estimate a total error, ε

´ ts
0
dt′Jt′ ∼ εSts ∼ εN2/J , in

agreement with our rough estimates in Sections 3.9 and 3.9.
Finally, we consider a particular form of error that may be relevant for analog time-

evolution: mismatches between the evolution times of U , U∗, and UT . We denote these
three evolution times as t1, t2, t3, respectively, and their mismatches as ∆t12 = t2 − t1 and
∆t13 = t3− t1. We can characterize the mismatches’ effect on the teleportation fidelity using
the correlators, CQ(t1, t2, t3) = 〈U∗r (t3)QrU

T
r (t3)eigVUl(t1)QlU

†
l (t2)〉 (Section 3.3). From this,
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we anticipate that the protocol is relatively insensitive to mismatches between t3 and t1, t2:
teleportation succeeds as long as the mismatch is small compared to the local interaction
strength, J , i.e. J∆t13 . 1. To estimate this, we set g = 0 and t1 = t2 in which case the
correlator magnitude is given by an autocorrelation function, CQ = 〈Q(t1)Q(t3)〉 = G(∆t13).
The teleportation fidelity is bounded above by this expression, which decays on a time-scale
∼ 1/J . On the other hand, teleportation is more strongly sensitive to the mismatch between
t1 and t2. To estimate this, we treat the difference in time-evolution between U and U∗ as a
product of ∼ (J∆t12)2N local errors occurring simultaneous with state insertion (to motivate
this scaling, note that one can approximate U(∆t12) as a product of ∼N local unitaries for
small ∆t12, and we expect the error to be an even function of ∆t12). Following our previous
analysis, teleportation is successful as long as S(J∆t12)2N � N , or S(J∆t12)2 � 1.

Directly measuring the size distribution

In Section 3.9, we discussed that the time profile of the teleportation fidelity reveals
important features of the operators’ size distributions, including the average operator size
and the size width. We now demonstrate that a more precise characterization of the operator
size distribution can be obtained by sweeping the coupling strength, g, at a fixed time, t.

For simplicity, we restrict to infinite temperature18 and the coupling Vs in Eq. (3.27),
which precisely measures the operator size. In this case, the two-sided correlator [Eq. (3.2)]
is equal to the characteristic function, ΦS(g), of the size:

CQ(t) = eig
∑
S

P (S)e−igS/N ≡ eigΦS(g) (3.106)

from which the size distribution can be obtained by a Fourier transform in g.
More precisely, to measure the real part of the characteristic function (i.e. the teleporta-

tion correlator), we perform the teleportation protocol with two small modifications: (i) we
replace state insertion with the specific projection operator, (1 +Q)/2, and (ii) we measure
the expectation value of Q applied to the right side, instead of the teleportation fidelity.
This yields the quantity:

〈EPR| 1 +Ql(t)

2
e−igVsQr(−t)eigVs

1 +Ql(t)

2
|EPR〉

= Re
[
〈EPR| e−igVsQr(−t)eigVsQl(t) |EPR〉

]
= Re

[
ϕS(g)

]
,

(3.107)

where in the second line we use that the “diagonal” terms between the two copies of (1+Q)/2
vanish at infinite temperature. The imaginary part of the characteristic function can be

18At finite temperature, a similar procedure to what follows determines the winding size distribution
discussed in Section 3.8 [188]. The size distribution can be determined by moving the final measurement of
the TW protocol to the left side.
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obtained similarly, by replacing state insertion, (1+Q)/2, with an application of the unitary
operator, (1 + iQ)/

√
2. Analogous to Fig. 3.6, both of these measurement schemes can be

adapted into one-sided protocols using Eq. (3.9) whenever the coupling V is classical (i.e.
composed of terms Oi,lO

∗
i,r, where {Oi} mutually commute). While such couplings do not

measure the exact size distribution, we expect their behavior to be similar in most cases
(Section 3.4).

For completeness, we also note an alternate method to measure the size distribution: one
prepares the state Ql(t) |EPR〉 and directly measures the two-sided coupling Vs. The prob-
ability distribution of the measurement results gives the size distribution [see the discussion
below Eq. (3.27)].

Let us now compare these two protocols to other schemes for characterizing the size
distribution of operators. First, we recall that a sum of local OTOCs yields the average
operator size [Eq. (3.31)]. Hence, many existing protocols for measuring local OTOCs [243,
260] can be straightforwardly adapted to measuring the average size. Higher order moments
of the size distribution can similarly be obtained from local OTOCs, using Eq. (3.27):

〈(1− S/N)n〉 = 〈V n
s 〉Q

=
1

Nn

∑
Pi1 ,...,Pin

tr

(
Q(t)

n∏
k=1

Pik Q
†(t)

1∏
k=n

P †ik

)
.

(3.108)

where the sum is over every possible combination of n single-qubit Pauli operators
Pi1 , . . . , Pin . Based on this approach, however, the number of measurements required to
determine the nth moment scales as O(Nn). In certain situations, this scaling may be re-
duced through sampling, though this depends on the nature of the size distribution and the
desired degree of precision. Furthermore, reconstructing the full profile of the size distribu-
tion from a finite number of moments is generally a difficult numerical task [124]. In contrast
to these limitations, our proposal directly yields the full size distribution, and can recover
its moments with a number of measurements independent of the system size19.

We can also compare our proposal to an independent protocol for measuring the size
distribution introduced in Ref. [203]. The protocol of Ref. [203] is experimentally simpler
than our own, and in particular involves only a single application of time-evolution by U (and
no backwards time-evolution). However, this simplicity comes at a cost: resolving high-size
components of the distribution requires a number of measurements that scales exponentially
with size.

19This is simplest to see in the protocol which measures the two-sided coupling Vs. Here, the error in
one’s measurement of the nth moment is equal to the expectation value of the moment’s variance divided by
the number of measurements, (δ〈Sn〉)2 = (〈S2n〉− 〈Sn〉2)/M . If one wishes to resolve the moment to within
a relative error ε, i.e. δ〈Sn〉 < ε〈Sn〉, one requires M ∼ 〈S

2n〉−〈Sn〉2
ε2〈Sn〉2 measurements. This number does not

scale with N since it contains the same powers of S in the numerator and denominator.
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3.10 Outlook
In this work, we developed a unified framework for understanding many-body telepor-

tation from the perspective of operator growth under scrambling dynamics. The unifying
concept within this framework is the size distribution of time-evolved operators [44, 188,
202, 203, 208]: these form the backbone of peaked-size teleportation, and provide a more
fine-grained measure of operator growth compared to the average operator size (as given by
the expectation value of OTOCs).

Our work suggests several future directions for applying and building upon this frame-
work. First, while we have studied the size distributions in 0D and ≥ 1D RUCs, it would
be interesting to extend this analysis to a multitude of other physical systems, where one
expects to find qualitatively distinct behavior. These include long-range interacting sys-
tems [78, 246], interacting and non-interacting integrable systems [203], ≥ 1D systems with
a large on-site Hilbert space [105], 0D systems with sparse couplings [24], and systems with
conserved quantities [130].

Another set of open questions concerns the notion of operator size at finite tempera-
ture. In systems with peaked size distributions, we found that the phase of the two-sided
teleportation correlator was directly proportional to the conventional definition of operator
size [202]. Surprisingly, we observed that this relationship did not hold in the finite tem-
perature SYK model; rather, the phase was given by the real part of the two-sided OTOC.
Unlike the conventional size, this OTOC is not UV divergent, and is thus expected to be
inherently independent of the microscopic Hilbert space. Recent work has shown that its
real part isolates an incoherent component of operator spreading in large-N models [103];
further work is needed to establish and expand this framework. Related to these considera-
tions, one may hope to better understand the bulk analogue of operator size in theories dual
to gravity with strong stringy effects. While we have seen that stringy effects can mimic
peaked-size teleportation, developing a physical interpretation of this correspondence would
be extremely exciting.

Third, we have shown that a promising application of the teleportation protocol is to
distinguish between different classes of scrambling dynamics. In particular, we have focused
on two classes of scramblers—generic thermalizing systems and those with gravitational
duals—and demonstrated that the key distinction between them is their teleportation fidelity
at low temperatures. It is intriguing to ask whether the fidelity increase associated with
gravitational teleportation may also occur in other systems, without a gravitational dual. For
instance, recently the teleportation correlator magnitude was observed to increase slightly
above Gβ in non-local random Hamiltonian systems [44, 188]; generalizing this to other
physical models would be of tremendous interest.

One may also wonder what role an extensive low temperature entropy—a key feature of
the SYK model [173]—plays in the teleportation process. In particular, how well can systems
with extensive low temperature entropy but no known gravitational dual teleport [6, 220]?
We conjecture that an extensive entropy would allow one to locally encode each qubit into
low-energy degrees of freedom (i.e. operators with an O(1) two-point function), since one
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would only require O(1) qubits on the left side of the TFD in order to have one qubit of
mutual information with the right side. Such an encoding would allow low temperature
teleportation with perfect fidelity if operator sizes were peaked, naturally motivating the
study of operator size distributions in such models.

Finally, we would like to discuss the relation between our results on the TW protocol and
the eternal traversable wormhole (ETW) introduced in Ref. [170]. In the latter, the coupling,
V , has an O(1) coefficient and, moreover, is applied simultaneously with single-sided Hamil-
tonian evolution (i.e. the full system evolves under a Hamiltonian, Hl +Hr + g

∑
j Oj,lO

∗
j,r).

Under these conditions, Refs. [170, 196] find that the ETW teleportation fidelity oscillates in
time under gravitational dynamics, indicating that information is transmitted back and forth
between the two boundaries. Intriguingly, unlike the TW protocol, the ETW oscillations oc-
cur at a time-scale given by the single-sided thermalization time (∼β, the inverse effective
temperature), and not the scrambling time. Developing a microscopic understanding of the
ETW in terms of operator spreading, as well as exploring analogous physics in more generic
many-body systems, remains an exciting open direction.
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Chapter 4

Comment on “Traversable wormhole
dynamics on a quantum processor”

The holographic principle posits that certain quantum mechanical Hamiltonians are dual
to quantum theories of gravity [114, 169, 240]. Recently, there has been tremendous interest
towards experimentally realizing such quantum mechanical models on a quantum processor.
To this end, an important development was the discovery of a quantum teleportation protocol
that is related to traversable wormholes (Fig. 4.2a) [44, 89, 90, 176, 188, 224]. Specifically,
when the teleportation protocol is implemented using a Hamiltonian that is holographically
dual to gravity, successful teleportation is described from the dual perspective as a particle
traveling through a traversable wormhole.

A recent article [121] claims to observe traversable wormhole dynamics in an experimen-
tal setting. The most direct way to observe traversable wormhole dynamics would be to
experimentally implement the SYK model, which is dual to gravity [133, 218]. However, it
is extremely challenging to experimentally implement even a small-size version of the SYK
model. To this end, [121] uses a machine-learning procedure to construct a sparse Hamil-
tonian that aims to preserve gravitational physics. More specifically, the machine-learning
procedure is based upon reproducing the teleportation behavior of the SYK model (at system
size N = 10) with only a small number of Hamiltonian terms. The result is the following
Hamiltonian, henceforth “Model 1”,

H =− 0.36ψ1ψ2ψ4ψ5 + 0.19ψ1ψ3ψ4ψ7 − 0.71ψ1ψ3ψ5ψ6

+ 0.22ψ2ψ3ψ4ψ6 + 0.49ψ2ψ3ψ5ψ7. (4.1)

Here, ψi are Majorana fermions satisfying {ψi, ψj} = δij.
The authors claim that Model 1 “is consistent with gravitational dynamics of the dense

SYK Hamiltonian” and demonstrates “gravitational teleportation...by means of an emergent
wormhole”. They analyze five key properties of traversable wormhole physics:
(i) scrambling and thermalization dynamics
(ii) a teleportation signal that is consistent with a negative energy shockwave
(iii) perfect size winding
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(iv) causal time-ordering of teleported signals
(v) a Shapiro time delay

These claims are surprising given that:

Model 1 is fully-commuting. Each of the five Hamiltonian terms commutes with every
other term.

which is alluded to in the Supplemental Material of [121]. This property is distinct from the
SYK model, and fully-commuting models are known to exhibit markedly different dynamics
from non-commuting models.

Given the interest in realizing non-trivial models of quantum gravity in experiment, it
seems worthwhile to investigate the extent to which the model and strategy in [121] indeed
capture the stated features of gravitational physics. Our central findings are:

• In contrast to the claims of [121], Model 1 does not thermalize. It exhibits strong os-
cillations in the correlation functions that characterize scrambling and thermalization
(Fig. 4.1). The observation of thermalization in [121] is an artifact of averaging over these
oscillations.

• In order to generate Model 1, the machine-learning procedure in [121] trains on teleporta-
tion involving two specific operators, ψ1 and ψ2. The authors characterize the teleporta-
tion signal [properties (ii, iv, v)] and size winding [property (iii)] only for those operators
that were trained on. We find that the teleportation signal only resembles that of the
SYK model for the specific operators that were trained on, and not for general operators
that were not involved in the training (Fig. 4.2).

• The observed perfect size winding in Model 1, is in fact, a widespread property of fully-
commuting Hamiltonians at small system sizes (Fig. 4.3). Putting random numerical
coefficients in front of the terms in Eq. (4.1) or taking random commuting terms, also
produces perfect size winding. In the cases that we have examined, perfect size winding
does not persist to larger system sizes or to non-commuting models at equivalent system
sizes.

We emphasize an inherent tension between the first and third observations: Small-size,
fully-commuting Hamiltonians do not thermalize but generally exhibit perfect size winding,
while the opposite is true for larger or non-commuting systems. None of the systems consid-
ered in [121] satisfy both properties simultaneously. Nevertheless, both thermalization [110,
115] and size winding [44, 188] are central to the holographic correspondence and are known
to occur in the SYK model at large system sizes [188].

Before proceeding, we note that two additional Hamiltonians are numerically studied in
the Supplemental Material of [121]. We address these in Appendix C.1. The Hamiltonian
Eq. (S16) in [121], henceforth “Model 2”, is produced by the same machine-learning procedure
as Model 1. We find that Model 2 is nearly fully-commuting, and that the above observations
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Figure 4.1: Lack of thermalization in Model 1. (a) Two-point correlation functions
averaged over Majorana operators, Gavg(t), for Model 1 (green; replicating Fig. 3b of [121])
and several disorder realizations of the N = 10 SYK model (orange). As observed in [121],
the average correlation function displays similar behavior between the two models. For both
models, β = 4, and, for the SYK model, the couplings are drawn from a normal distribution
with mean zero and variance 6J2/N3, where J = 1.125. (b) In Model 1, the individual
two-point correlation functions, Gi(t), display large oscillations. (c) In the SYK model
(taking a single disorder instance), the individual correlation functions all exhibit decay.
This behavior is independent of the disorder realization. (d-f) Analogous results for the
average and individual four-point correlation functions, Favg(t) and Fi(t), in Model 1 and
the N = 10 SYK model. Again, the agreement between the two models holds only for the
averaged correlation functions (d), and not for the individual correlation functions (e-f).

similarly hold. In contrast, the Hamiltonian Eq. (S17) in [121], henceforth “Model 3”, is
produced by an alternate machine-learning procedure designed to maximize the difference
in the teleportation signal between negative and positive couplings. Model 3 is not fully-
commuting and exhibits clearer signatures of thermalization. However, as noted in [121], it
does not exhibit perfect size winding.

4.1 Thermalization and scrambling
Ref. [121] claims that Model 1 “scrambles and thermalizes similarly to the original SYK

model as characterized by the four- and two-point correlators.” To support this, they plot
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Figure 4.2: Teleportation signal of Model 1. (a) Teleportation circuit from [121]. The
qubit to be teleported is swapped with a pair of Majorana operators in the left system L.
The success of teleportation from L to R is measured by the mutual information between
a reference qubit P and a readout qubit T. (b) Mutual information, IPT, of the symmetric
teleportation protocol with µ = −12 for Model 1 (orange; replicating Fig. 2a of [121]) and
several realizations of the N = 10 SYK model with J = 1.25 (grey). The machine-learning
procedure in [121] trains Model 1 to reproduce the mutual information (as a function of
time) of the SYK model for a specific pair of input operators, ψ1 and ψ2. For this pair of
operators, the mutual information indeed shows good agreement between the two models.
(c) In Model 1, when the teleportation protocol is performed with input operators that
were not involved in the training procedure, i.e. ψi and ψj where i < j ∈ [3, 7], the mutual
information as a function of time exhibits significant variations. (d) For comparison, in the
N = 10 SYK model, the mutual information for all pairs of input operators is consistent.
The dashed line indicates the mutual information at t = 0 for reference.

the average of each correlator over local Majorana operators. For example, they plot (Fig. 3b
of [121]) the two-point correlator Gavg(t) = 1

8

∑8
i=1Gi(t), where Gi(t) = Re

[
〈ψi(t)ψi(0)〉β

]
and the sum is over the seven operators in Eq. (4.1) and an additional operator ψ8 that
does not enter the Hamiltonian (reproduced in Fig. 4.1a). Here, 〈·〉β = Tr[(·)ρβ] with ρβ =

e−βH/Tr[e−βH ].
The decay of two-point correlation functions is indicative of thermalization [62]. We

note that it is not typical to average over a system’s two-point correlation functions when
exploring thermalization, since this averaging can lead to a decay that is not representative
of the individual correlation functions. As shown in Fig. 3b of [121] and we reproduce in
Fig. 4.1a above, for both the SYK model and Model 1, the averaged correlation function,
Gavg(t), indeed exhibits decay. For the SYK model, this decay is consistent with the behavior
of individual two-point correlation functions, and thus, thermalization (Fig. 4.1c). However,
for Model 1, the individual two-point correlators, Gi(t), exhibit strong revivals as a function
of time (Fig. 4.1b). This indicates that the agreement in the thermalization behavior between
the SYK model and Model 1 observed in Fig. 3b of [121] is an artifact of averaging over the
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two-point correlation functions, and that in fact, Model 1 does not thermalize.
In Fig. 4.1d-f, we turn to the behavior of four-point correlation functions, Fi(t) =

−Re
[〈

[ψi(t), ψi(0)]
2 〉

β

]
, as well as their average, Favg(t) =

∑8
i=1 Fi(t). Much like the

two-point correlators, the agreement between the four-point correlation functions of Model
1 and the SYK model (Fig. 3b of [121]), is an artifact of averaging.

In the holographic correspondence, the persistent decay of the two- and four-point cor-
relators corresponds to a perturbation falling toward a black hole [115, 228]. The strong
revivals in the correlators of Model 1 contrast with this physics.

4.2 Teleportation signal
We now explore the claim that Model 1 “is consistent with gravitational dynamics of the

dense SYK Hamiltonian beyond its training data”. Specifically, the authors claim that the
teleportation signal of Model 1 demonstrates behavior compatible with a qubit emerging from
a traversable wormhole. These claims are based upon analyzing the teleportation signal for
the pair of operators, ψ1 and ψ2, that were involved in the machine-learning training (Fig. 2
of [121]). To further test whether Model 1 is consistent with the gravitational dynamics
of the dense SYK model, we examine the teleportation signal for operators that were not
involved in the training procedure.

Fig. 2 of [121] presents the mutual information of the teleportation protocol as a function
of two times: the injection time, t0, and the readout time, t1 (see e.g. the circuit in Fig. 4.2a).
For the symmetric teleportation protocol, with t = t0 = t1, traversable wormhole dynamics
lead to the presence of a single peak in the mutual information as a function of time [121].
We note that Model 1 is trained to reproduce the symmetric teleportation signal of the SYK
model for a specific pair of input Majorana operators, ψ1 and ψ2. As depicted in Fig. 2a
in [121] and in Fig. 4.2b above, the mutual information indeed exhibits a single peak for
the trained operators in Model 1 and for various instances of the SYK model. However, for
a generic pair of untrained operators in Model 1, the mutual information does not exhibit
single-peak behavior, but rather, displays large oscillations as a function of time that strongly
vary for different input operators (Fig. 4.2c). This sharply contrasts with teleportation in
the SYK model, where the mutual information exhibits a single consistent peak in time for
any pair of input operators (Fig. 4.2d).

We note that Ref. [121] also examines the teleportation protocol at a fixed injection time,
while varying the readout time (Fig. 2b in [121]); our analysis of this protocol is shown in
Appendix C.3. At short times, for Model 1, the mutual information exhibits a single peak
for all pairs of operators, albeit with large variations in peak height. At longer times, generic
pairs of operators exhibit multiple peaks in the mutual information, which are not observed
in the SYK model.
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Figure 4.3: Comparison of size winding behavior in Model 1 and other random
small-size fully-commuting Hamiltonians. (a) Scatter plots depicting the eight non-
zero coefficients, c2

P , for ψ1 of Model 1 at t = 2.8. The x-values are the coefficient magnitudes,
|cP |2, and the y-values are the coefficient phases, φP ≡ arg c2

P − arg q(1). Perfect phase
alignment occurs when the phase of all coefficients at a given size |P | matches the phase of
their sum (dashed line). This occurs trivially for the single coefficient with |P | = 1, and via
the alignment of ∼2-3 coefficients for |P | = 3, 5. (b) A comparison of the phase alignment,
r̄, for each operator in: Model 1, Model 1 with random coefficients, Model 1 with random
terms and coefficients, a random all-to-all Ising model, the N = 10 SYK model, Model 2,
and Model 3. For Models 1,2,3, the phase alignment for the trained operators, ψ1 and ψ2,
is indicated with a star. As in [121], we take β = 4, and time t = 2.8 for Models 1,2 and
t = 2 for Model 3. For the random models, three different disorder realizations are shown,
with small horizontal offsets for clarity. (c) An analogous comparison for the linear slope
metric, χ. (d) The size winding phase, arg q(|P |) − arg q(1), as a function of the operator
size, |P |, for Model 1 (top) and Model 1 with random coefficients (bottom). The size of each
marker is scaled proportional to |q(|P |)|. The stars in Model 1 correspond to operators ψ1

(replicating Fig. 3d in [121]) and ψ2.

4.3 Size winding
Beyond a comparison to the N = 10 SYK model, the authors claim that Model 1 satisfies

general behavior predicted by gravity. They focus on the property of size winding (Fig. 3d
and S14 in [121]), which is defined by decomposing a time-evolved operator as follows:

ρ
1/2
β ψi(t) =

∑
P

cPψ
P (4.2)
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where cP is a complex coefficient, and ψP is a Majorana string with support P ∈ {0, 1}N .
Here, Pi = 1 indicates that ψP has support on site i. Size winding is the condition that the
phases of the squared coefficients, c2

P , depend linearly on the size |P | of the Majorana string,
i.e. cP = ei(α|P |/N+φ)rP for some real values, α, φ, rP . As in [121], it is convenient to separate
size winding into two distinct properties:

1. Phase alignment—The phase of c2
P is equal for all P of the same size.

2. Linear slope—The phase of the sum of coefficients of size l, q(l) =
∑
|P |=l c

2
P , follows a

linear slope with respect to l.

Analytic calculations show that the SYK model exhibits both properties in the limit of large
system sizes [188]. The authors emphasize that perfect size winding is a necessary criteria
of general holographic systems 1.

We begin by noting a difference in the structure of time-evolved operators between fully-
commuting models such as Model 1, and non-commuting models, such as the SYK model. In
fully-commuting Majorana Hamiltonians, a time-evolved operator has non-zero coefficients
for up to 2bN/2c different strings. In a non-commuting Majorana Hamiltonian, a time-evolved
operator has non-zero coefficients for up to 2N−1 strings. This difference is particularly
pronounced at small system sizes: In Model 1 there are 8 non-zero coefficients (Fig. 4.3a),
while in the N = 7 SYK model there are 64 non-zero coefficients and in the N = 10 SYK
model studied in [121] there are 512 non-zero coefficients.

Phase alignment—Ref. [121] quantifies the degree of phase alignment by considering the
ratio:

rl =

∣∣∣∑|P |=l c2
P

∣∣∣∑
|P |=l |cP |2

, (4.3)

which is unity when phase alignment is perfect. Using ψ1 (which is one of the operators that
was trained upon), the authors show that Model 1 exhibits rl & 0.95 for all l (Fig. S14 in
[121]). The authors refer to this as perfect size winding. In comparison, Ref. [121] finds that
the N = 10 SYK model exhibits rl ∼ 0.75 (Fig. S19 in [121]), which the authors refer to as
“damped” size winding.

To avoid characterizing the phase alignment ratio for each l, we consider the average
ratio, r =

∑
l |q(l)|. Since r is lower bounded by a two-point correlation function, W =

tr(ψiρ1/2
β ψiρ

1/2
β ) =

∑
P c

2
P , it is natural to define a rescaled phase alignment ratio as r̄ = r−W

1−W
(see Appendix C.4 for details).

1Ref. [121] also contains a stronger statement: “Perfect size winding is equivalent to a maximal Lyapunov
exponent at large N , but unlike the Lyapunov exponent, size winding remains a meaningful quantity at small
N .” We are not aware of a derivation of this equivalence. In fact, within the approximations of [89], the
large-q SYK model provides a counterexample: It displays perfect size winding at all temperatures but a
maximal Lyapunov exponent only in the low temperature limit.
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In Fig. 4.3b, r̄ is plotted for Model 1 and the SYK model, for all operators. Consistent
with the authors’ observations (Figs. S14, S19 in [121]), Model 1 exhibits a significantly
higher r̄ than the SYK model.

We begin by examining to what extent the large phase alignment, r̄, is a result of the
authors’ machine learning procedure. In particular, we consider Model 1 with random nu-
merical coefficients in front of the five Hamiltonian terms. In all cases, we find that the phase
alignment, r̄, is similar to Model 1 and significantly higher than the SYK model. Three spe-
cific instances are shown in Fig. 4.3b. Next, we further randomize Model 1, by considering
Hamiltonians with five random, commuting, four-body Majorana terms (in addition to ran-
dom coefficients). Again, we find that the phase alignment, r̄, is similar to Model 1 and
significantly higher than the SYK model (Fig. 4.3b).

The above observations suggest that a large phase alignment, r̄, is a generic feature of
many fully-commuting models at small system sizes. As a further example, we plot the phase
alignment, r̄, for a random all-to-all Ising model with four spins, and find similar behavior
to Model 1; as shown in Appendix C.5, we find that the phase alignment, r̄, decreases with
increasing system size.

Linear slope—The authors claim that Model 1 exhibits a linear size-winding slope. To
demonstrate this, in Fig. 3d of [121], the authors plot the phase of q(l) as a function of l
for the Majorana operator ψ1 (which was trained upon). The phase indeed exhibits a linear
slope with respect to l.

We examine how generic this behavior is, and the extent to which it results from the
authors’ machine learning procedure. In order to better compare across models, we introduce
a metric, χ, for quantifying the linear slope property (see Appendix C.4 for details). As
depicted in Fig. 4.3c, ψ1 is indeed characterized by a large value of χ. For the other operator
that was trained upon, ψ2, we also find that χ is large. However, for the untrained operators,
some Majoranas exhibit large values of χ, while others exhibit small values of χ implying
that they do not satisfy the linear slope property. This behavior is illustrated in Fig. 4.3d
and contrasts with the SYK model. For the SYK model, all operators exhibit the linear
slope property and χ is clustered near unity, as shown in Fig. 4.3c.

As in the preceding discussion about phase alignment, the fact that some operators in
Model 1 exhibit a linear slope with large χ, is a generic feature of small-size, fully-commuting
Hamiltonians. The distribution of χ across all operators is illustrated in Fig. 4.3c, for the
three types of models considered in the preceding subsection: (i) Model 1 with random coef-
ficients, (ii) Model 1 with random terms and coefficients, and (iii) fully-commuting random
Ising models. In each case, the behavior is comparable to Model 1—certain operators exhibit
the linear slope property with large χ, while others do not.

We note that for all three models studied by the authors (Model 1 in the main text and
Models 2,3 in the Supplemental Material), the trained operators exhibit a relatively high
degree of linearity compared to other operators. This suggests that the authors’ machine-
learning procedure may have introduced a bias among the trained operators. Nevertheless,
the distribution of χ over all operators resembles that of generic random small-size fully-
commuting models.
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Figure 4.4: (a) Two-point correlation functions, Gi(t), for all Majorana operators in Model
2. (b) (left) Mutual information for the symmetric teleportation protocol with the trained
operators, ψ1 and ψ2, and µ = −12 for: Model 2 (blue), and multiple instances of N = 10
SYK model (grey). (right) Mutual information for the symmetric teleportation protocol
with all pairs of untrained operators, and µ = −12. (c) Size-winding phase for each of the
untrained operators at t = 2.8. (d-f) Depicts the analogous results for Model 3. As in [121],
the teleportation protocol is performed with µ = −17 for Model 3 (replicating Fig. S25 of
[121]), and the size-winding phase is evaluated at t = 2.

Size winding has recently emerged as a prominent feature of the holographic correspon-
dence for systems with a nearly AdS2 bulk [44], leading to speculation that the presence
of perfect size winding could be a strong signature of gravity [188, 224]. The fact that the
perfect size winding observed in [121] seems reliant on small-size, fully-commuting models—
which defy other features of holography such as thermalization [110, 115], complexity [239],
and chaos [171]—raises the question of whether the observed perfect size winding is indeed
connected to gravitational physics in a substantive manner.
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Chapter 5

Butterfly metrology: a universal protocol
for quantum-enhanced sensing

Quantum-enhanced metrology leverages entanglement in a many-particle system to im-
prove the fundamental precision of sensing [71, 98]. The realization of this enhancement with
large numbers of interacting particles remains a long-standing objective, with a wide-range
of potential applications including atomic time-keeping [36], gravitational wave sensing [221],
biological imaging, and the search for new fundamental physics [12].

From a theoretical perspective, the requirements for a many-body state to exhibit
“metrologically-useful” entanglement are well understood [71]. However, from an experimen-
tal perspective, two overarching challenges remain: signal readout and state preparation.
For the first challenge, the key tension is that any direct measurement on a metrologically
useful state will also be highly susceptible to noise during the read-out process [38]. To
address this challenge, seminal recent results have introduced sensing protocols that rely on
time-reversed dynamics [66, 85, 100, 166]. Crucially, these protocols exhibit significantly
improved robustness to read-out noise and have been experimentally realized in the context
of spin squeezed [66] and GHZ states [185].

For the second challenge, the most natural strategy to prepare a metrologically useful
state is via Hamiltonian evolution from an initial product state; however, the class of Hamil-
tonians for which this succeeds is extremely limited [71]. Indeed, the only known examples
consist of semi-classical, large-S spin models [66, 160], symmetry breaking evolution from a
pure state [33], and commuting central spin models [100]. This precisely encodes the chal-
lenge that while most quantum states are highly entangled, only a vanishingly small subset
can be utilized to perform enhanced sensing [119].

In this Chapter, we address this outstanding challenge by introducing a novel sensing
protocol, dubbed “butterfly metrology”. The key insight underlying our approach is to use
time-reversed dynamics not only to detect, but also to prepare a metrologically-useful state
[Fig. 5.1]. To do so, our protocol relies on the quantum butterfly effect: Under chaotic
dynamics, a small perturbation causes a significant disruption to the future quantum tra-
jectory. Indeed, our protocol can be understood as performing interferometry between two
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State preparation Signal Read-out

Figure 5.1: (a) Butterfly metrology protocol with local control. The “butterfly state” is
prepared by evolving forward and backward under a many-body unitary U , interleaved with
a local rotation, (1̂+ iV̂ )/

√
2. The signal φ is detected via oscillations in the local observable

〈V̂ 〉. (b) The protocol performs interferometry between two trajectories. In the first (top),
the forward and backward evolution cancel, yielding the polarized state |0〉. In the second
(bottom), the local perturbation yields a “scrambled” state, iV̂ (t) |0〉. If U is scrambling,
the two trajectories acquire macroscopically different phases under the signal, leading to a
Heisenberg-enhanced sensitivity.

alternate trajectories, in which a “butterfly” operator is either applied or not applied during
the time evolution.

Our main results are fourfold. First, we establish a precise connection between butterfly
metrology and quantum information scrambling; in particular, we derive an equality between
the sensitivity of our protocol and a sum of local out-of-time-order correlators (OTOCs) [133,
209, 228]. For fully scrambling dynamics, this implies a measurement sensitivity that exhibits
Heisenberg scaling. Second, we introduce a variant of our protocol that utilizes global control
and readout. This reduces the experimental requirements to implement our protocol and
yields a sensitivity that smoothly interpolates between the standard quantum limit and
Heisenberg scaling, as a function of evolution time[71]. Third, we analyze the effects of
noise and decoherence, demonstrating that our protocol is robust to both measurement and
initialization errors, as well as to control errors, provided they are time-reversible. Finally,
we highlight the broad applicability of our protocol by providing detailed blueprints and
numerical simulations for a variety of experimental platforms. A particularly clear advantage
over existing protocols is shown in the case of solid-state spin defects.
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5.1 Butterfly metrology protocol
We consider an ensemble of N spin-1/2 particles, coupled to a weak external signal via

the collective spin operator Ŝz = 1
2

∑
i σ̂

z
i , where σ̂zi is a local Pauli operator acting on spin i.

Specifically, the system is prepared in a pure state |ψ〉 and then evolves under the interaction
e−iφSz where φ is a small parameter. The goal is to maximize the sensitivity η for estimating
the parameter φ via an observable M̂ , where η = ∆Mφ/∂φ〈M̂〉φ and ∆M is the standard
deviation of M̂ .

The sensitivity η is lower bounded by the quantum Fisher information (QFI) via η ≥
1/
√
F , which for a pure state reduces to the standard deviation of Sz in |ψ〉, i.e. η ≥ 1/∆Sz

[42]. If |ψ〉 is product state, the standard deviation ∆Sz scales as
√
N , implying an SQL-

limited sensitivity of η ∼ 1/
√
N . Most quantum states, despite being highly entangled, do

not surpass this scaling. Indeed, a Haar random state possesses, on average, the same QFI
as an unentangled state, owing to a lack of correlations in the z-basis. On the other hand,
the GHZ state, (|0〉⊗N + |1〉⊗N)/

√
2, features maximal correlations and thus achieves the

Heisenberg-limited sensitivity, η = 1/N [40]. Other well-known states that exhibit a QFI
beyond the SQL include Dicke states [73], squeezed states [136, 253], critical states [84], and
thermalized states in a symmetry-broken phase [33].

Our approach begins by introducing a new class of metrological state, which we call the
‘butterfly state’:

|ψB〉 =
|0〉+ iV̂ (t) |0〉√

2
. (5.1)

Here, |0〉 ≡ |0〉⊗N is the fully polarized state, and V̂ (t) = U †V̂ U is a local Pauli operator
(e.g. V̂ = σ̂x0 ) evolved in the Heisenberg picture under unitary evolution, U . For example,
U may correspond to evolution under a time-independent Hamiltonian, U = e−iHt, Floquet
dynamics, or a digital quantum circuit. As shown in Fig. 5.1, |ψB〉 is prepared by applying
a local rotation (1+ iV̂ )/

√
2 (i.e. a π/2-pulse), sandwiched between forward and backward

time evolution.
Physically, the butterfly state lies in a superposition between two quantum trajectories:

in the first, the forward and backwards evolution perfectly cancel, returning the system to
the fully polarized state; in the second, the local operator V̂ disrupts this cancellation. If
the time evolution is fully “scrambling”, this disruption will affect every qubit in the system,
and the second trajectory will resemble a random state, with an average polarization of
zero. Thus, much like a GHZ state, the butterfly state |ψB〉 features a bimodal polarization
distribution with a macroscopic difference between the two peaks [Fig. 5.2(a)]. This suggests
that it can serve as a resource state for Heisenberg-scaling sensitivity, η ∼ 1/N .

Following this intuition, we devise the following interferometric protocol for measuring the
external signal φ, depicted in Fig. 5.1(a). First, we prepare the butterfly state |ψB〉 by evolv-
ing forward and backward in time, interleaved with a local rotation. Second, the external sig-
nal is applied to the butterfly state, yielding the modified state (e−iφ

N
2 +ie−iφSzV (t)) |0〉 /

√
2.

Last, to detect the signal, we evolve forward in time under U and measure the local operator
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Figure 5.2: (a) Schematic of the polarization distribution P (Sz) for (above) a GHZ state
and (below) a butterfly state (Eq. 5.1), with evolution U corresponding to a Haar-random
unitary. The butterfly state features a delta function at Sz = N/2 and bimodal distribution
centered Sz = 0 with width ∼

√
N ; the separation between the peaks is a factor of 2 away

from the maximal separation exhibited by the GHZ state. (b) The sensing signal under
Haar-random evolution features damped oscillations with a frequency ω = N (see Appendix
D). (c) Metrological gain, 2N/η2, vs. N for (red) the Heisenberg limit, (balck) the standard
quantum limit, our sensing protocol with (blue solid) local and (dashed) global controls. For
up to N = 20, the Haar-random prediction is in agreement with exact quantum dynamics of
a 1D spin chain after the scrambling time (data points). (d) Improvement in sensitivity, η,
as a function of evolution time, t, for a locally interacting system. The sensitivity initially as
η−1 ∼ td owing to the ballistic operator growth and saturates at η−1 ∼ N at the scrambling
time, ts.

V̂ . The mean outcome is given by

〈V̂ 〉φ =
1

2
〈0| V̂ (t) |0〉 − 1

2
〈0| V̂ (t)eiφSzV (t)e−iφSz V̂ (t) |0〉

+ Im
[
eiφN/2 〈0| V̂ (t)e−iφSz V̂ (t) |0〉

]
.

(5.2)

For small values of φ, the sensitivity is η−1
φ=0 ≡ (|∂φ〈V̂ 〉φ|/∆Vφ)φ=0. Note that only the last
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term in Eq. (D.1) contributes to ∂φ〈V̂ 〉φ=0, and ∆Vφ=0 = 1 since 〈V̂ 〉φ = 0 and V̂ is a Pauli
operator. Thus, the sensitivity is given by η−1

φ=0 = N/2− 〈0| V̂ (t)SzV̂ (t) |0〉, which is simply
the difference in polarization between the first and second trajectory of |ψB〉.

To understand how our protocol performs when U is generated by many-body time-
evolution, let us first analyze the sensitivity at late times. For many classes of dynamics (e.g.
ergodic quantum circuits, Floquet dynamics, or Hamiltonian dynamics at infinite tempera-
ture), late-time correlation functions can be approximated by modeling the time-evolution
U as a Haar random unitary. Applying this approximation to our protocol, the second
trajectory of the butterfly state, V̂ (t) |0〉, becomes a random state, which has a binomial
distribution of polarization with mean zero and width ∼

√
N . For angles that are small com-

pared to the inverse width of this distribution, φ � 1/
√
N , we can approximate the action

of the signal on the second trajectory by the identity operation, i.e. eiφSz V̂ (t) |0〉 ≈ V̂ (t) |0〉.
The signal thus applies a relative phase of φN/2 to the second trajectory compared to the
first. This results in a sinusoidal expectation value 〈V̂ 〉φ ≈ sin(φN/2) [Fig. 5.2(b)]. Taking
the derivative with respect to φ, the sensitivity is η ≈ 2/N : a factor of 2 away from the
strict Heisenberg limit.

To analyze the performance of our protocol beyond the late-time limit, it is instructive
to rewrite the sensitivity as follows:

η−1
φ=0 =

1

2

(
N −

∑
i

〈0|σzi V̂ (t)σzi V̂ (t) |0〉
)
. (5.3)

The two terms are, again, the mean polarizations of the first and second trajectories of the
butterfly state. From the above expression, we see that the latter is given by a sum over local
out-of-time-order correlators (OTOCs), a well-known diagnostic for quantum information
scrambling. Intuitively, each OTOC quantifies the support of the time-evolved operator
V (t) on a qubit i: the OTOC is one when V (t) does not have support on i (since V̂ (t)
and σzi commute), and decays to zero once V (t) gains support. The sensitivity is given by
the number of OTOCs that have decayed. This is proportional to the number of spins in
the support of V̂ (t), which is known as the operator size S of V̂ (t). Specifically, we have
η−1 ∼ S/2.

We can leverage this connection to understand the sensitivity of our protocol at earlier
times. Under local-interacting ergodic dynamics, the size typically grows ballistically in time,
S ∼ (vBt)

d, where vB is the butterfly velocity and d is the spatial dimension. Hence, the
sensitivity improves in time as η−1 ∼ (vBt)

d. This growth continues up to the scrambling
time, ts ∼ N1/d/vB. After this time, the operator has support on the entire system and we
recover the Heisenberg-limited sensitivity obtained from Haar-random dynamics, η−1 ≈ N/2.

A few remarks are in order. First, operators can grow faster than ballistic under dynamics
with long-range interactions. For instance, under all-to-all-interactions, operators typically
grow exponentially in time, S ∼ eλt, where λ is the Lyapunov exponent. From Eq. (5.3),
this leads to a faster improvement in the sensitivity over time and an earlier saturation to
the Heisenberg-limit.
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State preparation Signal Read-out

Figure 5.3: Butterfly metrology with only global control. State preparation involves a global
rotation eiεŜx . The signal is detected by measuring the total spin polarization 〈Ŝx〉.

Second, the late-time polarization of the second butterfly trajectory may be non-zero for
dynamics with a non-zero conserved quantity (e.g. Hamiltonian dynamics at finite tempera-
ture). To see this, note that evolution under U cannot change the density of any conserved
quantities in the initial state |0〉. Therefore, instead of a Haar-random state, we expect the
second trajectory of the butterfly state to resemble a random state drawn from the Gibbs
ensemble, at a temperature/chemical potential set by the energy/charge density of the ini-
tial state. This leads to a Heisenberg-enhanced sensitivity with a pre-factor reduced by the
polarization density m of the Gibbs state, η−1 ≈ N(1−m)/2.

5.2 Global control
While the above protocol uses a local rotation to generate the butterfly state, this re-

quirement is not strictly necessary. In particular, we can replace both the local rotation and
local read-out with entirely global operations (Fig. 5.3). Namely, to prepare the butterfly
state, we utilize the global rotation eiεŜx , under the spin operator Ŝx = 1

2

∑
i σ

x
i . To read-out,

we measure the total polarization along the x-direction, 〈Ŝx〉.
To understand the sensitivity of the global protocol, we begin by considering two limits.

First, in the absence of any time-evolution (i.e. U = 1), the protocol reduces to N indepen-
dent copies of Ramsey spectroscopy if we set ε = π/4. Thus, at time zero, the global protocol
is standard quantum limited, η−1 ∼

√
N . (This contrasts with the local protocol, which had

no sensitivity at time zero [3].) Second, in the limit of late times, let us decompose the global
rotation into an identity and non-identity component, eiεŜx ≡ a1̂ + iṼ , where a = cosN(ε)
and Ṽ is traceless. Thus, the global protocol produces the butterfly state,

|ψ̃B〉 = a |0〉+ iṼ (t) |0〉 . (5.4)

To maximize the QFI, the butterfly state should be an approximately equal superposition of
its two trajectories, which entails setting ε ∼ 1/

√
N . Deferring the details to Appendix D,

we find that for a Haar random unitary, the optimal sensitivity is achieved at ε = 1/
√

2N ,
and has a Heisenberg-scaling sensitivity, η−1 = 1/

√
2eN ≈ 0.43N .
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We find that the sensitivity smoothly interpolates between these two limits as we tune
the evolution time from 0 to ts. To see this, we again leverage the connection to operator
spreading. Note that, for a rotation angle ε, the operator Ṽ initially consists of ∼ εN local
operators, separated in space by a typical distance ∼1/ε (working in 1D for simplicity). This
can be seen by expanding the global rotation as a Taylor series in ε, and noting that the
order-εN terms dominate. Now, suppose that we set the evolution time (or conversely, set
ε) so that each local operator time-evolves to have support on a region of size S ∼ 1/ε. In
this case, the typical behavior of the global protocol resembles that of ∼N/S copies of the
local rotation protocol performed in parallel. Each copy has inverse sensitivity ∼S, which
add in quadrature to give a total sensitivity η−1 ∼

√
NS. As we increase time, and thus

increase S, the sensitivity smoothly improves from the SQL to the Heisenberg limit.
To quantify the relative improvement in sensitivity compared to the SQL, we can consider

the notion of the metrological gain, G ≡ N/η2. From the discussion above, we expect the
metrological gain to increase smoothly in time as G ∼ S, from G ≈ 1 at early times to
G ≈ (0.43)2N ≈ 0.18N after the scrambling time.

5.3 Experimental proposals
The universality of our approach opens the door to realizations in a wide variety of quan-

tum sensing platforms. In Appendix D, we describe four implementations of our protocols,
in: (i) an array of dipolar Rydberg atoms [49], (ii) atoms coupled in an optical cavity [195],
(iii) superconducting qubits with analog interactions [11, 41], and (iv) a trapped ion quan-
tum computer [76, 197]. All of these systems feature readily time-reversible interactions and
thus, we show, can attain a Heisenberg-scaling sensitivity using our protocol.

Here, we focus on two additional, particularly promising implementations of our protocol,
in ensembles of nitrogen-vacancy (NV) center defects in diamond. Despite immense interest
in using NV centers for quantum metrology, achieving a quantum-enhanced sensitivity with
NV centers has remained an elusive goal. We provide two experimental blueprints to achieve
this goal, making use of our protocol with local and global controls, respectively.

For the first, we consider a diamond sample with a relatively high concentration of spin-
1/2 nitrogen (P1) defects, such that each NV center is surrounded by a large cluster of P1
spins [278]. Conventionally, the P1 spins do not provide a sensing resource, since they cannot
be read out optically. Nevertheless, in our local control protocol, we can utilize information
scrambling among the P1 spins to achieve a large metrological enhancement. Specifically,
each NV center interacts with its surrounding P1 centers, and the P1 centers interact with
each other, via intrinsic magnetic dipolar interactions. This allows an implementation of
our protocol, in which the NV center provides local control and the P1 centers comprise the
remaining spins. Crucially, the dipolar interactions can be time-reversed using microwave
pulses and standard Hamiltonian engineering techniques (Appendix D). Additionally, the
NV center can be polarized and read-out via optical excitation, and the P1 centers can be
polarized by working at cryogenic temperatures or using a hyperpolarization scheme.
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Figure 5.4: Numerical simulations for the sensing protocol under the dynamics of two ex-
perimental platforms. (a) The sensitivity of our protocol with local controls for a hybrid
spin system, consisting of a single NV center surrounded by a cluster of P1 centers. The
simulations are performed via exact diagonalization with N ∈ [14, 20] total spins. After an
initial growth period, the sensitivity saturates at η = 2/N (dashed line), consistent with our
expectation for fully scrambled dynamics. The inset displays the sensitivity for large-scale
systems, N ∼ 104 − 105, simulated via a stochastic growth model (Appendix D). (b) The
metrological gain, 1/(Nη2), and sensitivity (inset) of our protocol with global controls im-
plemented for a dense ensemble of NV centers. The total number of spins is N ∈ [14, 20]
spins. For both systems, the density of spin defects is 100 ppm, corresponding to an average
nearest-neighbor interaction of ∼ 1 MHz.

We explore the results of our proposal by performing numerical simulations. In Fig. 5.4(c),
we simulate the sensitivity as a function of evolution time for a three-dimensional cluster
with up to N = 20 P1 defects. The density of P1 defects is 100 ppm, corresponding to
a typical spacing of ∼ 4 nm and a nearest-neighbor interaction strength of ∼ 1 MHz. At
early times, the sensitivity improves rapidly in time, indicating the initial growth of the
time-evolved operator V̂ (t). At later times, the sensitivity saturates at η ≈ 2/N , consistent
with the Haar-random expectation.

To understand the behavior of larger system sizes, we consider a stochastic model for
operator growth dynamics based on the coupling strengths of the magnetic dipolar interaction
(see Appendix D) [52, 269, 270]. For a cluster of 106 spins, we find that the sensitivity exhibits
a sustained period of super-polynomial growth, which is consistent with expectations for
long-range 1/r3 interactions in three dimensions [270]. In principle, for a bulk diamond
sample, the sensitivity would continue increasing for as long as the coherence of the spins is
maintained. This timescale is ultimately limited by decay processes, which lead to T1 ∼ 10
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Table 5.1: Summary of proposed implementations.

Experimental platform Protocol Time-reversal method
Hybrid spin system Local Hamiltonian engineering
Ensemble of NV centers Global Hamiltonian engineering
Dipolar Rydberg atoms Both Rydberg-state encoding
Atoms in optical cavity Global Sign of laser detuning
Superconducting qubits Both Conjugation by π-pulses
Trapped ions Both Phase of laser excitation

ms at room temperature and T1 ∼ 1 s at low temperatures; in practice, imperfections in the
pulse sequence would likely contribute to a faster decoherence.

For our second implementation, we consider a dense ensemble of NV centers and utilize
the interactions between NV centers to achieve a metrological enhancement. This features a
key advantage compared to our previous implementation, by removing the need to polarize
the P1 centers. This scenario is naturally suited to our protocol with global controls, since
microwave pulses drive the entire ensemble of NV centers simultaneously. As before, time-
reversed dynamics can be achieved via Hamiltonian engineering techniques (see Appendix
D).

In Fig. 5.4(d), we simulate our global protocol as a function of time for a small cluster
of NV centers. We plot both the sensitivity and the metrological gain, G = η−2/N . After
a brief evolution time, the metrological gain surpasses 1, indicating an improved sensitivity
compared to the standard quantum limit. The sensitivity continues to improve over time
until it reaches the a saturation value of η ≈ 0.43/N , consistent with our Haar-random
predictions. As before, we also simulate a stochastic model for the operator growth dynamics
and demonstrate that, for a large-scale system, the sensitivity would improve at a super-
polynomial rate in time (Appendix D).

5.4 Robustness to errors
An important feature of our protocol is its robustness to experimental errors (see Ap-

pendix D for a detailed analysis). Similar to other time-reversal-based sensing protocols [66,
100], our protocols maintain a Heisenberg-limited sensitivity in the presence of both read-
out and initialization errors. Our protocol is also particularly robust against coherent errors
that can be time-reversed; for example, low-frequency fluctuations in quantum gates [197].
Such errors simply modify the unitary evolution from U → U ′, which has no effect on the
sensitivity as long as the modified unitary U ′ scrambles similarly to the original unitary U .

Incoherent errors that accumulate during time evolution, or near the sensing time, lead to
a larger suppression in the sensitivity. The suppression factor is closely related to the fidelity
of the so-called Loschmidt echo, and generally decays in time as e−2γ

´ t
0 dt
′S(t′), where γ is the

local error rate and S(t) is the operator size [223]. We emphasize that all quantum-enhanced
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sensing schemes are limited by decoherence in a qualitatively similar fashion. Nevertheless,
our protocol may offer an advantage with respect to decoherence by allowing for a wider
range of interactions, which could lead to a reduction in either the total evolution time, t,
or the effective decay rate, γ.

5.5 Conclusion
We have presented a general sensing protocol that employs scrambling dynamics to

achieve Heisenberg-limited sensitivities. By eliminating the need for finely tuned interac-
tions, our approach opens the door to realizing quantum enhanced-sensing on a wide range
of physical systems and can guide the development of future quantum sensing technologies.

Beyond applications in quantum metrology, experimentally demonstrating a sensitivity
beyond the standard quantum limit provides a lower bound on the multi-particle entangle-
ment present in a quantum system [120]. In particular, achieving a sensitivity of η ≈ 2/N
via fully scrambling dynamics guarantees an entanglement depth of k ≥ N/4, i.e. that there
exists a cluster of at least N/4 entangled spins. Thus, our protocol can serve as a useful
benchmarking tool for verifying the preparation of large-scale entanglement on near-term
quantum devices.
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Chapter 6

Adiabatic preparation of thermofield
double states

Coherent quantum simulators offer the potential to explore correlated quantum phenom-
ena beyond those found in the natural world. A principal challenge to achieve this potential is
cooling, i.e. preparing low-temperature states of strongly-interacting quantum systems [245].
Cooling is essential to realizing large-scale natural quantum phenomena such as quantum
phase transitions [217] and non-Fermi liquids [56], as well more exotic phenomena of interest
for quantum computing and even, quantum gravity.

Within the context of quantum gravity, in particular, a central goal is to prepare the
so-called thermofield double (TFD) state at low temperatures [168]. The TFD state is
the canonical purification of the system’s thermal density matrix, which consists of pure
quantum state on two copies of the original system. In quantum systems with a gravitational
dual, such as the Sachdev-Ye-Kitaev model [173], the TFD state gives rise to a space-time
geometry consisting of two entangled black holes [168]. This forms of the backbone of leading
proposals for experimentally exploring models of quantum gravity, including traversable
wormhole dynamics [44, 90, 176], reconstructions of the space-time geometry [162], and the
complexity-action conjecture [43]. More generally, for any quantum system, the TFD state
can be used to obtain a low-temperature thermal state by tracing out one of its copies.

Despite extensive interest, the experimental requirements for preparing a TFD state re-
main largely unknown. Existing proposals rely on variational optimization and have been
tested only empirically on very small systems [179, 237, 255, 272]. Given a lack of both phys-
ical understanding and rigorous performance guarantees, it remains uncertain whether such
methods will scale to larger systems. At the same time, rigorous algorithms to prepare TFD
states exist, but it is not clear whether they can be implemented in quantum experiments
before fault tolerance [50].

In this Chapter, we provide a simple and efficient adiabatic protocol for preparing a
thermofield double state of the SYK model. Our approach centers upon the Maldacena-Qi
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Adiabatic 
path

  μ ≫ J
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Figure 6.1: Adiabatic protocol to prepare the thermofield double (TFD) state. For couplings
much greater than the interaction strength, µ� J , the ground state of the coupled Hamil-
tonian, Eq. (6.1), resembles EPR pairs between the left and right system (left). For small
couplings, µ� J , the ground state is near the TFD state at a temperature set by µ (right).
Our protocol prepares the TFD state by initializing EPR pairs and slowly decreasing the
coupling along an adiabatic path µ(λ).

Hamiltonian [170]

HMQ = HL +HR + iµ
N∑
j=1

χjLχ
j
R, (6.1)

which couples two identical copies of the SYK model, HL and HR, with a bilinear coupling µ
between them. At large µ, the ground state of the coupled Hamiltonian consists of EPR pairs
between the two systems, which can be efficiently prepared on a quantum device. At small µ,
Maldacena and Qi showed that the ground state is a low temperature TFD state [170]. Our
protocol interpolates between these two limits: One starts in the large-µ limit and slowly
decreases µ to prepare a low-temperature TFD state (Fig. 6.1).

To establish the effectiveness of this protocol, we perform a detailed analysis of the low-
energy properties of the coupled Hamiltonian. Through large-N numerics, we show that the
Hamiltonian is gapped with a ground state closely resembling the TFD state at all values of µ.
We further show that the low-energy dynamics are controlled by an emergent semi-classical
mode, which generalizes the “boundary graviton” mode found at low temperatures [170]. To
understand such behavior theoretically, we provide a microscopic framework based on the
eigenstate thermalization hypothesis (ETH) [72], which reproduces the relevant low-energy
features without any explicit reference to gravitational properties of the Hamiltonian [61].

With this physics in hand, we propose three protocols for preparing the TFD state:
(i) a quantum adiabatic protocol, which prepares the ground state of Eq. (6.1) to a high
many-body fidelity in time O(N), (ii) a semi-classical adiabatic protocol, which prepares the
TFD state to within a high local fidelity in time O(1), and (iii) a diabatic protocol, which
provides a further speed-up on (ii) by exploiting the specific behavior of the semi-classical
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mode. We demonstrate that effectiveness of each approach through a combination of large-
N numerics and theoretical analysis. We conclude by discussing corrections for finite-size
systems, and extensions to systems beyond the SYK model. Our work opens the door to
efficiently realizing low-temperature dynamics and gravitational phenomena on near-term
quantum devices.

6.1 Ground state of the coupled system
Consider the SYK Hamiltonian with N Majorana fermions [133, 173, 218]:

HSYK =
N∑

i<j<k<l

Jijklχiχjχkχl (6.2)

where Jijkl are random variables drawn from a Gaussian distribution with energy variance
J2/(6N), and hereafter we set J = 1. A TFD state is a special purification of the thermal
state, defined as:

|TFDβ〉 =
1

Zβ
e−

β
2
En |n〉L |n〉R . (6.3)

where L and R are two subsystems of N Majorana fermions, |n〉 and En are the eigenstates
/ eigenvalues of HSYK, β is the effective temperature, and Zβ =

∑
n e
−βEn is the partition

function.
The original evidence for a relation between the ground state and a TFD state is based on

analytic calculations motivated by the study of eternal traversable wormholes. In Ref. [168],
Madacena and Qi analyzed the coupled system in the limit µ � J and showed that the
ground state has a relatively is relatively close to TFD state at an effective temperature
β ∼ µ−2/3; namely, the overlap is e−ηN with η ∼ µ/J . Similar analysis shows that local
observables in the two states differ by a small relative factor of ∼ µ/J .

To understand whether such agreement holds outside of the regime of analytic control,
we turn to large-N numerics, which provide an exact solution in the thermodynamic limit.
We first examine static, local observables. Specifically, we compare the two-sided correlation
function i 〈χLχR〉 between (i) the ground state of Eq. 6.1, and (ii) a thermal Gibbs ensemble
for a single copy of the SYK model. If the ground state matches a finite-temperature TFD
state, then one expects the correlation function for both states to agree as a function of
energy density of a single side (i.e. 〈HL〉). In Fig. 6.2, we plot the correlator for the two
states and indeed observe nearly perfect agreement at all energy densities. By matching the
single-sided energy densities, we also determine the effective temperature of the TFD state
as a function of µ (Fig. 6.2(a)). We observe two clear regimes: βeff ∼ µ for large µ, and
βeff ∼ µ2/3 for small µ, consistent with prior expectations.

We next utilize time-dependent simulations to compare the thermalization dynamics for
the two states. In particular, we calculate the dynamical correlation function 〈χL(t)χR(0)〉,
where we begin in the ground state of Eq. 6.1 and evolve under the uncoupled Hamiltonian
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Figure 6.2: Comparison between the ground state of Eq. 6.1 (blue) and a TFD state with
respect to Eq. 6.2 (orange). (a) Large-N numerical results for the left-right correlator,
i 〈χLχR〉, in the two states as a function of single-side energy density, 〈HL〉. The results are
obtained by sweeping µ and β, respectively. (inset) By matching the left-right correlator in
the two states, we obtain the effective temperature of the TFD state, βeff as a function of µ.
(b) Dynamical correlation function, i

〈
χL(t)χ(0)

〉
beginning in the ground-state atmu = 0.2J

(blue) and the TFD state (yellow) at the corresponding temperature, β = βeff (µ) = 3.72J .
In both cases, the system is evolved under the uncoupled Hamiltonian, Eq. 6.2. Similar
agreement holds for other values of µ within the range of numerical stability, i.e. µ & 0.1J .

(i.e. setting µ = 0). This simulates a quenched experiment where one suddenly turns of
the coupling. In Fig. 6.2(b), we compare these dynamics to the correlation function for a
single-sided SYK model in a thermal state, where the temperature is chosen so that the
energy density matches the ground state. We observe close quantitative agreement between
the two scenarios across a range of coupling strengths µ.

6.2 Theoretical framework and emergent dynamics
The strong agreement observed above suggests a more general relation between the

ground state and the a thermofield double state than established by the original analytic
calculations. Following Ref. [61], we consider the coupled system from an analytical frame-
work based on the eigenstate thermalization hypothesis, which relates observable dynamics
to microscopic properties. Crucially, this framework predicts the emergence of semi-classical,
low-energy dynamics, which we verify with large-N simulations.

We begin by considering the energy eigenstates of the system without the two-sided inter-
action: |m,n〉, where |m〉 and |n〉 are eigenstates of HL and HR, respectively. A key observa-
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Figure 6.3: Quenched dynamics of Eq. 6.1 simulated with large-N numerics for three types
of protocols: (a) a sudden quench, (b) adiabatic cooling, and (c) a two-step non-adiabatic
protocol. In all cases, the initial state is a low-temperature state of Eq. 6.1. (a) The coupling
is suddenly reduced from µ = 0.4 to µ = 0.38 (above). This gives rise to oscillations in the
single-side energy density, 〈HL〉 /N (below). (Inset) The oscillation frequency as function
of µ based on: (points) the quenched simulations, and (green) the predictions of the semi-
classical framework using the mass and potential described in Appendix E. For comparison,
the (off-diagonal) gap of Eq. 6.1 is also shown (purple), which was obtained by simulating
Eq. 6.1 in imaginary time [94]. (b) The coupling is reduced in an adiabatic fashion; in
particular, it follows an exponential decay profile, µ(t) = 0.5e−t/τ (above). As τ increases,
the energy density of the final state decreases (below). The energy density of the ground
state of Eq. 6.2 is shown as a dashed grey line. (Inset) The effective temperature of the final
state, determined from the energy density, increases as a function of the decay time, τ . (c)
The coupling is reduced suddenly under a single step (light red) and under two steps (dark
red). The former shows analogous oscillations to the sudden quenches of (a). By timing the
second step to minimum of the first oscillation, one can “catch” the system at this energy
density. The resulting state has nearly the same energy density as the final state obtained
via adiabatic cooling (dashed grey). The energy density,

〈
Hµf

〉
/N is shown in terms of the

final coupling, i.e. Eq. 6.1 with µ = 0.1.

tion from Ref. [61] is that the two-sided coupling leads to a stronger interaction between pairs
of identical eigenstates, |m,m〉, than among pairs of dissimilar eigenstates. In particular, the
matrix element induced by the interaction is

∑
j 〈m,n|χjLχjR |s, r〉 =

∑
j 〈m|χj |s〉 〈n|χj |r〉.

For general pairs of eigenvalues, the sum consists of random matrix elements which destruc-
tively interfere, yielding a scaling of ∼

√
N ; however, if m = n and s = r, the matrix

elements are squared and constructively interfere, yielding a scaling of ∼ N .
This motivates a simplifying approximation: The relatively strong interactions decouple

the sector of equal eigenstates, which we henceforth refer to as the “diagonal” sector, from
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the sector of non-equal eigenstates. Under this assumption, one can solve for the effective dy-
namics and predict the ground state and low energy properties. Specifically, using the frame-
work of ETH, the interaction between states is described by

∑
j |〈m|χj |s〉|

2
= f(Em, Es),

where the function f(Em, Es) is a smooth function of the energies and short-ranged,
i.e. f(Em, Es) ≈ 0 for |Em − En| � 1.

In the thermodynamic limit, the resulting dynamics are governed by a one-dimensional
Schrodinger equation:

i∂tψ(E) =

[
− 1

2m(E)
∂2
E + V (E)

]
ψ(E) (6.4)

where the potential energy V (E) and effective mass m(E) are directly related to the Green’s
function, Gβ(t) = i 〈χ(t)χ(0)〉β of the uncoupled system (Appendix E). It is instructive to
rewrite this equation in terms of energy density, ε ≡ E/N :

i

N
∂tψ(ε) =

[
− 1

2N2m(ε)
∂2
E + V (ε)

]
ψ(ε). (6.5)

We observe that the effective Planck constant is ~eff ≡ 1/N . Hence, in the semiclassical limit
N � 1, the low-energy dynamics are described by a simple harmonic oscillator centered
about the minimum of V (ε). It follows that ground state is a Gaussian wavefunction with
energy width ∆E ∼

√
N . This state possesses anO(1) overlap with TFD state with matching

energy density.
We emphasize that these predictions are only a leading-order approximation, based on the

assumption that the diagonal sector is approximately decoupled from the off-diagonal states.
Remarkably, we show this approximation closely resembles the leading-order approximation
taken in Maldacena and Qi (Appendix E). Indeed, Maldacena and Qi predicted the emergence
of a one-dimensional harmonic oscillator, which in the context of gravity, is interpreted as
the “boundary graviton” mode. We compare the mass and potential for this mode to the
predictions of Eq. 6.5 and find precise agreement (Appendix E). Thus, the diagonal sector
provides a microscopic interpretation of the previously observed gravitational mode.

It is not clear, however, whether the semi-classical dynamics will persist in the presence
of higher-order corrections outside of the µ � J limit. To test this behavior, we utilize
large-N simulations to simulate a quenched experiment. Specifically, we begin close the
ground state of the coupled Hamiltonian and suddenly reduce the value the coupling. In the
harmonic oscillator picture, this corresponds to a slight shift in the location of the minimum
of the potential V (E). Under the predicted semi-classical dynamics, we expect the system
to oscillate around the new minimum. In Fig. 6.3(a), we indeed observe such oscillations
in the single-side energy density. Moreover, we calculate the oscillation frequency and find
close agreement with the prediction from Eq. 6.5 [Fig. 6.3(a)].
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6.3 Adiabatic condition and shortcuts to adiabaticity
Having established that the low-energy dynamics of Eq. 6.1 are well-approximated by a

simple harmonic oscillator mode, we are now equipped to analyze the resource requirements
for preparing a low temperature TFD state. We begin by considering a naive application of
the quantum adiabatic theorem. To prevent transitions to the excited states, the following
condition must hold:

|〈ψgs| ∂t |ψexc〉|
∆E

� 1 (6.6)

where |ψgs〉 , |ψexc〉 are the wavefunctions for the ground state and first excited state, respec-
tively, and ∆E is their energy gap. The energy gap for the harmonic oscillator is an O(1)
value, while the numerator is O(N). This implies that the total time required for preparing
a state with high many-body overlap with the ground state is t ∼ N .

However, this analysis is too stringent. As we have seen, the low-energy dynamics are
governed by a semiclassical harmonic oscillator. This raises the possibility of more efficiently
preparing a semiclassical approximation of the ground state. Consider the analogy of a
classical ball in a potential well. By moving the well slowly compared to the oscillation
frequency, the ball will remain close the bottom of the well. More specifically, once the well
has stopped moving, the ball will retain a small velocity and oscillate at the bottom of the
well. But the amplitude of oscillations can be suppressed parametrically by increasing the
total timescale of the preparation.

In the coupled system, the position of the ball corresponds to the single-sided energy
density of the quantum state. The classical analogy thus implies that the single-side energy
density can be lowered in O(1) time. However, unlike the quantum ground state, the final
state prepared in this way would retain small, extensive fluctuations in the single-side energy.
In other words, it would resemble a TFD state with small fluctuations in temperature.

To confirm the effectiveness of this approach, we perform quenched simulations using
large-N numerics. We begin close to the ground state for µ/J = 0.2 and reduce µ to zero
via an exponential ramp, µ(t) = µ0e

−t/τ , with decay time τ . For τ = 20J , the single-sided
energy reduces slightly under the ramp, yet remains well above the single-sided ground state.
By contrast, extending the decay time to τ = 200J , we observe that the single-side energy
continuously decreases and a reaches a final value close to the ground state energy of the
single side; indeed, we estimate that the final state corresponds to a single-side temperature
of β ≈ 40J . By studying the final energy as a function of the ramp time, we observe a
direct correspondence between the energy / temperature of the final state and the protocol
duration. This is consistent with expectations from the semiclassical dynamics and verifies
that low temperature TFD-like states can be prepared adiabatically in O(1) time.

Interestingly, we can also implement a non-adiabatic protocol that takes advantage of
the semi-classical dynamics. The idea is to perform a two-step quench: First, we suddenly
decrease the value of µ to induce oscillations, but as soon as the system reaches the minimum
of the first oscillation we lower the coupling again to “trap” it at the lower energy. To
confirm this approach, we begin with µ/J = 0.2 and quench to a lower value µ/J = 0.12.
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As expected, we observe large oscillations in the single-side energy about the new minimum.
However, we now add a second step: At the time that the energy reaches the bottom of the
first oscillation, we shift the coupling again to µ/J = 0.1. We observe that this strongly
suppresses the previous oscillations, and the energy remains close to the minimum value.
Indeed, the final energy density is close to that reached by adiabatically lowering the coupling
adiabatically from µ/J = 0.2 to µ/J = 0.2.

A few comments are in order regarding the numerical simulations. First, we note that
initial state in our simulations, unlike in our proposed experimental implementation, is a
finite temperature state with respect to Eq. 6.1, rather than the ground state. This is a
technical detail related to the large-N calculations and is discussed in more detail in Appendix
E. We have verified that our results are qualitatively consistent across a range of initial
temperatures, suggesting that they capture the expected behavior of initializing in the ground
state. Second, the accuracy of our simulations is limited by discretization errors, which imply
that our simulations are stable only for a finite duration of time. As the dynamics are slower
with decreasing µ, this restricts us to studying the range µ & 0.1 before the errors in our
simulations become significant.

Finite-size results—While the discussion so far has focused on the the large-N limit,
we now consider the behavior of the coupled model in finite-sized systems. Indeed, prior
numerical studies have shown that the ground state closely resembles a TFD state, with a
fidelity that decreases slightly for system sizes between N = 10 and 14 Majoranas per side
[94, 170].

To better understand this behavior, we utilize Krylov subspace methods to compute
the ground state |ψgs〉 of Eq. 6.1 for up to system sizes of N = 24. We decompose the
ground-state wavefunction as:

|ψgs〉 =
∑
m,n

cmn |m〉L |n〉R , (6.7)

where |m〉 and |n〉 are eigenstates of HL and HR, respectively. Based on this decomposition,
we compute two quantities: (i) the total support of the wavefunction within the diagonal
sector, Nd =

∑
n |cnn|2; and (ii) the maximum fidelity of the normalized diagonal wavefunc-

tion with respect to a TFD state, i.e. Fd = maxβ
∑

n |cnne−β/2En|2/(NdZβ). The maximum
fidelity of the ground state with respect to a TFD state is the product of these two quantities:
F ≡ maxβ |〈ψgs|TFDβ〉|2 = FdNd.

In Fig. 6.4(a-b), we plot the two quantities across a range of µ and system sizes. Interest-
ingly, we observe opposite trends for the finite-size scaling: the diagonal support decreases
with respect to system size, while the normalized fidelity slightly increases. The latter ob-
servation is consistent with our prior analysis based on the ETH framework, where we found
that the diagonal wavefunction has O(1) overlap with a TFD in the thermodynamic limit.
Meanwhile, the former observation indicates that the decrease in overall fidelity observed in
prior numerics is the result of the loss of support in the diagonal sector. It also suggests that
decreasing diagonal support is responsible for the eventual exponential decrease in fidelity
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computed in analytic calculations (we recall that the predicted fidelity in the small µ limit
is e−ηN , with η ∼ µ/J [170]).

We next turn to examining the nature of the diagonal coefficients, cnn. Consistent with
prior results, we observe that the coefficients at small system sizes follow a power-law decay,
cnn ∼ 1/(En−k)p, rather than the exponential decay expected for a TFD state [94]. However,
by examining several system sizes, we find that the best-fit exponent p is non-universal,
ranging from p ≈ 1 at N = 8 to p ≈ 4 at N = 24.

The origin of such polynomial decay can, in fact, be understood within the context of the
ETH framework under a suitable modification. Recall that our previous analysis assumed
the thermodynamic limit, such that the diagonal hoppings due to the two-sided coupling
are local in energy, i.e. f(Em, En) � 1 for |Em − En| � 1. However, in a small-sized
system, there is little separation between the energy scale for which f(Em, En) decays and
the energy bandwidth of the system. To model such non-local behavior, one can instead
consider f(Em, En) to be a flat function, f(Em, En) = f0. A simple derivation based on
this ansatz yields a predicted ground state whose coefficients decay linearly with energy,
i.e. cnn ∼ 1/(En − k), closely matching the observed wavefunction at N = 8. Moreover,
modeling the couplings as non-local in energy also leads to an explanation for the large
support of the ground-state wavefunction within the diagonal sector at small system sizes.
On the other hand, at larger sizes, we expect the local nature of the interactions to become
increasingly relevant, which is consistent with the deviations from linear behavior.

We hasten to emphasize that the ETH framework does not predict that the diagonal
coefficients will converge to an exponential form in the large-N limit. Rather, the framework
indicates only that the course-grained diagonal wavefunction, Ψ(E), will approach a Gaussian
peak with variance ∼ N . At finite sizes, we can approximate the course-grained wavefunction
as Ψ(En) ≈

√
Ω(En)cn, where Ω(En) is the analytical density of states [93]. In Fig. , we

plot Ψ(En) for N = 24 and compare it to the corresponding wavefunction of the TFD state
with maximum overlap. The close resemblance between the wavefunctions explains the large
overlap of the ground state with a TFD state, despite the fact that the individual coefficients
do not follow an exponential trend.

6.4 Discussion and outlook
We have demonstrated an efficient adiabatic approach for preparing TFD-like states

in the coupled SYK model. Our protocol requires essentially no additional requirements
compared to the quantum simulation of the original SYK model; the only experimental
overhead is the doubling of the system and the ability to prepare a set of EPR pairs. This
establishes that preparing low-temperature TFD states is no longer barrier for “gravity in
the lab” simulations.

Prior to this work, it has been conjectured that low energy states for non-local fermionic
models cannot be efficiently prepared from a simple state, i.e. via a constant-depth circuit
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Figure 6.4: Finite-sized analysis of the ground state of Eq. 6.1 for systems with N ∈
[8, 24] Majoranas per side. The overlap between the ground state and a TFD state
is decomposed into two quanities: (a) the support within the diagonal sector, Nd =∑

n |cnn|2, and (b) the maximum overlap of the normalized diagonal wavefunction, Fd =
maxβ

∑
n |cnne−β/2En|2/(NdZβ). (c) For N = 8, the individual diagonal coefficients cnn

(points) are well-fit by a linear decay function, A/(En − k), where k is a fitting parameter
and A is constrained by normalization (solid lines). (d) For N = 24, the coefficients are
fit by a different polynomial function, A/(En − k)p, with p ≈ 4.5 (inset). Despite the non-
exponential behavior, the course-grained wavefunction, ψ(En) ≡

√
Ω(En)cnn, where Ω(En)

is the density of states is in reasonable agreement with the wavefunction for the best-fit
TFD state (solid lines). Note that the number of coefficients has been subsampled for visual
convenience.

[83, 109]. Our results provide explicit counter-evidence for this conjecture for the class of
SYK models.

Our work also suggests several future directions. First, while we have focused on preparing
entangled TFD states, it is natural to ask if the two copies of the system are necessary for
reaching low temperature, or if (single-sided) low energy states can be prepared with a low-



CHAPTER 6. ADIABATIC PREPARATION OF THERMOFIELD DOUBLE STATES123

depth circuit acting on a single copy of the system. Previous work has suggests similarities
between the low-energy dynamics of the coupled SYK model and a single copy of the SYK
model under an applied field [139]. It would be interesting to analyze whether an adiabatic
approach would succeed in preparing low energy states in this context.

Second, our analysis relied an assumption regarding the approximate decoupling of the
diagonal sector under the ETH framework [61]. We have shown that this assumption is
well-motivated for the SYK model using analytic and empirical evidence, e.g. static observ-
ables, dynamical correlation functions, and quenched dynamics. (We also find that it holds
in small-sized systems, albeit for different reasons.) A key open question is whether this
approximation holds in other systems. Previous work relating on boundary state CFTs may
provide a framework for addressing this question [51, 201], and large-scale numerical studies,
e.g. via DMRG, could provide useful empirical evidence.

Third, we note that there exist certain situations where even small deviations from the
diagonal approximation may become relevant. For example, they could lead to large correc-
tions when performing the two-sided teleportation protocol near the scrambling time [177].
In such cases, it would be important to project out the off-diagonal components of the ground
state. In principle, this could be achieved by performing phase estimation with respect to
the observable, B = HL−HR, and post-selecting on states for which B ≈ 0. Understanding
the cost of this additional purification would be important for applications in the longer
term.

Lastly, we recall that the fact that TFD state is close to the ground state of a local
system has important consequences for understanding the emergence of a bulk geometry
[162]. Indeed, the two-sided Hamiltonian for the coupled SYK model corresponds to the
generator of the boost symmetry in the bulk. Identifying other instances in which a TFD
state arises as the ground state of a local Hamiltonian system would provide tantalizing
evidence for a holographic interpretation.
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Appendix A

Details on many-body chaos in the
Sachdev-Ye-Kitaev model

A.1 Numerical methods

Jordan-Wigner transformation

To represent the SYK Hamiltonian numerically, we map N Majorana operators into N/2
Pauli spin-1/2 operators using the canonical Jordan-Wigner transformation:

χi →


(∏

j<k σ
z
j

)
σxk , i even(∏

j<k σ
z
j

)
σyk , i odd

(A.1)

where 0 ≤ i < N is the Majorana index and k = floor(i/2). We note that the SYK
Hamiltonian (Eq. 1 of Chapter 2) contains a single Z2 symmetry, corresponding to the
conservation of fermionic charge parity, i.e. P = (

∑
i σ

z
i ) mod 2 [60]. To take advantage of

this symmetry, we prepare initial states in one of the symmetry sectors and evolve under the
relevant sector of the Hamiltonian. We verify that this simplification has a negligible effect
on correlation functions compared to initial states that span both symmetry sectors.

Krylov subspace methods

The computational workhorse in our study is a class of iterative methods known as Krylov
subspace methods [211, 216]. These methods approximate the action of the unitary operator
U(t) = e−iHt by projecting H onto a smaller subspace. This subspace – the so-called Krylov
subspace – is formed by successively multiplying an initial state |ψ〉 by the Hamiltonian:
{|ψ〉 , H |ψ〉 , H2 |ψ〉 , · · · , Hm |ψ〉}, where m ∼ O(1) is the dimension of the subspace. Time
evolution of the initial state is then approximated by e−iHt |ψ〉 ≈ pm(H) |ψ〉, where pm(H)
is a polynomial of degree m and is determined by exponentiating the projection of H within
the subspace (whose dimensions are m×m).
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System
size (N) Hardware Memory,

matrix-free
Memory,
full-matrix

Time
per curve
(10 points)

20 100 KB 60 MB <1 sec
30 GPU 2 MB 10 GB 20 sec
40 (Nvidia V100) 40 MB 1 TB 30 min
50 1 GB 100 TB 20 hrs

60
CPU (Intel KNL)

512 nodes 40 GB 6 PB 70 hrs

Table A.1: Summary of computational requirements for computing OTOCs using Krylov
subspace methods [2]. All computations in this work were performed using matrix-free
methods; for comparison, we also list the memory requirement for standard, full-matrix
computations.

The key advantage of this approach is that its core computational component is matrix-
vector multiplication, a significantly more efficient task than exact diagonalization (ED).
For example, for the SYK Hamiltonian with N Majoranas, the time complexity of matrix-
vector multiplication (using sparse matrix techniques) scales as O(N42N/2), whereas that of
exact diagonalization is O(23N/2). Moreover, matrix-vector operations can take advantage
of two important high-performance computing techniques. First, they can be distributed
across many parallel processes, thereby reducing the workload of each invididual processor.
Second, the memory cost can be substantially reduced using matrix-free methods: Instead
of storing the Hamiltonian in matrix form, one computes the action of H |ψ〉 “on the fly”
using a symbolic representation of H, which contains only O(N4) terms. In particular, we
estimate the memory requirement with and without matrix-free methods as:

matrix-free = (dimension of Hilbert space)× (number of Krylov vectors)× (bytes per element)
+ (number of terms in H)× (bytes per coefficient)

= 2N/2−1 × 5× (16 bytes) +

(
N

4

)
× (20 bytes)

(A.2)

full-matrix = (dimension of Hilbert space)× (number of Krylov vectors)× (bytes per element)
+ (dimension of Hilbert space)× (number of terms in H)× (bytes per coefficient)

= 2N/2−1

[
5× (16 bytes) +

(
N

4

)
× (24 bytes)

]
(A.3)

In Table A.1, we summarize the computational requirements of our simulations and
provide details on the specific hardware used in our study. Crucially, the substantial memory
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savings offered by matrix-free methods allowed us to run the majority of our computations
(up to N = 50) on GPUs, with a run time of at most one day per disorder average. By
contrast, prior to implementing matrix-free methods, the largest systems we were able to
simulate were N ≈ 40 due to the intensive memory requirements. All of our numerics were
performed with a custom open-source Python package called dynamite [2], which provides
a frontend interface for PETSc and SLEPc, two standard libraries for paralellized linear
algebra computations [15, 113, 211].

We note that there are two potential drawbacks with Krylov subspace techniques. First,
as an approximate technique, they introduce small numerical errors compared to exact evo-
lution; nevertheless, these errors are well-controlled by working with a sufficiently large
subspace and dividing the time evolution into a series of small time steps. To estimate the
magnitude of errors present in our study, we compute the absolute difference of out-of-time-
order correlators (OTOCs) using Krylov subspace methods and exact diagonalization,

E = max
t
|FED(t)− FKrylov(t)| . (A.4)

The results are shown in Fig. A.1 for system sizes N ∈ [12, 24] and times tJ ∈ [0, 20]. In all
cases, the absolute error is less than 10−12 and is thus neglected for the rest of this study.
Second, and more substantially, the computational time scales (approximately linearly) with
the evolution time. Thus, Krylov subspace methods are best suited for evolving to interme-
diate timescales (e.g. tJ . 100 where J is the typical coupling strength), which is the case
for all correlators considered in this study.

Disorder averaging

As discussed in Chapter 2, we approximate thermal quantities by taking expectation
values with respect to Haar-random initial states [101, 165, 235]:

〈Ô〉β =
Tr
[
Ôe−βH

]
Tr [e−βH ]

≈

〈
ψ̃
∣∣∣ e−β2HÔe−β2H ∣∣∣ψ̃〉〈
ψ̃
∣∣∣ e−βH ∣∣∣ψ̃〉 . (A.5)

The error in this approximation is expected to decrease exponentially with N ; in partic-
ular, at infinite temperature the error scales inversely with the dimension of the Hilbert
space, while at finite temperature it scales with the number of states in the thermal ensem-
ble, i.e. Tr[e−β(H−E0)] where E0 is the ground-state energy [235]. This scaling follows from
the concept of quantum typicality and is applicable to generic interacting systems (e.g. as
previously demonstrated for a Heisenberg spin chain [235]).

We generate Haar-random states by drawing each (complex) element in |ψ̃〉 from a ran-
dom Gaussian distribution. In practice, we average simultaneously over the initial states and
disorder realizations of the coefficients in the Hamiltonian, Jijkl. Both forms of sampling –
the Hamiltonian coefficients Jijkl and the random initial state |ψ̃〉 – give rise to numerical
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Figure A.1: The numerical error of OTOCs computed with Krylov subspace methods com-
pared to exact diagonalization. The error is quantified as the maximum difference in the
OTOCs for timescales tJ ≤ 20 (Eq. A.4). Error bars represent the standard deviation over
100 disorder realizations.

fluctuations which decrease significantly with system size. For the former, the SYK model
is self-averaging, implying that as N → ∞ the correlation functions for a single disorder
realization approach the disorder average; specifically, one expects these fluctuations to de-
crease as a function of the number of random Jijkl coefficients, i.e. polynomially with system
size. For the latter, our method for approximating thermal averages with random pure states
(Eq. A.5) is expected to be accurate up to exponential corrections in the system size.

To test these expectations, we compute the magnitude of numerical fluctuations with
respect to each type of disorder. In particular, we calculate the fluctuations in the timescale
t∗ given by F̃ (t∗) = 0.25 in two different ways: (a) by fixing Jijkl and calculating the standard
deviation with respect to different initial states; and (b) by averaging first over initial states
and then determining the standard deviation with respect to different realizations of Jijkl.
These results are shown in Fig. A.2. In general, both types of fluctuations are on the same
order of magnitude, and their magnitude increases dramatically at small system sizes and
low temperatures. The size dependence is consistent with the aforementioned self-averaging
behavior, while the temperature dependence is attributed to the reduced number of states
that contribute to the behavior of the low-temperature correlators.

Although both sources of error decrease with system size, we emphasize that at the
system sizes relevant for our study, both types of fluctuations are significant and extensive
disorder averaging is required to obtain precise results (e.g. we perform hundreds of disorder
realizations even for N ≈ 40 Majoranas). As a result, while single curves have been obtained
for 60 Majoranas, the primary results for this study were based on N ≤ 46 Majoranas, for
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(a) (b) (c)

(d) (e) (f)

Figure A.2: Disorder fluctuations of the OTOCs, as measured by the standard deviation of
t∗ given by 1 − F̃ (t∗) = 0.25. Two sources of disorder contribute to the total fluctuations
(solid): the Hamiltonian coefficients Jijkl (dashed) and the initial random state (dot-dashed).
(a-c) Fluctuations vs. system size for (a) βJ = 0.18, (b) βJ = 1.8, and (c) βJ = 18. (d-f)
Fluctuations vs. temperature for (d) N = 16, (e) N = 24, and (f) N = 32.

which sufficient disorder averaging could be performed.

A.2 Characterizing the Lyapunov exponent

Fitting to a simple exponential

Several prior studies of many-body chaos have characterized Lyapunov exponents by
fitting OTOCs to a simple exponential form, ∼ eλt [129, 148, 227, 259]. In this section, we
apply this fitting procedure to our numerical data and compare our results to the known
theoretical values for λ.

More specifically, we perform least squares regression on each regularized OTOC curve,
F̃ (t) ≡ F (t)/F (0), using the fitting function, a + beλfitt, within a range defined by F0 ≤
1 − F̃ (t) ≤ F1. We then extrapolate the fits at different system sizes using a quadratic
extrapolation, λfit(N) = λ0 + λ1/N + λ2/N

2. In Fig. A.3, we illustrate this procedure and
show the extrapolated values for λ using various values for F0 and F1. It is clear that
this approach does not converge to the exact values of λ for any temperature; indeed, the
estimated values are approximately a factor of 2 smaller than the theoretical expectations.
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A few remarks are in order. First, our fitting procedure differs slightly from other studies
in the sense that we perform the fits for a fixed range in the (normalized) magnitude of
the OTOCs rather than a fixed range in time, i.e. t0 ≤ t ≤ t1. We chose this approach
because the growth of OTOCs occurs at different timescales, depending on the temperature
and system size. To compare directly to previous work, we also tried fitting our data across
a fixed range in time and found no improvements in the estimates for λ. Second, we observe
that our fitting results depend sensitively on the choice of F0 and F1, though for all choices
of these parameters our results for λ were inconsistent with theoretical expectations.

In principle, one expects the best results using F1 � 1, as the simple exponential form
is only defined for the initial growth. For a more precise estimate of the range of validity,
we turn to the semiclassical solution for F (t) at low temperatures, given by (A.6), which
takes into account higher order terms. By plotting this full solution against the leading
order exponential, we find that the exponential is a good approximation only for F1 . 0.05.
In finite-size numerics, probing such small magnitudes presents several challenges. First,
the absolute size of numerical fluctuations is approximately constant at all times, and thus
the relative size of fluctuations compared to the signal is enhanced for small F1. Second,
one requires the timescale for which the exponential reaches F1 to be much longer than
the dissipation time. As the former timescale scales as logF1N and the latter timescale is
constant, achieving this separation becomes more difficult as F1 decreases. These challenges,
as well as the poor results of our exponential fits, underscore our motivation for developing
a fitting procedure that takes into account higher-order terms.

Fitting to the low-temperature, semiclassical solution

We next consider fitting our numerical data to semiclassical form of the OTOC at low
temperatures (see Section below) [175]:

F (t)

F (0)
=
U(2∆, 1, 1

z
)

z2∆
, z =

eλfitt

Nfit
(A.6)

where U is the confluent hypergeometric function, ∆ = 1/4 (i.e. the conformal dimension),
and we include two fitting parameters – λfit andNfit – associated with the Lyapunov exponent
and the system size, respectively. This function provides a phenomenological model for
capturing higher-order effects that occur after the initial exponential growth (i.e. saturation
behavior). Nevertheless, we emphasize that the exact form of the function is only rigorously
justified at low temperatures where the SYK model is described by the Schwarzian action.

As before, we perform least squares regression within a window defined by F0 ≤ F (t) ≤
F1. We then extrapolate the fitting parameter λfit using a quadratic function in 1/N (the
actual system size, not the fitting parameter Nfit). In Fig. A.4, we summarize the results
of this approach. In general, we find better agreement with theoretical predictions than
with the previous exponential fits, especially at high temperatures. Upon closer inspection,
however, it is evident that the fitted values for λ do not extrapolate to the theoretical predic-
tions, regardless of the choice for F0 and F1. We conclude that this fitting procedure is not
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robust against finite-size and high-temperature corrections away from the low-temperature,
semiclassical limit where it was derived.

Finite-size rescaling method

Having ruled out the possibility of fitting our data to a simple functional form, we now
introduce a model-free method for extracting the Lyapunov exponent based on finite-size
scaling. The only assumption we make is that the OTOCs approximately obey a rescaling

(a) (b)

(c) (d)

Figure A.3: Extracting λ by fitting to a simple exponential. (a) For each set of data, we
apply least squares regression based on the fitting function, a + beλfitt, (dashed line) within
a window F0 ≤ F (t) ≤ F1 (white area). (b) We then extrapolate λfit as a function of system
size through quadratic function in 1/N (solid lines). The results are shown for βJ = 5.6,
F0 = 0.03, and various values for F1. The dashed line represents the theoretical prediction
for λ. (c) Extrapolated results for λ as a function of temperature for several values of F1;
these exhibit significant disagreement with the theoretical results (dashed line). (d) The
theoretical curve for F̃ (t) at low temperatures, given by (A.6), (orange) compared to the
leading-order simple exponential (purple).
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(a) (b) (c)

Figure A.4: Extracting λ by fitting to the low-temperature, semiclassical solution, i.e. (A.6)
with ∆ = 1/4. Analogous to Fig. A.3, we fit each set of data using least squares regression
(a) and perform a 1/N extrapolation on the best-fit values for λ (b), as shown for βJ = 5.6.
(c) The extrapolated results for λ(β) are compared with the theoretical prediction (dashed
line); there is noticeable disagreement regardless of the fitting window specified by F1 (in all
cases F0 = 0.03).

symmetry of the form,
N → rN

t→ t+
1

λ
log r

(A.7)

This symmetry is expected to hold for any many-body chaotic model governed by ladder
diagrams close to the semiclassical limit.

Based on this symmetry, we devise the following numerical procedure to extract λ. First,
we compute the timescale at which the OTOCs reach a fixed value F̃ (tN) = F0, for system
size N ; this requires interpolating our numerical data and solving for the intercept at F0.
Second, we estimate λfit(N) via a numerical derivative, i.e. 1/λfit(N) = (tN − tN−1)/(logN −
log(N − 1)). Finally, we extrapolate λfit(N) to N → ∞ using a polynomial extrapolation
function, e.g. λfit(N) = λ0 +λ1/N +λ2/N

2. The extrapolations for various temperatures are
shown in Fig. A.5.

A few comments are in order. First, the extrapolation is performed on a subset of system
sizes whose lowest 20 eigenstates lie within ∆E = 1/β of the ground state. This criterion is
meant to rule out systems that are dominated by the discreteness of the energy spectrum, for
which no effective (replica-diagonal) action exists. Furthermore, to avoid overfitting, we use
a quadratic extrapolation function for temperatures corresponding to β ≥ 5.6 and a linear
extrapolation for lower temperatures. The reported error bars on our final results correspond
to the standard error of the fitting parameter, λ0.

Second, we note that the rescaling procedure depends on the value of F0. In the large N
limit, the choice of this parameter is arbitrary, as the rescaling symmetry (A.7) is expected
to hold for all values of F0. At finite sizes, however, there are higher-order corrections that
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(a) (b)

(c)

Figure A.5: Finite-size rescaling procedure for extracting λ. (a) For a fixed temperature,
we numerically simulate OTOCs across a range of system sizes. At each system size, the
time t∗(N) is determined for which the (normalized) OTOC, F̃ (t) ≡ F (t)/F (0), reaches a
fixed value, i.e. F̃ (t∗) = 1 − F0. Data shown correspond to βJ = 1.8 and F0 = 0.25. (b)
The Lyapunov exponent λ is computed from the slope of t∗(N) with respect to logN via
an extrapolation procedure. (c) The extrapolation procedure is shown for each temperature
and F0 = 0.16 and 0.25. We approximate λfit(N) (data) by computing the finite difference
∆t∗(N)/∆(logN) between successive system sizes. We then perform a 1/N extrapolation
(solid lines) on the subset of system sizes (white area) whose first 20 eigenvalues are within
∆E = βJ of the ground state. To avoid over-fitting, the extrapolation relies on a quadratic
function for βJ ≥ 5.6 and a linear function for lower temperatures.
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(a) (b)Unreg., Unreg., Unreg., Reg., 

Figure A.6: Numerical data for unregularized (a) and regularized (b) OTOCs at various
temperatures. (a) The unregularized data correspond to the real part of the OTOC nor-
malized by the initial value and is shown for three different system sizes: N = 12, 24 and
40. For N = 12 the lower temperature correlators grow faster than the high temperature
correlators; this trend is reversed for N & 24. (b) Compared to the unregularized data, the
growth timescale for the regularized data increases significantly at low temperatures. This
discrepancy is attributed to the difference in the scrambling time for the two types of correla-
tors. In particular, the scrambling time for the unregularized OTOC is highly suppressed at
low temperatures, implying that the observed growth in the numerics arises from dissipative
dynamics rather than to chaos. (Inset) Schematic of the two configurations (unregularized
and regularized), represented as a path in real (horizontal) and imaginary (vertical) time.

break the rescaling symmetry, particularly (i) at early times due to the microscopic cutoff,
and (ii) at late times due to the crossover to power-law decay [13]. We thus expect an
intermediate choice of F0 to provide the best approximation. Our results in Chapter 2 are
based on F0 = 0.25. In Fig. A.3, we show that a different choice, F0 = 0.16, provides
consistent results. This demonstrates that our rescaling procedure is not overly sensitive to
the precise value F0.

Unregularized OTOCs

In Chapter 2 and in the results presented so far, we have considered a thermally regular-
ized OTOC, given by

F (r)(t) ≡
〈
χi(t)ρ

1
4χj(0)ρ

1
4χi(t)ρ

1
4χj(0)ρ

1
4

〉
. (A.8)

This form of the correlator has the advantage that it is Hermitian and can be analyzed at
low temperatures with the effective low-energy action (without needing additional regular-
ization). However, for many experiments, it is more convenient to measure the unregularized
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(a) (b)

Figure A.7: The finite-size rescaling procedure applied to regularized (a) and unregular-
ized (b) OTOCs. The data points corresponds to λfit(N) for various size intervals and the
dashed line is the theoretical prediction. The unregularized results exhibit a weaker tem-
perature dependence, and there is a larger discrepancy from theoretical predictions at low
temperatures.

OTOC, given by
F (u)(t) ≡ 〈χi(t)χj(0)χi(t)χj(0)ρ〉. (A.9)

Here, we provide numerical evidence that the unregularized correlator is subject to stronger
finite-size corrections at low temperatures, a claim that is supported theoretically in later
sections 1.

In Fig. A.6(a), we present numerical data for the unregularized correlator at three system
sizes: N = 12, 24 and 40. As mentioned in Chapter 2, the correlator at the smallest size
exhibits the opposite temperature dependence as expected, i.e. OTOCs at low temperatures
appear to grow faster than at high temperatures. This trend is consistent with previous
studies based on exact diagonalization [86]. At N = 24 we observe an inversion in this trend,
and thereafter the correlator exhibits the expected qualitative temperature dependence.

However, even at the largest system size, the temperature dependence of the unregu-
larized correlator is significantly weaker than the regularized correlator [Fig. A.6(b)]. This
difference can be quantified by repeating our finite-size scaling analysis with the unregular-
ized correlator (Fig. A.7). For temperatures above βJ ≈ 10, regularization has little effect
on λfit(N), i.e. the estimate for λ at size N . However, for lower temperatures, the values
for λfit(N) using the unregularized correlator show a weaker temperature dependence than
in the regularized case and are substantially farther from the theoretical predictions 2. This

1Similar numerical data showing larger finite-size corrections for the unregularized correlators was also
presented in [148].

2We emphasize that λfit(N) should not be interpreted as a size-dependent Lyapunov exponent, but rather
as a fitting parameter that can be extrapolated to N →∞ to determine the Lyapunov exponent.
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implies that the unregularized correlator is subject to more pronounced finite-size effects,
and larger system sizes are required to accurately determine the Lyapunov exponent.

We attribute these results to the fact that the scrambling time is shorter for the un-
regularized correlator and, hence, there is less separation between the early-time dissipative
dynamics and the chaotic growth (see Sec. A.2 and A.4). Such considerations are impor-
tant for numerical and experimental studies of OTOCs; however, we emphasize that they
do not imply that the two forms of the correlator are characterized by distinct Lyapunov
exponents. Indeed, we justify mathematically in Sec. A.3 that the Lyapunov exponent (for
the SYK model) is independent of regularization.

A.3 Large N solutions
In this section, we describe the large N , semiclassical solutions for the dynamics of the

SYK model. These results were derived previously via either a diagrammatic approach or
from the saddle-point of a disorder averaged effective action [14, 133, 174, 219]. Finite-size
corrections beyond the semiclassical solution can be computed at low temperatures via the
Schwarzian action and are discussed in Sec. A.4. In Fig. A.8, we illustrate schematically the
relationship between these various theories.

SYK
(finite size)

SD eqns

Schwarzian
theory

Conformal
limit

Figure A.8: Schematic relationship between various theories describing the dynamics of the
SYK model. The Schwinger-Dyson (SD) equations represent the large N solution at all
temperatures (A.10), while the Schwarzian action (A.24) captures finite N behavior at low
temperatures. In the limit N � β � 1, both theories approach the conformal limit (A.11).
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Schwinger-Dyson equations

The large N solution for the average Green’s functions is given in imaginary time by the
self-consistent Schwinger-Dyson equations:

1

G(ω)
= iω + Σ(ω) , Σ(τ) = J2

[
G(τ)3

]
, (A.10)

where ω are the Fourier components with respect to τ . The real-time version of these
equations is obtained by setting τ = it. At low temperatures (βJ � 1) and long timescales
(τJ, tJ � 1), the derivative term iω can be neglected, leading to an emergent conformal
symmetry. The solution in this limit is [174, 191]

Gc(τ) = b

[
π

β sin πτ
β

]1/2

, Gc(it) = b

[
π

iβ sinh πt
β

]1/2

, (A.11)

where b = 1/(
√

2π1/4) ≈ 0.531. More generally, the Green’s functions can be computed
at all temperatures by solving (A.10) through an iterative numerical approach [174]. This
procedure converges quickly in imaginary time and yields the results shown in Fig. 3(a) of
Chapter 2. In real time, the numerical analysis is more subtle, and we found that the most
stable approach is the implementation proposed in [75]. We present these results in Fig. 3(b)
of Chapter 2 and in Fig. A.11 below. We also rely on the real-time correlators to compute
the Lyapunov exponent and magnitude of OTOCs, as described in the following section.
For both real and imaginary time, we benchmarked the numerical solutions by comparing
to (A.11) at low temperatures.

Kernel equation

The leading order behavior for OTOCs is computed via a set of diagrams known as ladder
diagrams. In particular, one defines

F (t1, t2) ≡ 〈χi(t1)χj(0)χi(t2)χj(0)〉 = F0 +
1

N
F(t1, t2) (A.12)

and makes a growth ansatz of the form

F(t1, t2) = eλ(t1+t2)/2γ(t12) (A.13)

where t12 = t2 − t1. The exponent is determined by solving the eigenvalue equation

F(t1, t2) =

ˆ
dt3dt4KR(t1, t2, t3, t4)F1(t3, t4) (A.14)

with eigenvalue one. Here KR is the retarded kernel given by

KR(t1, t2, t3, t4) = J2(q − 1)GR(t13)GR(t24)GW (t34)q−2 (A.15)
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where GR(t) is the retarded Green’s function, GW (t) is known as the Wightman function,
and q = 4 is the number of fermions involved in each interaction in the SYK Hamiltonian
(from here on, we generalize to q-body interactions). Crucially, the Wightman function
depends on the regularization. In the case of the regularized OTOC, the Wightman function
is given by GW (t) = G(t+iβ/2) and can be computed numerically from the Schwinger-Dyson
equations.

To determine the Lyapunov exponent (for the regularized OTOC), we perform the fol-
lowing numerical procedure. First, we solve for the eigenvalues of KR for a given value of
λ. This relies on the numerical results for GR(t) and GW (t) and the discretization of time
into M steps. Second, we perform a binomial search to find λ corresponding to a maximum
eigenvalue of one. Finally, we repeat the procedure with different values for M and extrapo-
late to estimate λ in the continuous limit. The numerical results for λ are shown in Fig. 1(b)
of Chapter 2; we verify that the results agree with the low-temperature limit, λ ≈ 2π/β.

Regularized vs. unregularized exponent

In principle, one can obtain the Lyapunov exponent for the unregularized OTOC in an
analagous way: by calculating the Wightman function with no imaginary-time separation,
i.e. GW (t) = G(t), and repeating the numerical procedure outlined above. However, the
numerical analysis is more challenging, as the kernel is no longer Hermitian; in particu-
lar, we found that the eigenvalues are highly sensitive to numerical errors that arise from
discretization and the imprecision of the Green’s functions.

Nevertheless, one can show theoretically that the Lyapunov exponent is independent of
regularization (for the SYK model or similar ladder-diagram theories). To do so, we begin
by defining the kernel ansatz in the regularized case as

eλ(t1+t2)/2γ(r)(t12) = J2(q − 1)

ˆ
dt3dt4GR(t13)GR(t24)G

(r)
W (t34)q−2eλ(t3+t4)/2γ(r)(t34) (A.16)

and in the unregularized case as

eλ(t1+t2)/2γ(u)(t12) = J2(q − 1)

ˆ
dt3dt4GR(t13)GR(t24)G

(u)
W (t34)q−2eλ(t3+t4)/2γ(u)(t34) (A.17)

where G(r)
W (t) = G(t+ iβ/2) and G(u)

W (t) = G(t) and γu,r(t12) is the normalizable eigenvector
with respect to inner product:

(γ, γ)r,u = (q − 1)J2

ˆ ∞
−∞

dtγ(t)G
(r,u)
W (t)q−1γ(t). (A.18)

The proof is then as follows 3. By definition, (A.17) can be written in terms of the G(r)
W (t)

as

eλ(t1+t2)/2γ(u)(t12) = J2(q − 1)

ˆ
dt3dt4GR(t13)GR(t24)G

(r)
W (t34 − iβ/2)q−2eλ(t3+t4)/2γ(u)(t34).

(A.19)
3We note that during the preparation of this manuscript a similar proof was presented in [212].
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We next reparameterize the time variables as t′1 = t1 + iβ/4, t′2 = t2 − iβ/4, t′3 = t3 + iβ/4,
and t′4 = t4 − iβ/4. Using the fact that the integrand goes to zero at t3,4 → ±∞, we can
deform the integration contour and get:

eλ(t′1+t′2)/2γ(u)(t′12 + iβ/2)

= J2(q − 1)

ˆ
dt′3dt

′
4GR(t′13)GR(t′24)G

(r)
W (t′34)q−2eλ(t′3+t′4)/2γ(u)(t′34 + iβ/2).

(A.20)

In addition, using the fact that γr(t) is normalizable, one can show that γr(t+ iβ/2) is also
normalizable with respect to the inner product for the unregularized case. We thus recover
the regularized equation (A.16) and identify the relation γ(r)(t) = γ(u)(t+ iβ/2).

In summary, changing the regularization has no effect on the growth exponent but only
on the the eigenfunction f(t) (which controls the magnitude of OTOCs, as shown below).
More generally, this argument applies to any degree of regularization, i.e. GW (t) = G(t+ iη),
and to any other many-body chaotic model whose OTOCs are described by ladder diagrams.

Magnitude of OTOCs

The magnitude of the growing term of the OTOC is important because it determines
the scrambling time and, thus, the separation between early-time dissipative dynamics and
chaotic growth. In particular, we define the magnitude of exponential growth C1 as

F̃ (t) ≡ F (t)

F (0)
≈ 1− C1

N
eλt +O(1/N2) (A.21)

Having a well-separated scrambling time, t∗ ≈ 1/λ log(N/C1), then corresponds to N � C1.
Recently, Gu and Kitaev derived an identity that relates the magnitude of the leading

order growth term in OTOCs with other quantities computable from the Schwinger-Dyson
equations and the kernel equation. The identity is given by

1

C1

= 2 cos

(
λβ

4

)
tB (γ, γ) (A.22)

where tB = k′(λ) is the “branching time”, k is the eigenvalue of the retarded kernel, (A.15),
and (γ, γ) is given by

(γ, γ) ≡ (q − 1)J2

ˆ ∞
−∞

dtγ(t) (GW (t))q−2 γ(t) (A.23)

We note that γ(t) and GW (t) are defined in the previous section, and both depend on the
choice of regularization.

For the regularized OTOC, we solve for C1 as a function of temperature using (A.22)
and the numerical solution of the kernel equation. These results are shown in Fig. A.9. At
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Figure A.9: The normalized magnitude, C1, of the leading-order term in the OTOC, C1/Ne
λt,

as a function of temperature. The magnitude is calculated numerically (black) for the reg-
ularized OTOC using (A.22); at high temperatures C1 ≈ 1.4 and at low temperatures
C1 ≈ 0.5βJ , in agreement with the semiclassical solution, (A.29) (blue). For the unregu-
larized OTOC, the semiclassical solution predicts the low-temperature scaling C1 ∼ (βJ)3

(red).

high temperatures C1 approaches 1.4, while at low temperatures C1 ≈ 0.5βJ . This latter
result is consistent with previous work [104, 174] and provides validation of our numerical
methods.

For the unregularized OTOC, the magnitude can in principle be calculated following the
same approach; however, we confront the same numerical difficulties regarding the kernel
equation as discussed in Sec. A.3 and thus leave this computation for a future work. Of
course, at high temperatures (βJ � 1), the magnitude must be the same regardless of reg-
ularization. At low temperatures (βJ � 1), we can use the Schwarzian action to determine
the scaling C1 ∼ (βJ)3, as discussed in Sec. A.4.

In combination, these results imply that having a separation of timescales is achieved in
the regularized case when N � βJ and in the unregularized case when N � (βJ)3. As the
latter condition is more stringent, it provides an explanation for the more severe finite-size
effects observed with the unregularized correlator (see Sec. A.2).
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A.4 Schwarzian action
In the previous section, we focused on the semiclassical solution of the SYK dynamics.

We now discuss corrections about this limit obtained via the Schwarzian action. This 0+1
dimensional action is valid for describing the SYK model at low energies (i.e. βJ, τJ � 1),
and is given by

SSch = −CSch

ˆ β

0

dτ {f, τ} , {f, τ} ,≡ f
′′′

f ′
− 3

2

(
f
′′

f ′

)2

(A.24)

where f(τ) is a function describing reparameterizations of time, i.e. τ → f(τ). Prior work
has established the relation between the coupling coefficient CSch and parameters of the SYK
model: CSch ≈ 0.01N/J [174]4. This prefactor controls the size of fluctuations about the
CSch →∞ saddle-point solution.

Recently, analytical methods have been developed to solve the full dynamics of the
Schwarzian action, enabling the calculation of correlation functions at all orders in 1/CSch

[14, 144, 258]. Furthermore, these developments have established a direct correspondence
between the Schwarzian action and near AdS in 1+1 dimensions [135]. In particular, the
saddle-point solution is dual to classical gravity, while higher order 1/CSch corrections cor-
respond to gravitational fluctuations.

Two-point correlators

We consider the two-point function, G(z) = 〈χi(z)χi(0)〉β, where z = it+τ is complexified
time and the thermal average is computed at inverse temperature β. Using the Schwarzian
action, the exact result for G(z) can be computed and is given by [14, 144, 258]

GSch(z) =
1

N (2CSch)2∆Γ(2∆)ˆ
ds1ds2ρ(s1)ρ(s2)e−

s21
2C
z− s22

2C
(β−z) |Γ(∆− i(s1 + s2))Γ(∆ + i(s1 − s2))|2

(A.25)

where ρ(s) = s
2π2 sinh(2πs) is the density of states, Γ(·) is the Gamma function, and the

normalization factor is equal to

N =
C

3
2
Sch√

2πβ
3
2

e
2CSchπ

2

β . (A.26)

The behavior of G(z) can be understood qualitatively in several regimes. At short times
t � CSch, the integrals are well-approximated by the classical saddle point, leading to the

4We note that there is some disagreement about this relation; in particular, some studies suggest CSch =
1/(64π1/2J) log J/∆ [14]. Our numerics for two-point functions support the original relation derived in [174]
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aforementioned conformal solution (A.11). In contrast, at late times t� CSch, the behavior
is dominated by the low-energy edge of the spectrum, which respects the Wigner semicircle
law: ρ(E) ∼

√
E or ρ(s) ∼ s2. This gives rise to a power-law decay with an exponent

independent of the operator dimension. In particular, we can identify two cases, depending
on the temperature relative to CSch:

(a) High temperature, β � CSch:

GSch(t) ∼
{
Gc(t), t� CSch

t−3, t� CSch
(A.27)

(b) Low temperature, β � CSch:

GSch(t) ∼
{
Gc(t), t� CSch

β3/2

(it(β−it))3/2 , t� CSch
(A.28)

While observing a clear separation between these regimes is challenging at finite-sizes,
we expect our numerical results to be described quantitatively by the full functional form
of GSch(z). To this end, we compute the integrals in (A.25) numerically in Mathematica.
The integrals converge quickly for the imaginary-time correlator, GSch(τ); for the real-time
correlator, obtaining convergence requires us to introduce a small imaginary-time separation,
i.e. GSch(it)→ GSch(it + ε). The numerical results in imaginary and real time are shown in
Fig. A.10 and A.11, respectively, for the temperatures and timescales relevant to our study.

(a) (b)

Figure A.10: (a) Results for the imaginary-time Green’s function, G(τ), at βJ = 100 from
our numerics (left) and the solution of the Schwarzian action (right). (b) Finite-size scaling
of G(τ = β/2). Our numerics (data) begin to agree with the Schwarzian solution (dashed
line) at N ≈ 30. For smaller sizes (gray area), we observe finite-size effects that cannot be
accounted for by the Schwarzian action, which we attribute to the discreteness of the energy
spectrum.
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Figure A.11: The retarded Green’s function for the SYK model with 40 Majoranas (left),
the Schwarzian action with CSch = 0.4 (middle), and the large N Schwinger-Dyson equa-
tions (right). The late-time behavior of of the SYK results and the Schwarzian action is
governed by the random-matrix-like form of the energy spectrum, which manifests as a
non-monotonicity with respect to temperature.

We note that the retarded Green’s function corresponds to the real part of GSch. A key
feature of this correlator is a non-monotonic decay with respect to temperature; this results
from the non-trivial dependence of the phase on t and β in (A.28) and is in stark contrast
with the prediction of the conformal solution or of the semiclassical solution of the SYK
model (i.e. the Schwinger-Dyson equations).

Out-of-time-order correlators

While previous studies have derived an exact integral expression for the OTOC analogous
to (A.25), the integrals are significantly more complex and solving them numerically is
beyond the scope of this study [144]. Instead, we rely on the semiclassical limit of the
OTOC, which is valid for CSch →∞, t . 1/λ logCSch. This expression was derived using the
correspondence to quantum gravity (i.e. by summing over tree-level graviton diagrams) and
is given by [175]

F (z1, z2, z3, z4)

F (τ1, τ2, τ3, τ4)
=
U(2∆, 1, 1

z
)

z2∆
, z =

iβ

16πCSch

e
2π
β

(z3+z4−z1−z2)/2

sinh πz12

β
sinh πz34

β

(A.29)

where zi = ti + iτi are the complexified times at which the four operators are inserted,
i.e. 〈V (z1)W (z3)V (z2)W (z4)〉, and U(·) is the confluent hypergeometric function.

From (A.29), we can determine the behavior of different regularizations. The regularized
OTOC corresponds to

z1 = i
β

2
, z2 = i

β

2
, z3 = t− iβ

4
, z4 = t+ i

β

4
(A.30)



APPENDIX A. DETAILS ON MANY-BODY CHAOS IN THE SACHDEV-YE-KITAEV
MODEL 143

which leads to
F (t)

F (0)
=
U(2∆, 1, 1

z
)

z2∆
, z =

β

16πCSch
e

2π
β
t (A.31)

Crucially, this expression can be expanded in powers of eλt/CSch. For example, setting
∆ = 1/4, leads to

F (t)

F (0)
= 1− β

64π

(
eλt

CSch

)
+

9β2

8192π

(
eλt

CSch

)2

+ · · · (A.32)

As CSch ∼ N , this manifestly satisfies the rescaling ansatz discussed in Sec. A.2 and Chapter
2. Moreover, the magnitude of the leading order term

F (t)

F (0)
≈ 1− 0.5βJ

N
eλt (A.33)

agrees with the numerical results determined numerically in Sec. A.3.
To obtain different regularizations, we can reduce the imaginary-time separation between

the operators. For example, setting

z1 = i2η, z2 = i2η, z3 = t− iη, z4 = t+ iη (A.34)

corresponds to a symmetric separation with energy scale η. It is evident that any finite value
for η leads to a well-defined OTOC with the same Lyapunov exponent as the fully regularized
case. To represent the fully unregularized correlator, the naive expectation is to take the
limit η → 0, which causes the denominator in (A.29) to vanish. For the SYK model, this
UV divergence is clearly unphysical, and one should instead impose a microscopic cutoff of
order J . The net effect is to enhance to growth term by a factor of (βJ)2 and thus decrease
the scrambling time by a factor of log(βJ)2. More precisely, the leading order term for the
unregularized correlator is given by

F (t)

F (0)
≈ 1− c1

(βJ)3

N
eλt (A.35)

where c1 is an order one prefactor. The exact numerical value of c1 cannot be determined
by these methods, as the microscopic cutoff corresponds to “smearing” the operators over an
energy scale J rather than setting an exact value for η.

To summarize, regularization changes the magnitude of the exponential growth but has
no effect on the Lyapunov exponent. The intuition behind this conclusion can be understood
from the dual gravitational theory, where the Lyapunov exponent corresponds to the cou-
pling strength of the graviton interaction and the regularization corresponds to the initial
energy of an incoming shock wave. While the energy of the initial state has no effect on the
coupling strength, it determines the timescale at which nonlinear graviton effects become
relevant, leading to the saturation of the correlator. In particular, the unregularized correla-
tor corresponds to a higher energy initial state, which reaches saturation at an earlier time.



APPENDIX A. DETAILS ON MANY-BODY CHAOS IN THE SACHDEV-YE-KITAEV
MODEL 144

While this intuition applies directly to the SYK model at low temperatures, we expect the
same qualitative effects to hold at all temperatures due to the form of the ladder diagrams;
in the general case, the graviton interaction would be replaced by a ‘scramblon’ interaction
whose strength is governed by λ(β).
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Appendix B

Details on many-body quantum
teleportation via operator spreading in
the traversable wormhole protocol

B.1 Precise bound for the peaked size regime
In this Section, we provide a precise mathematical bound guaranteeing that the tele-

portation correlator obeys the peaked-size prediction [Eq. (3.32), Section 3.4] when the size
distribution is sufficiently tightly peaked. We apply this bound to two examples where the
size distribution is known exactly: late times in all scrambling systems (Section 3.6), and
the large-q SYK model (Sections 3.7 and 3.8). Notably, in the latter we find that our bound
applies only at infinite temperature, despite the profile of the size distribution (e.g. its ratio
of size width to average size) behaving similarly at all temperatures. The discrepancy arises
instead because the correlator magnitude, (Gβ)p, decreases exponentially in the encoding
size p at all finite temperatures.

Precise bound

As in Chapter 3, we decompose a time-evolved finite temperature operator into a sum of
Pauli strings:

QA(t)ρ1/2 =
∑
R

cR(t)S (B.1)

In this basis, for qubit systems the correlator takes the form

CQ = 〈TFD| Q̃†A,r(−t)eigVQA,l(t) |TFD〉 = eig+iπS[QA(t=0)]
∑
R

e−iηdgS[R]/Nc2
R(t) (B.2)

= eig+iπS[QA(t=0)]
∑
n

eiηdgn/Nf(n) (B.3)
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where again Q̃†A,r = DQ†A,rD
† for the decoding operation D = Y ⊗ . . . ⊗ Y , and we use

〈TFD| Q̃†A,r(−t) = eiπS[QA] 〈EPR|QA,l(t)ρ
1/2 for qubit Pauli operators QA. Here we define

the winding size distribution [44, 188]

f(n) ≡
∑

S:S[R]=n

c2
R(t). (B.4)

At finite temperature, this size wavefunction is distinct from the size distribution:

P (n) ≡
∑

S:S[R]=n

|cR(t)|2, (B.5)

which is a real, normalized probability distribution probed by the one-sided correlator [202]

〈TFD|Q†A,l(t)eigVQA,l(t) |TFD〉 = eig
∑
R

e−iηdgS[R]/N |cR|2(t) =
∑
n

eiηdgn/NP (n). (B.6)

Nevertheless, the size distribution bounds the size wavefunction magnitude via the triangle
inequality:

|f(n)| ≤ P (n), (B.7)

with equality achieved when all Pauli operators of size n contribute the same phase to f(n).
The average size and size variance are easily found from the size distribution as

S =

ˆ ∞
0

dnnP (n), δS2 + S2 =

ˆ ∞
0

dnn2 P (n) (B.8)

where we work in the continuum limit replacing sums over the size by integrals for simplicity.
We now define the asymptotic size width with error ε as the minimal width Wε about the
average size such that

1−
ˆ S+Wε

S−Wε

dnP (n) ≤ ε, (B.9)

i.e. a fraction 1 − ε of the size distribution’s support is contained in the interval I =
[S − Wε,S + Wε] (the lower limit of the integral should be bounded by zero; for simpler
notation we’ll deal with this by instead defining P (n) = f(n) = 0 for n < 0). We can now
separate the correlator into two pieces, one arising from sizes in the interval I and the other
from the interval’s complement Ī = [−∞,S −Wε] ∪ [S +Wε,∞]:

CQ =

ˆ
I

dn f(n)eiηdgn/N +R (B.10)
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where the remainder R =
´
Ī
dn f(n)eiηdgn/N is strictly smaller than ε:

|R| =
∣∣∣∣ˆ
Ī

dn f(n)eiηdgn/N
∣∣∣∣

≤
ˆ
Ī

dn
∣∣f(n)eiηdgn/N

∣∣
≤
ˆ
Ī

dn |P (n)|

≤ ε

(B.11)

Peaked size teleportation occurs in the regime where gWε/N � 1. In this limit, we can
expand

eiηdgn/N = eiηdgS/N [1 + E(n)] (B.12)

where the deviation for n ∈ I is bounded by

|E(n)| ≤ maxn∈I

∣∣∣∣1− eiηdg(n−S)/N

∣∣∣∣ =

∣∣∣∣ sin(ηdgWε/N)

∣∣∣∣, (B.13)

which holds as long as gWε/N ≤ π/2. We then have

CQ =

ˆ
I

dn f(n)eiηdgS/N [1 + E(n)] +R

= eiηdgS/NGβ(QA) +R +R′ +R′′
(B.14)

where Gβ(QA) =
´∞

0
dn f(n) = tr

(
Q†Aρ

1/2QAρ
1/2
)
is the imaginary time two-point function,

and the error R′ = eigS/N
´
I
dn f(n)E(n) is bounded by

|R′| =
∣∣∣∣ˆ
I

dn f(n)E(n)

∣∣∣∣
≤
ˆ
I

dn |f(n)||E(n)|

≤
∣∣∣∣ sin(ηdgWε/N)

∣∣∣∣ ˆ
I

dn |f(n)|

≤
∣∣∣∣ sin(ηdgWε/N)

∣∣∣∣
(B.15)

and the second error R′′ = Gβ(QA)−
´
I
dn f(n) is bounded by

|R′′| =
∣∣∣∣Gβ(QA)−

ˆ
I

dn f(n)

∣∣∣∣ =

∣∣∣∣ˆ
Ī

dn f(n)

∣∣∣∣ ≤ ε. (B.16)
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We therefore conclude that whenever ηdgWε/N ≤ π/2, the deviation of CQ from the peaked
size value is controlled by the upper bound

∣∣CQ − eiηdgS/NGβ(QA)
∣∣ ≤ 2ε+

∣∣∣∣ sin(ηdgWε/N)

∣∣∣∣ ≡ B. (B.17)

Practically speaking, the lowest value of g for successful peaked-size teleportation is
ηdgS/N = π. Therefore, for a given size distribution, we can guarantee that peaked-size
teleportation is possible if we find ε such that B � Gβ(QA), i.e. the error in the correlator
is small compared to the correlator magnitude.

Application to late times

We illustrate this with some examples, in the few cases where we can exactly solve for
operators’ full size distribution. First, consider a thermalized system at late times, which we
will approximate by setting the size distribution of QA(t) to be that of a random Pauli string.
For large n,N is a Gaussian distribution with mean S = 3N/4 and variance δS2 = 3N/16:

P (n) = (3/4)n(1/4)N−n ≈ 1√
2πδS

exp
(
−(n− S)2/2δS2

)
. (B.18)

We therefore have

1−
ˆ S+Wε

S−Wε

dnP (n) = 2 erfc
(

Wε√
2δS

)
= ε. (B.19)

The error function decays exponentially in its argument, so even for exponentially small ε
we require only Wε = AδS for some constant A ∼ O(1). Setting g equal to its minimal
value, ηdgS/N = π, we have both ε� 1 and

∣∣ sin(ηdgWε/N)
∣∣ ≈ AδS/S ∼ 1/

√
N � 1, and

so peaked size teleportation is guaranteed.

Application to the large-q SYK model

We can also use this method to guarantee peaked-size teleportation in the large-q SYK
model at infinite temperature.

We begin by writing down the size distribution for the large-q SYK model in detail,
quoting the results of Ref. [202]. The generating function for the size distribution is:∑

n

P (n)e−µn =
e−µp

(1 + (1− e−µq) sinh2 Jt)2p/q
=
∑
n

∆n

n!
xn(1− x)∆e−µ(qn+p) (B.20)

where we define

∆n ≡
Γ(∆ + n)

Γ(∆)
, x ≡ sinh2 Jt

1 + sinh2 Jt
, ∆ ≡ 2p/q. (B.21)
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From this, we can identify the size distribution:

P (qn+ p) =
∆n

n!
xn(1− x)∆. (B.22)

The size and size width are

S = n =
∑
n

n
∆n

n!
xn(1− x)∆ =

∆x

1− x, δS =
√
n2 − n2 =

√
∆x

1− x. (B.23)

Therefore, the ratio of size width to average size is

δS/S =

√
x

∆

1

1 + x
, (B.24)

which approaches zero when p→∞ (∆→∞).
To apply the upper bound Eq. (B.17), we need to integrate (i.e. sum) the tail of the

size distribution in order to compute its asymptotic width [Eq. (B.9)]. In this example, the
discrete tail can be summed explicitly and we define

I(k) ≡
∞∑
n=k

P (qk + p) =
∞∑
n=k

∆n

n!
xn(1− x)∆ =

Bx(k,∆)

B(k,∆)
(B.25)

where Bx(a, b) and B(a, b) are incomplete and ordinary beta function respectively. Let us
take k = n̄(1± ζ) for some small ζ representing the asymptotic width

Wε = n̄ζq. (B.26)

This width corresponds to an error

ε = 1− I(n̄(1− ζ)) + I(n̄(1 + ζ)). (B.27)

Taking gS/N = π, the upper bound is

B = 2[1− I(n̄(1− ζ)) + I(n̄(1 + ζ))] + sin
2πζx

1 + x

= 2

(
1−

Bx(
∆x(1−ζ)

1−x ,∆)

B(∆x(1−ζ)
1−x ,∆)

+
Bx(

∆x(1+ζ)
1−x ,∆)

B(∆x(1+ζ)
1−x ,∆)

)
+ sin

2πζx

1 + x
. (B.28)

At infinite temperature Gβ(QA) = 1, we need to show that the minimum of B tends to zero
when ∆→∞.

For early time sinh Jt ∼ O(1), 1− x is an order 1 number, and we take ∆→∞ limit to
get

Bx(
∆x(1−ζ)

1−x ,∆)

B(∆x(1−ζ)
1−x ,∆)

→ 1,
Bx(

∆x(1+ζ)
1−x ,∆)

B(∆x(1+ζ)
1−x ,∆)

→ 0 (B.29)
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The bound becomes
B → sin

2πζx

1 + x
(B.30)

This basically means that the integrated probability between n̄(1− ζ) and n̄(1 + ζ) for any
finite ζ is 1. One can thus take ζ → 0 with speed slower than 1/∆ → 0 in order to have
the bound vanish. This computation applies for x ∈ (0, 1), which means that the peaked
size always holds for early time. This is physically reasonable as the operator has not yet
been scrambled extensively. However, since the size is small at such early times, in order for
teleportation to work we must choose g ∼ N .

For intermediate times, such that sinh2 Jt ∼ N and ∆ � N ∼ 1/(1 − x), we must take
the x→ 1 limit first. Using the fact that

Bx(
∆x(1−ζ)

1−x ,∆)

B(∆x(1−ζ)
1−x ,∆)

= 1−
(1− x)∆x

∆x(1−ζ)
1−x Γ(∆(1−xζ)

1−x )

Γ(∆x(1−ζ)
1−x )Γ(1 + ∆)

F (1,
∆(1− xζ)

1− x ; ∆ + 1; 1− x) (B.31)

where F is Gauss hypergeometric function, in x → 1 limit the right portion of Eq. (B.31)
tends to

F (1,
∆(1− xζ)

1− x ; ∆ + 1; 1− x)→ 1F1(1; ∆ + 1; ∆(1− ζ))

= ∆1−∆e∆(1−ζ)(1− ζ)−∆(Γ(∆)− Γ(∆,∆(1− ζ)))

(B.32)

where Γ(x, a) is incomplete gamma function. Meanwhile, the left portion of the second term
of Eq. (B.31) gives

(1− x)∆x
∆x(1−ζ)

1−x Γ(∆(1−xζ)
1−x )

Γ(∆x(1−ζ)
1−x )Γ(1 + ∆)

→ ∆∆(1− ζ)∆e−∆(1−ζ)

Γ(1 + ∆)
(B.33)

under x→ 1. Combining the two, we have

lim
x→1

Bx(
∆x(1−ζ)

1−x ,∆)

B(∆x(1−ζ)
1−x ,∆)

=
Γ(∆,∆(1− ζ))

Γ(∆)
. (B.34)

It follows that the upper bound is

B = 2

(
1− Γ(∆,∆(1− ζ))

Γ(∆)
+

Γ(∆,∆(1 + ζ))

Γ(∆)

)
+ sin πζ (B.35)

This function has a unique minimum for ζ ∈ [0, 1/2] and this minimum decreases as ∆
increases. Taking derivative with respect to ζ, we get

∂ζB = π cos πζ − 2∆∆

Γ(∆)

[
(1 + ζ)∆−1e−∆(1+ζ) + (1− ζ)∆−1e−∆(1−ζ)]

→ π cosπζ −
√

2∆

π

[
(1 + ζ)∆−1e−∆ζ + (1− ζ)∆−1e∆ζ

]
(B.36)



APPENDIX B. DETAILS ON MANY-BODY QUANTUM TELEPORTATION VIA
OPERATOR SPREADING IN THE TRAVERSABLE WORMHOLE PROTOCOL 151

where in the second step we have taken large ∆ limit. Solving ∂ζB = 0 in this limit, we find
the minimum at

ζ ≈
√

1

∆
log

8∆

π3
→ 0 (B.37)

which in turn gives the limit value of B to be zero. This proves that at infinite temperature,
teleportation exactly matches the peaked-size prediction for both early and intermediate
times. For late times t � 1

2J
logN the size distribution above breaks down, as can be seen

since P (n) is dominated by some n > N , which is unphysical since N is the total number of
fermions.

In contrast, we can also show that the above bound does not apply at low temperatures
for large-q SYK, as expected from Chapter 3. At low temperature, the upper bound B needs
to be much smaller than the two-sided correlation function Gβ(QA) ∼ (βJ)−2∆ in order to
guarantee peaked-size teleportation. The low temperature size distribution is essentially the
same as at infinite temperature, requiring only the replacement [202]:

x→ sinh2 πt/β

(π/βJ)2 + sinh2 πt/β
∈ [0, 1] (B.38)

and adding e−µNδβ to the distribution, which shifts the initial size by a constant amount Nδβ
(accounting for the size of the thermal density matrix [202]). Following a similar computation
to above, one can show that B still asymptotes to zero, but now with a slower speed than
Gβ(QA). For example, in the early time and large ∆ limits, B ∼ exp(−∆C(x, ζ))/

√
∆ where

C(x, ζ) is order 1, while Gβ(QA) ∼ exp(−2∆ log(βJ)) is exponentially smaller for large βJ .
Therefore, the upper bound B fails to guarantee peaked-size teleportation. This is consistent
with the fact that the correlation function CQ(t) in Eq. (3.86) in low temperature is far from
being a pure phase.

B.2 The Hayden-Preskill recovery protocol
In this appendix we review the HPR protocol following Refs. [263, 265] and derive its

equivalence to the TW protocol in the case of infinite temperature teleportation of a single
qubit (introduced in Section 3.6). This single-qubit variant of the HPR protocol was exper-
imentally implemented in Ref. [147], although an explicit derivation of its quantum circuit
was not provided.

There are two variants of the HPR protocol: a probabilistic variant, which teleports
successfully only with some finite probability, and a deterministic variant, which uses an
analog of Grover’s search algorithm and succeeds with unit probability, but involves a more
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complex decoding operation. Both protocols take the general form,

(B.39)

shown for teleportation of a quantum state |ψ〉 (the generalization to EPR teleportation is
straightforward). We now outline the interpretation of each aspect of the above protocol
in the context of the Hayden-Preskill thought experiment. For consistency with past litera-
ture, we have used different subsystem labels than introduced in Chapter 3—most notably,
subsystem D now denotes the coupled qubits, and subsystem C denotes its complement.
Subsystem B represents an eternal black hole that is maximally entangled with its past
Hawking radiation subsystem B’, as represented by a dimension dB = d′B EPR pair between
the two subsystems. Subsystem A contains the initial state |ψ〉 of an observer Alice’s diary.
Upon falling into the black hole, the diary’s information is scrambled by the unitary time-
evolution U acting on the left subsystem l ≡ AB = CD. Far from destroying the information
of Alice’s diary, scrambling by U in fact allows an outside observer Bob to decode the diary
if he has access to any few qubits of new Hawking radiation D, along with the past Hawking
radiation B’ and an ancillary EPR pair between A’ and R’, where d′A = dA. This decoding
relies on OTOCs between subsystem A and D being minimal, a general feature of thermal-
izing time-evolution after the scrambling time. We describe each of the decoding protocols
of Ref. [263] in detail below.

Probabilistic decoding: intuition

Although our main focus will be on the deterministic teleportation protocol, we review
the probabilistic protocol here for completeness, and as a convenient platform to introduce
the intuition connecting operator spreading to the success of teleportation. The decoding
operation of the probabilistic HPR protocol consists of projection onto EPR pairs on a
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subsystems D, D’:

(B.40)

Perfect teleportation requires dD ≥ dA, and succeeds with probability 1/d2
A when U is

maximal scrambling. The non-unity success probability signifies that the decoding protocol
becomes exponentially more complex with the number of qubits to be teleported.

To provide intuition for the protocol’s success, we analyze the action of EPR projection
on the initial states QA,l(t) |EPR〉. We restrict to infinite temperature, i.e. EPR pairs in
place of the TFD state, in keeping with the original introduction of the HPR protocol in
Ref. [263]. We write QA(t) as a sum of Pauli strings S on the entire system:

QA(t) =
∑
R

cR(t)S. (B.41)

Denoting the EPR projector on subsystems D, D’ as PEPR,D and writing each Pauli string
as a tensor product R = RC ⊗RD of Paulis on subsystems D and C, we have

PEPR,DRl |EPR〉 = δRD,1Rl |EPR〉 , (B.42)

since 〈EPRD,D′|SD,l |EPRD,D′〉 = trD(RD)/dD = δRD,1. Perfect teleportation is achieved
when all input Pauli operators on subsystem A have spread to subsystem D, such that every
Pauli string S composing QA(t) has non-identity support on subsystem D, for all non-identity
QA. In this situation, the EPR projector has eigenvalue 1 on the thermofield double state
and eigenvalue 0 in all perturbed states:

PEPR,D |EPR〉 = |EPR〉 , PEPR,DQA,l(t) |EPR〉 = 0. (B.43)

However, this is no different than projecting onto EPR pairs between subsystems A and A’
before time-evolution by UlU∗r ! This projection would, of course, have an action

PEPR |EPR〉 = |EPR〉 , PEPRQA,l |EPR〉 = tr(QA) = 0. (B.44)
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Expressed diagrammatically, this equivalence is:

(B.45)

for all initial states ψ. However, performing EPR projection between subsystems A, A’ before
time-evolution is precisely the standard quantum teleportation protocol, applied to subsys-
tems A, A’, and R’. The scrambling dynamics of U allow one to perform this teleportation
via coupling any subsystem D of the system’s qubits.

Deterministic decoding

After scrambling, the probability of successful EPR projection on subsystem D, O(1/d2
A),

is exponentially small in the size of subsystem A, the state to be teleported. In contrast
to standard teleportation, non-successful EPR projection (i.e. projection onto a different
maximally entangled state, not |EPRD,D′〉) cannot be corrected via an additional decoding
operation. This exponential decrease in success probability is overcome in the deterministic
HPR protocol, which uses an analog of Grover’s search algorithm to search for an EPR
pair between subsystems D, D’. The protocol requires O(dA) steps for completion, again
exponential in the number of qubits to be teleported (albeit with half the exponent of the
probabilistic decoding).

Grover’s search algorithm involves two operations: the first applies a minus sign to the
state one is searching for, and the second applies a minus sign to the system’s initial state.
We will search for an EPR pair on subsystem D, so for the first step we apply WD ≡
1− 2PEPR,D = eiπPEPR,D :

(B.46)

In the second step, we flip the sign of the initial state (the time-evolved EPR pair between
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A’ and the reference qubit R’) by applying W̃A ≡ U∗WAU
T :

(B.47)

where WA = 1− 2PEPR,A acts on A’, R’ to apply a minus sign if the two are in an EPR pair.
The entire Grover protocol is identical to the probabilistic protocol, but with EPR mea-

surement replaced by repeated applications of the two above steps until the EPR pair is
found. Displaying, for instance, only the first two iterations:

(B.48)

After O(dA) iterations, the state |ψ〉 is found on subsystem R’.
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Single qubit deterministic decoding

Two important simplifications occur to the deterministic HPR protocol in the case of
single qubit teleportation, dA = 2. The first is that the Grover operator WA is equal to a
SWAP operator composed with single-qubit Y operations. To see this, we expand WA in
terms of Pauli operators:

WA = 1− 2PEPR,A

= 1− 2

d2
A

∑
PA

PA,l P
∗
A,r

=
1

2
− 1

2
XlXr +

1

2
YlYr −

1

2
ZlZr

=
1

2
Yl [1 +XlXr + YlYr + ZlZr]Yl

= Yl (SWAP)Yl,

= YlYr (SWAP)

(B.49)

where in the final equality we used YrSWAP = SWAPYl, and in the second equality we used
the Pauli decomposition for the swap operator between two dA-dimensional boson systems:

SWAP =
1

dA

∑
PA

PA,lP
†
A,r. (B.50)

Expressed graphically, we have

(B.51)

The second simplification is that Grover’s search for an EPR pair D, D’ succeeds after only
one step; this is a general result for Grover’s search in a d2

D = 4-dimensional database [189].



APPENDIX B. DETAILS ON MANY-BODY QUANTUM TELEPORTATION VIA
OPERATOR SPREADING IN THE TRAVERSABLE WORMHOLE PROTOCOL 157

It implies that the Grover protocol can teleport one qubit through the circuit:

(B.52)

If we only care about the fidelity of the teleported state, we can neglect the final application
of U∗. Performing the SWAP gate explicitly, and neglecting the action of the final Y operator
on R’, we have:

(B.53)

This exact circuit has been performed in trapped ion experiment [147]. We now make a
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small cosmetic adjustment, and move the reference qubit R’ from the far right to the far left,

(B.54)

Sliding U∗ to the left side using Eq. (3.9), we have:

(B.55)

This is the same circuit appearing the teleportation protocol of Ref. [44, 188], modulo the
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precise form of the coupling. In the case of EPR teleportation, we would instead have

(B.56)

where subsystems R’ and A’ are in an EPR pair when teleportation is successful. This is
the circuit appearing in Ref. [88], modulo the form of the coupling as well as the Y decoding
operation. The lack of a Y decoding operation for fermionic teleportation is discussed in
Appendix B.7.

B.3 State teleportation fidelity
In Section 3.5, we provided a detailed derivation of the teleportation fidelity’s relation to

the teleportation correlators in the case where one teleports one half of an EPR pair. This
allowed us to lower bound the fidelity in Eq. (3.42) and calculate the peaked-size fidelity in
Eq. (3.44). In this appendix we do the same for teleportation of a quantum state, as shown
in Fig. 6.1(a) and outlined in Section 3.2. Our results provide a rigorous foundation for
the arguments of Section 3.3, in particular the insertion of the state 〈φ| and the subsequent
replacement of |ψ〉〈φ| with a Pauli operator QA.

We begin with the insertion of 〈φ| into the protocol Eq. (3.16). We do so by inserting
the resolution of the identity 1

dA

∑
|φ〉 |φ〉〈φ| = 1 into the ancillary qubit leg of the diagram
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for the state teleportation fidelity. We find:

(B.57)

Plugging Eq. (3.18) into this diagram provides unit teleportation fidelity, as described in
Chapter 3. When teleportation is successful each of the dA terms of the sum must succeed
individually, so the right input state |φ〉 will not affect the success of the teleportation.

As with EPR distillation [Eq. (3.40)], we can relate the state teleportation fidelity to
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correlators of Pauli operators by decomposing the SWAP operator. Diagramatically,

, (B.58)

and in equation form,

Fψ =
1

d2
A

∑
P1,P2

〈ψ|P2P
†
1 |ψ〉 · 〈TFD|P †2,l(t)e−igV |ψ〉〈ψ|r(−t) eigV P1,l(t) |TFD〉 . (B.59)

When the correlators are maximal with phases eiθP , i.e. when eigV P1,l(t) |TFD〉 =
eiθPP1,r(−t) |TFD〉, we can simplify this expression as

Fψ ≈
1

d2
A

∑
P1,P2

〈ψ|P2P
†
1 |ψ〉 · 〈TFD|P †2,r(−t) |ψ〉〈ψ|r(−t) P1,r(−t) |TFD〉

=
1

d2
A

∑
P1,P2

ei(θP1
−θP2

) · 〈ψ|P2P
†
1 |ψ〉 · tr

(
ρP †2 |ψ〉〈ψ|P1

)
=

1

d2
A

∑
P1,P2

ei(θP1
−θP2

) · tr
(
P †1 |ψ〉〈ψ|P2

)
· tr
(
ρP †2 |ψ〉〈ψ|P1

)
.

(B.60)
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As expected, when the phases eiθP are the same for all operators, this gives unit fidelity:

Fψ =
1

d2
A

∑
P1,P2

tr
(
P †1 |ψ〉〈ψ|P2

)
· tr
(
ρP †2 |ψ〉〈ψ|P1

)
=

1

dA

∑
P1

tr
(
P †1 |ψ〉〈ψ| |ψ〉〈ψ|P1ρ

)
= tr(|ψ〉〈ψ|) tr(ρ)

= 1,

(B.61)

using properties of Pauli operators as a 1-design [277]. Differing phases eiθP cause the terms
in the sum to interfere with each other, giving lower fidelity. At finite temperature, the
fidelity of peaked-size teleportation is again limited. For instance, if |ψ〉 is a single-qubit
eigenstate of the Pauli Z operator, we have:

FEPR =
1

22

∑
P1,P2

〈ψ|P2P
†
1 |ψ〉 · 〈TFD|P †2,l(t)e−igV [Y |ψ〉〈ψ|Y ]r(−t) eigV P1,l(t) |TFD〉

=
1

22

∑
P1,P2

〈ψ|P2P
†
1 |ψ〉 · tr

(
|ψ〉〈ψ| ρ1/2P †2P1ρ

1/2
)

=
∑
P

〈ψ|P † |ψ〉 · tr
(
|ψ〉〈ψ| ρ1/2Pρ1/2

)
= 2 tr

(
|ψ〉〈ψ| ρ1/2 |ψ〉〈ψ| ρ1/2

)
≈ 1

2
tr
(
(1+ Z) ρ1/2(1+ Z)ρ1/2

)
≈ 1

2
+

1

2
G(t′ − t+ iβ/2) + 〈Z〉β ,

(B.62)

where 〈Z〉β = tr(Zρ), which averages to zero for different initial states |ψ〉.

B.4 Rydberg numerical simulations
For the numerical results shown in Fig. 3.7 and 3.8, we simulate the full TW protocol with

time evolution generated by the analog Rydberg Hamiltonian [Eq. (3.104)]. In particular, we
implement the one-sided version of state teleportation, which is obtained by replacing the
EPR measurement in Fig. 3.6(b) with a measurement of a two-qubit state |ψ〉 ⊗ |ψ∗〉. The
many-body unitary corresponds to U = e−iHt, where H is given in Eq. (3.104) with Ωi = .9,
∆i = −1.5, J0 = 1 and open boundary conditions. The teleported state |ψ〉 is inserted in the
middle qubit, and the remaining K = N − 1 qubits serve as ‘measured’ qubits, with Ôi = Ẑi
(see Section 3.9).

More explicitly, the numerical procedure is given as follows: (i) begin in a random initial
state, |o1 · · · oN〉; (ii) evolve forward for time t under the Rydberg Hamiltonian; (iii) apply
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the operator |φ〉〈ψ| onto the middle qubit; (iv) evolve backward in time, apply V̂i = eigoiẐi/K

to each of the K = N − 1 ‘measured’ qubits (where oi is determined by the initial state),
and evolve forward again; (v) measure the projector |ψ〉〈ψ| on the middle qubit. We repeat
this procedure for |φ〉 ∈ {|0〉 , |1〉} [see Eq. (B.58)] and starting from ∼ 100 random initial
states. Moreover, to compute the average state fidelity, we average |ψ〉 over all single-
qubit states in a 2-design [147], i.e. |ψ〉 ∈ {|0〉 , |1〉 , 1√

2
(|0〉 ± |1〉), 1√

2
(|0〉 ± i |1〉}). Lastly,

we note that the time evolution is implemented with Krylov subspace methods, an iterative
technique that is amenable to parallelization and is more computationally efficient than exact
diagonalization [2, 137].

B.5 Random unitary circuit numerics
In this section, we provide additional details and numerical data from our random unitary

circuit simulations (Section 3.7 B, C).

Algorithm

Our goal for the RUC simulations is to compute the Haar-averaged EPR fidelity and
operator size distribution for the circuit layouts shown in Fig. 3.2. Crucially, the relevant
diagrams for computing these quantities—Eq. (3.40) for the EPR fidelity, and Eq. (3.31) for
the operator size distribution—contain at most three copies of U and U †. Together with the
fact that Clifford unitaries form a 3-designs for qubits, this implies that can compute the
averaged quantities by replacing each Haar-random gate with a random Clifford gate [142,
250, 274]. This dramatic simplification has been exploited in prior studies of operator growth
in random unitary circuits [187, 249]; here, we adapt these same techniques for computing
the full size distribution and the teleportation fidelity.

In more detail, our algorithm consists of the following three ingredients. First, following
a standard approach [4, 187], we represent an initial n-qubit Pauli operator, Q, as a binary
string v = x1x2 · · ·xnz1z2 · · · zn of length 2n:

Q =
n∏
i=1

Qi(xi, zi) (B.63)

where Qi(0, 0) = Ii, Qi(1, 0) = Xi, Qi(0, 1) = Zi, and Qi(1, 1) = Yi denote individual Pauli
operators within the Pauli string. For example, the operator 1⊗1⊗Z⊗1⊗1 is represented
as x = 00000 and z = 00100. Normally, one would also keep track of the overall phase of Q,
but for our purposes the phase will be irrelevant and is dropped in the above notation.

Second, we evolve Q under a random Clifford unitary U to obtain Q(t) = UQU †. We
consider the circuits shown in Fig. 3.2, which are composed of random 2-qubit Clifford
unitaries laid out in a “brick-layer” fashion. Each of the 2-qubit unitaries is sampled uniformly
from the set of 2-qubit Clifford unitaries. While an algorithm exists to perform this sampling
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directly [158], in practice we find it more convenient to pre-compute and enumerate the entire
2-qubit Clifford set (which consists of 11520 distinct unitaries)1. In the binary notation, each
2-qubit Clifford unitary corresponds to a map which acts on the relevant components v, i.e. a
unitary with support on the jth and kth qubits updates the values of (xj, zj, xk, zk). The
time complexity of applying the full circuit thus scales linearly with the number of 2-qubit
gates and does not otherwise depend on the number of qubits n. As a reference point,
simulating a 0D circuit until the scrambling time with 108 qubits for a single realization
takes approximately one day on a standard single-core processor.

Third, we compute the average operator size distribution and EPR fidelity of the time-
evolved operators. For the former, we simply count the size, i.e. number of non-identity
terms, of a time-evolved operator Q(t) for a single circuit realization and determine the
distribution of sizes with respect to ∼ 103 circuit realizations. Depending on the simulation,
we either initialize Q with support on a single site (i.e. p=1) or as a p-body operator. In
either case, the specific terms in Q (e.g. whether each site is initialized as X, Y , or Z) is
arbitrary since the averaged quantities are basis independent.

Computing the averaged EPR fidelity requires an additional average over the initial
operators. In particular, for a single circuit realization U , we compute the EPR fidelity
using [Eq. (3.44)]:

FEPR =

∣∣∣∣ 1

d2
A

∑
QA

eiθQA

∣∣∣∣2 (B.64)

where
θQA = ηdgSK [UQAU

†]/K + πS[QA]. (B.65)

and ηd ≡ 1/(1−1/d2), as defined in Section 3.4. Note that the first term in θQA corresponds to
the phase applied by the coupling, while the second term accounts for minus signs associated
with transposition and decoding (see Section 3.7). The sum in Eq. (B.64) is over the complete
basis of Pauli operators in subsystem A. For single-qubit teleportation, this consists of three
non-trivial Pauli operators and the identity (for which θ = 0), and the sum can be performed
explicitly. However, for teleporting many qubits, the number of terms quickly becomes
intractable, and we instead approximate the sum by sampling QA (e.g. ∼ 100 randomly
selected operators). To compute the average EPR fidelity, we repeat this procedure for ∼ 100
realizations of U . Finally, we note that the coupling strength g enters the fidelity calculation
in a computationally efficient manner; in particular, upon determining the distribution of
sizes for a particular circuit realization, we can compute the teleportation fidelity for arbitrary
values of g “offline” with no additional simulation cost.

Extended data for 1D and 2D RUCs

Size distribution— The average size and size width for time-evolved operators in 1D and
2D for various system sizes are shown in Fig. B.1. In each case, we apply periodic boundary

1We are grateful to Maxwell Block for sharing code to generate the full set of 2-qubit Clifford unitaries.
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Figure B.1: Extended data for average operator size and size width in 1D (a) and 2D (b)
RUCs. The average size grows ballistically ∼ td (dashed line) and saturates at tscr ∼ L ∼
N1/d. The size width matches the predictions from the KPZ universality class (dashed lines)
and allows us to extract the prefactors in Eq. (3.56) and (3.57). In particular, we determine
αbulk and βbulk from the saturation values (light gray), and αboundary and βboundary from the
initial growth rate (dark gray).

conditions and begin with a single-qubit operator. These results match the functional forms
predicted by the KPZ universality class [Eq. (3.56) and (3.57)] and allow us to extract the
growth parameters {αbulk, αboundary, βbulk, βboundary} = {0.66, 0.70, 1.2, 4.5}.

Multiple qubits—In Fig. B.2, we present numerical evidence to support our claim that
multiple qubits can be teleported in ≥ 1D short-range models if their operator light cones
are non-overlapping (Section 3.7). In particular, we simulate the teleportation of n = 5
qubits that are initially evenly spaced in a 1D RUC with periodic boundary conditions. At
early times (t < 1300, Region I), we confirm that high-fidelity teleportation is possible for a
wide range of coupling strengths, and by measuring the average operator size we infer that
during this time the operator light cones have not overlapped. In contrast, after the light
cones have overlapped, we generally observe a large suppression in the teleportation fidelity.

Interestingly, there is one noticeable exception to this reasoning: When only adjacent
light cones have overlapped (i.e. 1300 < t < 2600, Region II), high-fidelity teleportation
can still occur for specific values of g. This situation corresponds to when the multi-
qubit size is a multiple of 2πK/ηdg off from the size addition value, e.g. S[Q1(t)Q2(t)] =
S[Q1(t)] + S[Q1(t)] − 2πm(K/ηdg), where m is an integer value. Therefore, strictly speak-
ing, it is possible to satisfy the conditions for many-body teleportation without size addition;
nevertheless, it is a non-generic effect that requires finely tuned values of g and evenly spaced
input qubits.
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Region I Region II

Region III

Figure B.2: Teleporting multiple qubits (n = 5) in 1D, where the input qubits are evenly
spaced in the system (N = 10000). (a) Teleportation is achieved with high fidelity for
t ≤ 1300 (Region I). This corresponds to the regime in which the light cones of the operators
are non-overlapping. Interestingly, order-one fidelity can also occur for 1300 < t < 2600
(Region II), when adjacent light cones have overlapped, but only for certain values of g. No
multi qubit teleportation is possible for t ≥ 2600 (Region III), as expected from the lack of
size addition. (b) The three Regions can be detected by changes in the slope of the operator
size as a function of time. In particular, the growth rate decreases when nearest neighbor
light cones, then next nearest neighbor light cones, etc. begin to overlap.

Channel capacity for 0D RUCs

An important result of our numerical simulations is substantiating the claim that 0D
RUCs exhibit a channel capacity that scales linearly with the number of coupled qubits K.
To this end, we first recall that our working definition for the channel capacity is based on
setting a threshold for the per qubit fidelity. The most direct way to compute this fidelity
would be to take the n-th root of the many-body EPR fidelity; in practice, however, this
approach is numerically unstable for large n. Thus, we instead consider a modified protocol
for estimating the per qubit fidelity where one attempts to send n qubits but only measures
the fidelity of one of the n qubits. At infinite temperature and generalizing from one to m
qubits, this fidelity is given by:

F
(m)
EPR =

1

d4
A

∑
Q1,Q2

〈TFD|Q†2,l(t) e−igV Q̃m
2,r(−t)Q̃m†

1,r(−t) eigV Q1,l(t) |TFD〉 · tr
(
Qu†

1 Q
u
2

)
=

1

d4
md

2
u

∑
Q1,Q2

ei(θQ1
−θQ2

)δQu1 ,Qu2 (B.66)



APPENDIX B. DETAILS ON MANY-BODY QUANTUM TELEPORTATION VIA
OPERATOR SPREADING IN THE TRAVERSABLE WORMHOLE PROTOCOL 167

Figure B.3: Procedure for determining the channel capacity in 0D RUCs. (a-b) For fixed
n and K, we compute the per qubit fidelity while sweeping both the evolution time and
coupling strength g. (a) The fidelity as a function of evolution time with coupling strength
fixed is optimized at the first local maximum, which corresponds to ηdgS/N = π. (b) After
optimizing the evolution time, the fidelity as a function of the coupling strength g is maximal
when g (and correspondingly the average operator size S) is tuned to balance errors due to
size addition and the finite number of couplings (see Section 3.7 for details). The data shown
correspond to n = 38 and K = 9000. (c) The channel capacity is defined as the maximum
number of qubits that can be teleported while maintaining the fidelity per qubit above a
fixed threshold, i.e. 1 − F (1)

EPR ≤ 0.07 (dashed line). To determine this number, we fit the
optimal fidelity as a function of n (for each K) with a linear fit in log space and compute the
intercept of the fit with the threshold fidelity. The fits approximately collapse with respect
to n/K, indicating that the channel capacity is linear in K.

where Q = Qm ⊗Qu and dA = dmdu, such that Qm acts on the measured qubit(s), and Qu

acts on the unmeasured qubits. This can be derived diagrammatically via

(B.67)
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Hence, computing the per qubit fidelity, F (1)
EPR, is nearly identical to computing the full

many-body fidelity, except we sample only over pairs of Pauli operators (Q1, Q2) which are
identical on every qubit except for one.

We next discuss how to determine the channel capacity from the teleportation fidelity.
Specifically, we compute the maximum number of qubits nmax that can be teleported above
a certain teleportation fidelity, where we fix the number of coupled qubits K and optimize
over the evolution time t and the coupling strength g. We consider each of these parameters
in turn. First, when sweeping the evolution time and holding all other parameters fixed,
the maximum fidelity occurs during the first peak in the time profile; this corresponds to
a size ηdgS = π/N . After optimizing the evolution time (but holding n and K fixed), the
fidelity is non-monotonic with respect to g, owing to the competition among errors due the
size addition and finite K. Finally, after optimizing evolution time and g, we determine the
maximum number of qubits that can be teleported while maintaining a per qubit fidelity
above a fixed threshold value, i.e. 1 − F 1

EPR ≥ 0.07. Our results from this procedure are
shown in Fig. B.3 and demonstrate that the channel capacity follows a linear trend in K
across two orders of magnitude, in agreement with our analytical predictions.

B.6 Random circuit calculations
Here we provide more detailed technical calculations of the size overlap and K-size distri-

bution of random Pauli operators of a fixed size. The former is relevant to 0D RUCs (Section
3.7), as the vanishingly small overlap of random Pauli strings with size much less than the
system size underlies the circuit’s ability to teleport multiple qubits at intermediate times.
The latter is applicable to all systems when the K coupled qubits are chosen randomly, and
quantifies the width introduced to the K-size by this random sampling (Section 3.4). In the
appropriate limits, these calculations reproduce the intuitive binomial scalings we argued for
in Chapter 3.

Distribution of the overlap of two random Pauli strings

We are interested in the probability distribution of the size of the overlap, p (not to be
confused with the large-p encoding, which we do not reference in this Appendix) of two
randomly samples Pauli strings of fixed size R1, R2, in a system of N qubits. We expect this
to quantify errors to the size addition formula, Eq. (3.54) in Section 3.7, for 0D RUCs with
large-p encoding (Section 3.7), where the assumption of random Pauli strings of a fixed size
is appropriate. Our precise derivation is necessarily quite technical, however our final result
matches that obtained by intuitive arguments in Section 3.7 [see beneath Eq. (3.62)].

This probability distribution is computed exactly as a product of various factorials:

P [p] =
CN
p C

N−p
R1−pC

N−R1
R2−p

CN
R1
CN
R2

=
1

p!

R1!

(R1 − p)!
R2!

(R2 − p)!
(N −R1)!(N −R2)!

N !(N −R1 −R2 + p)!
(B.68)
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The numerator computes the number of distinct configurations with Pauli strings of size
R1, R2 and overlap p, while the denominator computes the number of distinct Pauli strings
of size R1, R2 regardless of the overlap. We are interested in the case where all variables
are extensive (scale with N), but N � R1, R2 � p. We will proceed by applying Stirling’s
approximation to each term above, which holds as long as all quantities are large compared
to 1. For instance, for dummy variables n, k, we have:

n!

(n− k)!
≈
√

n

n− k
nn

(n− k)n−k
e−k = nk

(
1− k

n

)−n+k−1/2

e−k (B.69)

or, taking the logarithm,

log
n!

(n− k)!
≈ k log(n)−

(
n− k +

1

2

)
log

(
1− k

n

)
− k. (B.70)

We will apply this to a few pairs of factorials in our original expression for P [p]. For
convenience, we only keep track of the p-dependence of the probability, and neglect overall
constants which serve to normalize the distribution. Anticipating that the average p will be
R1R2/N , we expand p = R1R2/N + δ and work to second order in δ. At the end we will
show that this is justified. We have:

log
R1!

(R1 − p)!
≈ p log(R1)−

(
R1 −

R1R2

N
+

1

2

)
log

(
1− R2

N
− δ

R1

)
− R1R2

N
− δ (B.71)

Expanding the logarithm using

log(1− y − x) ≈ log(1− y)− x

1− y −
1

2

x2

(1− y)2
+O(x3) (B.72)

we have

log
R1!

(R1 − p)!

≈ p log(R1)−
(
R1 −

R1R2

N
− δ +

1

2

)[
log

(
1− R2

N

)
− δ/R1

1−R2/N
− (δ/R1)2

(1−R2/N)2

]
− δ + . . .

≈ p log(R1) + δ log

(
1− R2

N

)
− 1

2
δ2

[
1

R1

1

1−R2/N

]
+O(δ/R) +O(δ3/R2) + . . . .

(B.73)
This gives

log
R1!

(R1 − p)!
R2!

(R2 − p)!

≈ p log(R1R2) + δ log

(
(1− R2

N
)(1− R1

N
)

)
− 1

2
δ2

[
1

R1

1

1−R2/N
+

1

R2

1

1−R1/N

]
+O(δ/R) +O(δ3/R2) + . . . .

(B.74)



APPENDIX B. DETAILS ON MANY-BODY QUANTUM TELEPORTATION VIA
OPERATOR SPREADING IN THE TRAVERSABLE WORMHOLE PROTOCOL 170

The last piece is

log
N !

(N −R1 −R2 + p)!

≈ −p log(N)−
(
N −R1 −R2 +

R1R2

N
+ δ +

1

2

)
log

(
1− R1

N
− R2

N
+
R1R2

N2
+

δ

N

)
+ δ + . . .

≈ −p log(N)−
(
N −R1 −R2 +

R1R2

N
+ δ +

1

2

)
×[

log

(
(1− R1

N
)(1− R2

N
)

)
+

δ/N

(1− R1
N )(1− R2

N )
− δ2/N2

(1− R1
N )2(1− R2

N )2

]
+ δ + . . .

≈ −p log(N)− δ
[
log

(
(1− R1

N
)(1− R2

N
)

)]
− 1

2
δ2

[
1

N

1

(1−R1/N)(1−R2/N)

]
+

O(δ/N) +O(δ3/N2)
(B.75)

Combining these together, we have

logP [p] ≈ − log(p!) + p log

(
R1R2

N

)
−

1

2
δ2

[
1

R1

1

1−R2/N
+

1

R2

1

1−R1/N
+

1

N

1

(1−R1/N)(1−R2/N)

]
+O(δ/R) +O(δ3/R2).

(B.76)

Exponentiating,

P [p] ≈ 1

p!

(
R1R2

N

)p
exp

(
−1

2

(
p− R1R2

N

)2 [ R1R2

R1 +R2
+O(1/N)

]−1

+O(δ/R) +O(δ3/R2)

)
.

(B.77)
The first two terms are precisely a Poisson distribution, which has mean R1R2/N and
width

√
R1R2/N . The exponential is a Gaussian with the same mean R1R2/N , and a larger

width
√
R1R2/(R1 +R2). The smaller width determines the width of the product of the

two functions, so we conclude:

〈p〉 =
R1R2

N
,

〈
p2
〉
− 〈p〉2 ≈ R1R2

N
. (B.78)

This is what we would expect for drawing p random sites out of N , where each site has
independent probability Ri/N of being in either Pauli string (Section 3.7). The width is
subextensive, δ ∼ ε

√
N , justifying the higher order terms we neglected along the way.

Distribution of the K-size

Here we are interested in the probability distribution of the K-size of a Pauli string
of fixed total size S, with K randomly chosen couplings. Our results substantiate those
obtained by intuitive arguments beneath Eq. (3.34) in Section 3.4 in Chapter 3.
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This objective is in fact an identical problem to calculating the overlap: the K-size is the
overlap of the K coupled qubits with the S qubits acted on by the operator of interest. We
should just replace R1 → K, R2 → S, p→ n above, where n is the K-size. This is confirmed
by comparing the factorial expressions:

P [n] =
CSnC

N−S
K−n

CN
K

=
1

n!

S!

(S − n)!

K!

(K − n)!

(N − S)!(N −K)!

N !(N − S −K + n)!
(B.79)

where the numerator computes the number of distinct configurations with n qubits over-
lapping the Pauli operator support of size S and K − n qubits not overlapping, and the
denominator computes the number of distinct configurations of the K coupled qubits. There
are two regimes of interest: when K and S are both extensive, and when S is extensive but
K is not. The former provides a more accurate measure of the full operator size (K → N),
while the latter is relevant for probing the channel capacity. Both regimes share the same
mean K-size SK and K-size width δSK :

SK ≡ 〈n〉 =
SK
N

, δS2
K ≡

〈
n2
〉
− 〈n〉2 ≈ SK

N
= SK . (B.80)

This matches our prediction in Section 3.4, which was based on a simple scenario of picking
K sites, each with a S/N chance of being in the support of the Pauli operator.

B.7 Teleportation of fermions
Here we generalize the teleportation protocol to Majorana fermion systems, as discussed

in Chapter 3 for the SYK model. This involves a few small modifications, stemming from (i)
a different definition of fermionic EPR (FEPR) pairs, and (ii) a different relation between
FEPR pair projector and the SWAP gate. These modifications explain the results of Ref. [88],
which find that late time teleportation in the SYK model occurs with less than unit fidelity
even at infinite temperature (where we would generally expect perfect fidelity, from late
time peaked-size teleportation [Section 3.5, VI]). In particular, we find that the encoding
procedure for the late time fermionic protocol must be modified for teleportation to succeed
with perfect fidelity, due to modification (ii) above.

Consider two complex fermions χl and χr, decomposed into pairs of Majorana fermions
via χl = ψ1

l + iψ2
l , χr = ψ1

r + iψ2
r . The number operators of the original fermions are

Majorana bilinears, e.g. iψ1
l ψ

2
l = 2N̂l − 1 = (−1)N̂l . We define a single FEPR pair as the

positive eigenstate of iψ1
l ψ

1
r and iψ2

l ψ
2
r . In the number operator basis of the original complex

fermions, this is the maximally entangled state (|10〉 − i |01〉)/
√

2. Multiple fermion EPR
pairs are formed as a tensor product of single FEPR pairs.

This definition leads to some simple relations when ‘sliding’ fermion operators around
FEPR bras and kets in diagrammatic calculations. We have:

ψjl |FEPR〉 = iψjr |FEPR〉
〈FEPR|ψjl = −i 〈FEPR|ψjr ,

(B.81)
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diagrammatically,

(B.82)

As in bosonic systems, the thermofield double state is obtained by applying ρ1/2 to one side,
|TFD〉 = ρ

1/2
l |FEPR〉. Since the SYK Hamiltonian is composed of 4-fermion terms, we have

Hl |TFD〉 = (i)4Hr |TFD〉 = Hr |TFD〉 . (B.83)

As in bosonic systems, the coupling for Majorana systems [Eq. (3.69)] measures the size of
Majorana strings.

There are two options teleportation in fermionic system. First, we could teleport an
ordinary bosonic qubit by encoding it into Majorana fermion operators, for instance:

X ≡ iψ1ψ2

Y ≡ iψ2ψ3

Z ≡ iψ1ψ3.

(B.84)

At infinite temperature before coupling, each of the above operators has a correlator equal
to −1, which is exactly the result for bosonic systems, but without a need for the decoding
operation Y . At late times, the coupling eigV applies a relative phase between the identity
and non-identity Paulis, giving correlator phases:

1 eig〈V 〉

iψ1ψ2 −1
iψ2ψ3 −1
iψ1ψ3 −1

When g 〈V 〉 = π all correlators have the same phase, and peaked-size teleportation succeeds
with perfect fidelity at infinite temperature. At intermediate times, peaked-size teleportation
of multiple bosonic qubits will succeed just as in bosonic systems.

The second option is to send a fermionic qubit, for instance by inserting half of an
ancillary FEPR pair. Here we begin with intermediate times, and discuss a modification
necessary for late time teleportation afterwards. We represent a single complex fermion with
two Majorana operators ψ1, ψ2, and suppose that the operators’ size distributions are tightly
peaked, and the size of iψ1ψ2 is twice that of the individual Majorana sizes, denoted S (this
assumption of size addition is appropriate in all-to-all coupled systems, e.g. SYK, but would
not necessarily hold for e.g. a 1D Majorana chain). The relevant operator correlators after
coupling with a bilinear fermionic interaction, as in Eq. (3.69), are:
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1 1
ψ1 −i · eigS/qN
ψ2 −i · eigS/qN

iψ1ψ2 −1 · eig2S/qN

At gS/qN = π/2 we have perfect teleportation. This generalizes straightforwardly to multi-
ple fermionic qubits: a p-fermion operator will gain a phase ip from sliding across the FEPR
pair, and a phase eigpS/qN from coupling.

At late times, the sizes of initial single-body and two-body Majorana operators are equal,
since they have saturated the size of the system, and the above operator correlators do
not have the same phase. We now show that an alteration of the encoding procedure can
rectify this and lead to perfect late time teleportation. This alteration is explained by the
HPR protocol, and we derive it by reexamining the equivalence between the HPR and TW
protocols in the case of fermionic qubits. Here, the relevant difference between bosons and
fermions is that the fermionic SWAP gate is not related to the Grover search operation
1− 2PFEPR by single-qubit rotations. Since fermions gain a minus sign upon exchange, the
fermionic SWAP gate takes the form

SWAPF =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 −1

 =
iψ1,lψ2,l + iψ1,rψ2,r + iψ1,lψ2,r − iψ2,lψ1,r

2
. (B.85)

This is a two-qubit controlled-phase (CZ) gate away from 1− 2PFEPR:

1− 2PFEPR =


1 0 0 0
0 0 i 0
0 −i 0 0
0 0 0 1


=

1− iψ1,lψ1,r − iψ2,lψ2,r − (iψ1,lψ1,r)(iψ2,lψ2,r)

2
= SWAPF · CZ,

(B.86)

where the CZ gate is defined as

CZ =


1 0 0 0
0 i 0 0
0 0 −i 0
0 0 0 −1

 = (1 + i)
ψ1,lψ2,l + iψ1,rψ2,r

2

= exp
(
i
π

4

)
· exp

(
−iπ

2
[iψ1,lψ2,l]

)
· exp

(
i
π

4
[iψ1,lψ2,l][iψ1,rψ2,r]

)
.

(B.87)

The single-fermion exp
(
−iπ

2
[iψ1,lψ2,l]

)
gate occurs on the swapped-out fermion and may be

neglected. Inserting this in place of the second Grover search operation gives the appropriate
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teleportation protocol:

(B.88)

In the second diagram we have slid the action of each side of the CZ gate such that the gate
acts at the same time and on the same qubits as the initial SWAP gate.

We can relate the fidelity of teleportation to operator correlators by decomposing the
encoding gate as

CZ · SWAPF =
1

2

4∑
j=1

SLj,lS
R
j,r (B.89)

where we define the operators:

j SLj SRj SRj S
L
j

1 1 1 1

2 iψ1ψ2 iψ1ψ2 1

3 iψ1 ψ1 i1
4 iψ2 ψ2 i1

according to Eq. (B.86). The final column displays the product SLj SRj , where both act on
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the same qubit, which will be useful shortly. We find a fidelity:

(B.90)

In the peaked-size regime with correlator phases θR,j, we have

FEPR =
1

24

∑
j,k

〈TFD|SR,j,l(t) e−igV [SL,j,rS
†
L,k,r](−t′) eigV S†R,k,l(t) |TFD〉

=
1

24

∑
j,k

exp(−i[θR,j − θR,k]) tr
(
SR,j(t− t′) ρ1/2 SL,j(0)S†L,k(0) ρ1/2 S†R,k(t− t′)

)
(B.91)

At infinite temperature, late times, and g 〈V 〉 = π, we have correlator phases θR,j = 0 for
the identity and two-bosonic operator and θR,j = π/2 for single-body fermionic operators,
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and find perfect teleportation fidelity:

FEPR =
1

24

∑
j,k

exp(−i[θR,j − θR,k]) tr
(
SR,j SL,j S

†
L,k S

†
R,k

)
=

1

24

∑
j,k

exp(−i[θR,j − θR,k]) · iFj · (−i)Fk · tr(iψ1ψ2 iψ1ψ2)

=
1

24

∑
j,k

exp(−i[θR,j − θR,k]) · iFj · (−i)Fk

=
1

24

∑
j,k

(−i)Fj · iFk · iFj · (−i)Fk

= 1,

(B.92)

where we define Fj = 1 if SL/R,j is fermionic, and 0 if bosonic.
We note that for state, as opposed to EPR, teleportation, the above CZ gate turns out not

to be necessary. Since coherent superpositions of different fermion parity cannot be created
by physical Hamiltonians, which contain only even combinations of fermionic operators, we
should only consider teleporting states of definite fermion parity. The CZ gate applies only
an overall phase on these states, and so does not affect the success of teleportation.

We can also briefly analyze the low temperature results of Ref. [88] through the lens
of operator correlator phases. Here, state teleportation is found to succeed perfectly at
low temperatures only when the initial operators are encoded in p-body Majoranas, with
p = q/2 + 1, despite the operator correlators having maximal magnitude for any value of p.
At the semiclassical gravity teleportation time, the correlators have phases:

1 1
ψ1 ip(i)2p/q

ψ2 ip(i)2p/q

iψ1ψ2 (−1)p(i)4p/q

For single-body Majoranas, p = 1, the correlators clearly do not have the same phase—in fact,
their phases are nearly identical to their phases at infinite temperature with no coupling—so
state teleportation is not possible. When p = q/2 + 1, in the large-q limit, these phases are
1,±1,±1, 1, respectively, where the sign is determined by whether p = 1, 3 mod 4. When
the sign is odd, it can be corrected via the decoding operation iψ1ψ2 = (−1)N , which applies
a minus sign when conjugating fermionic operators. Either case can therefore achieve perfect
teleportation.
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B.8 Teleportation and inelastic scattering at infinite
temperature

In Section 3.8, we found that strong stringy corrections to a bulk theory of gravity led
to peaked-size teleportation as well as a deeply inelastic scattering amplitude. We will now
demonstrate that these two phenomena—peaked-size teleportation and inelastic scattering—
also coincide at infinite temperature, for arbitrary functional forms of the wavefunctions and
scattering amplitudes. As we argued before, for a UV complete theory of quantum gravity,
strong stringy (and in general deep inelastic) effects are expected to dominate only at high
temperatures, β → 0.

At infinite temperature, the form of the correlator is constrained by the equality

Cψ(t; g)∗ = −Cψ(t;−g). (B.93)

This implies that Cψ(t) can be written as a real function of ig multiplied by the two-point
function:

Cψ(t) = 〈ψlψr〉e−F (ig,t). (B.94)

When g = 0, Cψ(t) is equal to 〈ψlψr〉, implying

F (ig) = igf1(t) +O(g2), (B.95)

where f1(t) is a real function. Therefore, at this order in g, the infinite temperature cor-
relator is simply the two-point function multiplied by a pure phase, matching peaked-size
teleportation [Eq. (3.37)].

To justify that higher order terms in g are subleading, we need an additional assumption:
that the wavefunction of ψ(t) has a saddle point at some momentum k. This is analogous to
the boundary assumption that operator sizes are tightly peaked. At early times, this saddle
will not be significantly changed by the coupling, since the derivative of the scattering matrix
with respect to k will be suppressed by GN , and at early times the time-dependence of the
wavefunction will not be strong enough to compensate for this suppression (for example, in
semiclassical AdS2, we observed competition between e2πt/β and 1/GN). In such cases, it is
easy to see that Eq. (3.95) becomes 〈ψlψr〉 times a pure phase linear in g, with higher powers
of g suppressed by GN .

Infinite temperature also implies purely inelastic scattering, i.e. the scattering amplitude,
eiδ = 1 − S(k, s), is automatically real. To see this, we first rewrite the correlator in terms
of the in-falling momentum operators, P̂ and K̂, for ψ1 and ψ(t) respectively. For instance,
for the former we have:

Ψ1,r(s, 0)Ψ∗1,l(s, 0) = 〈ψ1,l(0)|s〉〈s|ψ1,r(0)〉

=

ˆ
da

2π
〈ψ1,l(0)e−iaP̂ψ1,r(0)〉eias.

(B.96)
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As ψ(t) and ψ1 are in principle independent operators, we have [K̂, P̂ ] = 0. Using this, we
can rewrite Eq. (3.95) as

Cψ(t) = 〈ψr(−t) exp
(
−igS(K̂, P̂ )iψ1,lψ1,r

)
ψl(t)〉. (B.97)

Taking the complex conjugate gives

Cψ(t)∗ = 〈ψl(t) exp
(
igS(K̂, P̂ )∗(−i)ψ1,rψ1,l

)
ψr(−t)〉

= −〈ψr(−t) exp
(
igS(K̂, P̂ )∗iψ1,lψ1,r

)
ψl(t)〉

(B.98)

where we used the fact that K̂, P̂ are Hermitian and that at infinite temperature
ψl(t) |TFD〉 = ψr(−t) |TFD〉. Combining this with Eq. (B.93) then enforces S(K̂, P̂ )∗ =
S(K̂, P̂ ), i.e. purely inelastic scattering.
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Appendix C

Details on comment on “Traversable
wormhole dynamics on a quantum
processor”

C.1 Other learned models
In the Supplemental Material of [121], two additional learned Hamiltonians are studied

numerically.
Model 2—The first of these, which we refer to as Model 2, is given in Eq. (S16) of [121]:

H =− 0.35ψ1ψ2ψ3ψ6 + 0.11ψ1ψ2ψ3ψ8 − 0.17ψ1ψ2ψ4ψ7

− 0.67ψ1ψ3ψ5ψ7 + 0.38ψ2ψ3ψ6ψ7 − 0.05ψ2ψ5ψ6ψ7.
(C.1)

Model 2 is produced from the same machine-learning procedure as Model 1, i.e. designed to
match the teleportation signal of the N = 10 SYK model. The authors claim that Model 2
demonstrates perfect size winding and “is consistent with other gravitational signatures”.

As noted in [121], Model 2 is not fully commuting. Nevertheless, we observe that Model
2 becomes fully-commuting if: (i) the two smallest terms in Eq. (C.1) are removed, and (ii)
one performs a basis rotation:

ψ1 → cos(θ)ψ1 + sin(θ)ψ7,

ψ7 → cos(θ)ψ7 − sin(θ)ψ1,
(C.2)

with θ = tan−1(−0.35/0.38). At the timescale of teleportation (t = 2.8), the two smallest
terms provide relatively small corrections to physical observables. Thus, Model 2 can be
considered weakly perturbed from a fully-commuting limit.

Consistent with this observation, we find that our main observations regarding Model
1 also apply to Model 2 (Fig. 4.4a-d). In particular, the individual two-point correlation
functions exhibit strong revivals, the teleportation signal does not resemble the SYK model
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for untrained operators, and the size winding behavior resembles that of a random fully-
commuting Hamiltonian (Fig. 4.3c). In addition, we note that the teleportation signal for
the trained operators in Model 2 displays a significant revival within the timescale on which
it was trained (Fig. 4.4b). This contrasts with the N = 10 SYK model and indicates that the
training procedure was not fully successful; such disagreement is not shown or commented
on in [121].

Model 3—The second additional model, which we refer to as Model 3, is given in Eq. (S17)
of [121]:

H = 0.60ψ1ψ3ψ4ψ5 + 0.72ψ1ψ3ψ5ψ6 + 0.49ψ1ψ5ψ6ψ9

+ 0.49ψ1ψ5ψ7ψ8 + 0.64ψ2ψ4ψ8ψ10 − 0.75ψ2ψ5ψ7ψ8

+ 0.58ψ2ψ5ψ7ψ10 − 0.53ψ2ψ7ψ8ψ10.

(C.3)

Model 3 is produced via a different machine-learning procedure, which is designed to optimize
the asymmetry in the teleportation signal between positive and negative couplings. Unlike
Models 1 and 2, Model 3 is not fully-commuting or near fully-commuting.

Referring to the average two-point correlator, the authors demonstrate that “no period-
icities are present despite the small number of terms in the Hamiltonian” (Fig. S26 of [121]).
In Fig. 4.4d, we observe that the individual two-point correlators also exhibit thermalizing
behavior at long time scales (t ∼ 30). This is consistent with Model 3 being non-commuting.
At earlier times, the correlators exhibit oscillations that are smaller than those of Model 1
and 2, but larger than fluctuations in the N = 10 SYK model.

The teleportation signal for Model 3 exhibits a single-peak structure for nearly all oper-
ators, albeit with large variations in peak height (Fig. 4.4e).

The authors note that Model 3 does not exhibit perfect size winding, but rather features
a “consistently large ratio [of phase alignment], suggesting slightly damped size winding”.
Indeed, we find that the phase alignment, r̄, for Model 3 is comparable to that of the
N = 10 SYK model and lower than that of small-size fully-commuting models (Fig. 4.3b).
This is consistent with our observation that perfect phase alignment at small system sizes is
a generic feature of fully-commuting Hamiltonians and not of non-commuting Hamiltonians.
We note that only some operators in Model 3 (including the trained operators) exhibit a
high degree of linearity χ (Fig. 4.3c). In this respect, Model 3 resembles the behavior of
fully-commuting or nearly fully-commuting models (including Model 1 and 2) and not the
SYK model.

C.2 Four-point correlators with i 6= j

Scrambling is quantified in [121] via the behavior of the four-point correlation functions,
Favg(t) =

∑8
i=1 Fi(t), with Fi(t) = −Re

[〈
[ψi(t), ψi(0)]

2 〉
β

]
. We note that such correlation

functions, consisting of the same Majorana ψi for the time-evolved and static operators,
are not the most direct probe of scrambling dynamics, since their initial growth occurs on
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Figure C.1: (a) Four-point correlation functions, Fij(t), for Model 1, shown for all pairs of
Majorana operators, i < j ∈ [1, 7]. (b) The same correlation functions for a specific instance
of the N = 10 SYK model with J = 1.125 and i < j ∈ [1, 10].

the same timescale as the decay of two-point correlation functions (i.e. the thermalization
time). In the SYK model at large system sizes, the initial growth reaches a value of unity
and is followed by a slower decay to value 1/2 on the timescale of the scrambling time; such
non-monotonic behavior is evident in the time traces of the N = 10 SYK model shown
in Fig. 4.1d. A more typical probe of scrambling is the four-point correlator, Fij(t) =

−Re
[〈

[ψi(t), ψj(0)]
2 〉

β

]
, for different operators, i 6= j. In the SYK model at large system

sizes, this correlator decays monotonically from unity to value 1/2 on the timescale of the
scrambling time.

In Fig. C.1, we plot the four-point correlation functions, Fij(t) with i 6= j, for both Model
1 and the N = 10 SYK model. Much like the four-point correlation functions with i = j
(i.e. Fi(t), see Fig. 4.1), we find that the four-point correlation functions in Model 1 exhibit
strong oscillations in time for all i 6= j. In fact, the oscillations for many pairs of operators
have unit amplitude. In contrast, in the N = 10 SYK model, all correlation functions exhibit
a smooth decay to value 1/2.

C.3 Teleportation at fixed injection time
As previously discussed, two versions of the teleportation protocol are analyzed in [121]:

using symmetric injection / readout times and fixed injection time. In Fig. C.2, we present
results for latter protocol for Model 1 and the N = 10 SYK model. For Model 1, when the
protocol is performed with the pair of operators that were trained on, the mutual informa-



APPENDIX C. DETAILS ON COMMENT ON “TRAVERSABLE WORMHOLE
DYNAMICS ON A QUANTUM PROCESSOR” 182

t

<latexit sha1_base64="TMSRHfjW84RlqkRvr2mpocQUOdU=">AAACK3icbVDLSsNAFJ34rPHVqjs3wSK4KolUdFl047IF+4A2lMl00g6dTOLMjRBDv8CtfoZf40px6384aSPa1gMXDufcy733eBFnCmz73VhZXVvf2Cxsmds7u3v7xdJBS4WxJLRJQh7KjocV5UzQJjDgtBNJigOP07Y3vsn89gOVioXiDpKIugEeCuYzgkFLDegXy3bFnsJaJk5OyihHvV8yjnqDkMQBFUA4Vqrr2BG4KZbACKcTsxcrGmEyxkPa1VTggCo3nV46sU61MrD8UOoSYE3VvxMpDpRKAk93BhhGatHLxP+8bgz+lZsyEcVABZkt8mNuQWhlb1sDJikBnmiCiWT6VouMsMQEdDhzW4CNH2dfZIwzT2KZpPcxFr/OT280ShQjamKaOkdnMbVl0jqvONXKRaNarl3niRbQMTpBZ8hBl6iGblEdNRFBFD2hZ/RivBpvxofxOWtdMfKZQzQH4+sbqmKoKQ==</latexit>

t

<latexit sha1_base64="TMSRHfjW84RlqkRvr2mpocQUOdU=">AAACK3icbVDLSsNAFJ34rPHVqjs3wSK4KolUdFl047IF+4A2lMl00g6dTOLMjRBDv8CtfoZf40px6384aSPa1gMXDufcy733eBFnCmz73VhZXVvf2Cxsmds7u3v7xdJBS4WxJLRJQh7KjocV5UzQJjDgtBNJigOP07Y3vsn89gOVioXiDpKIugEeCuYzgkFLDegXy3bFnsJaJk5OyihHvV8yjnqDkMQBFUA4Vqrr2BG4KZbACKcTsxcrGmEyxkPa1VTggCo3nV46sU61MrD8UOoSYE3VvxMpDpRKAk93BhhGatHLxP+8bgz+lZsyEcVABZkt8mNuQWhlb1sDJikBnmiCiWT6VouMsMQEdDhzW4CNH2dfZIwzT2KZpPcxFr/OT280ShQjamKaOkdnMbVl0jqvONXKRaNarl3niRbQMTpBZ8hBl6iGblEdNRFBFD2hZ/RivBpvxofxOWtdMfKZQzQH4+sbqmKoKQ==</latexit>

Model 1, untrained operators SYK, all operators

t

<latexit sha1_base64="TMSRHfjW84RlqkRvr2mpocQUOdU=">AAACK3icbVDLSsNAFJ34rPHVqjs3wSK4KolUdFl047IF+4A2lMl00g6dTOLMjRBDv8CtfoZf40px6384aSPa1gMXDufcy733eBFnCmz73VhZXVvf2Cxsmds7u3v7xdJBS4WxJLRJQh7KjocV5UzQJjDgtBNJigOP07Y3vsn89gOVioXiDpKIugEeCuYzgkFLDegXy3bFnsJaJk5OyihHvV8yjnqDkMQBFUA4Vqrr2BG4KZbACKcTsxcrGmEyxkPa1VTggCo3nV46sU61MrD8UOoSYE3VvxMpDpRKAk93BhhGatHLxP+8bgz+lZsyEcVABZkt8mNuQWhlb1sDJikBnmiCiWT6VouMsMQEdDhzW4CNH2dfZIwzT2KZpPcxFr/OT280ShQjamKaOkdnMbVl0jqvONXKRaNarl3niRbQMTpBZ8hBl6iGblEdNRFBFD2hZ/RivBpvxofxOWtdMfKZQzQH4+sbqmKoKQ==</latexit>

(a)

<latexit sha1_base64="ywH2CJs4iN+tKomh4LiEHYSNHjI=">AAACNnicbVDLSsNAFJ34rPHVqjs3wSLopiRS0WXRjcsKtgpNkZvpxA6dTOLMjRhDf8Otfoa/4saduPUTnD5EWz0wcDjnXO6dEySCa3TdV2tmdm5+YbGwZC+vrK6tF0sbTR2nirIGjUWsrgLQTHDJGshRsKtEMYgCwS6D3unAv7xjSvNYXmCWsHYEN5KHnAIayfeR3WMQ5nuw378ult2KO4Tzl3hjUiZj1K9L1pbfiWkaMYlUgNYtz02wnYNCTgXr236qWQK0BzesZaiEiOl2Pjy67+wapeOEsTJPojNUf0/kEGmdRYFJRoBdPe0NxP+8VorhcTvnMkmRSTpaFKbCwdgZNOB0uGIURWYIUMXNrQ7tggKKpqeJLch7D6NfDJjggQKV5bcpyB/nO5t0M82p7tu26dGbbu0vaR5UvGrl8Lxarp2MGy2QbbJD9ohHjkiNnJE6aRBKEvJInsiz9WK9We/Wxyg6Y41nNskErM8vsaustg==</latexit>

(c)

<latexit sha1_base64="EfPcijf6Vlb+OLDtJUrgKHGAAGU=">AAACNnicbVDLSsNAFJ34rPHVqjs3wSLUTUmkosuiG5cV7AOaUibTSTt0MokzN2IM/Q23+hn+iht34tZPcNJWtK0HBg7nnMu9c7yIMwW2/WYsLa+srq3nNszNre2d3Xxhr6HCWBJaJyEPZcvDinImaB0YcNqKJMWBx2nTG15lfvOeSsVCcQtJRDsB7gvmM4JBS64L9AE8Py2Rk1E3X7TL9hjWInGmpIimqHULxoHbC0kcUAGEY6Xajh1BJ8USGOF0ZLqxohEmQ9ynbU0FDqjqpOOjR9axVnqWH0r9BFhj9e9EigOlksDTyQDDQM17mfif147Bv+ikTEQxUEEmi/yYWxBaWQNWj0lKgCeaYCKZvtUiAywxAd3TzBZgw8fJLzLGmSexTNK7GItf5ycbDRLFiBqZpu7RmW9tkTROy06lfHZTKVYvp43m0CE6QiXkoHNURdeohuqIoAg9oWf0Yrwa78aH8TmJLhnTmX00A+PrG7U9rLg=</latexit>

(b)

<latexit sha1_base64="98ze/f5QQXFzflSLxDnx60J/LBw=">AAACNnicbVDLSsNAFJ34rPHVqjs3wSLUTUmkosuiG5cV7AOaUibTSTt0MokzN2IM/Q23+hn+iht34tZPcNJWtK0HBg7nnMu9c7yIMwW2/WYsLa+srq3nNszNre2d3Xxhr6HCWBJaJyEPZcvDinImaB0YcNqKJMWBx2nTG15lfvOeSsVCcQtJRDsB7gvmM4JBS64L9AE8Py15J6NuvmiX7TGsReJMSRFNUesWjAO3F5I4oAIIx0q1HTuCToolMMLpyHRjRSNMhrhP25oKHFDVScdHj6xjrfQsP5T6CbDG6t+JFAdKJYGnkwGGgZr3MvE/rx2Df9FJmYhioIJMFvkxtyC0sgasHpOUAE80wUQyfatFBlhiArqnmS3Aho+TX2SMM09imaR3MRa/zk82GiSKETUyTd2jM9/aImmclp1K+eymUqxeThvNoUN0hErIQeeoiq5RDdURQRF6Qs/oxXg13o0P43MSXTKmM/toBsbXN7N0rLc=</latexit>

Model 1
trained operators
SYK
ensemble

I P
T
/

lo
g

2

<latexit sha1_base64="6KAfpv4/UAlv4OqFbh36EIzIeXw=">AAACQnicbVDLSsNAFJ34rPFVH7hxM1gEVzUpFV2KbnRXoVWhLWUynbZDJ5M4cyPGmJ9xq5/hT/gL7sStCydtxOeBgcM553LnHi8UXIPjPFsTk1PTM7OFOXt+YXFpubiyeq6DSFHWoIEI1KVHNBNcsgZwEOwyVIz4nmAX3vA48y+umdI8kHWIQ9b2SV/yHqcEjNQpbpx2khawG1B+Uqun6W5LBH1c6RRLTtkZAf8lbk5KKEets2Ktt7oBjXwmgQqiddN1QmgnRAGngqV2K9IsJHRI+qxpqCQ+0+1kdECKt43Sxb1AmScBj9TvEwnxtY59zyR9AgP928vE/7xmBL2DdsJlGAGTdLyoFwkMAc7awF2uGAURG0Ko4uavmA6IIhRMZz+2AB/ejq/ImOCeIipOriIiv5zPbDiINac6tW3To/u7tb/kvFJ2q+W9s2rp8ChvtIA20RbaQS7aR4foBNVQA1F0h+7RA3q0nqwX69V6G0cnrHxmDf2A9f4BolCxEw==</latexit>

Figure C.2: (a)Mutual information of the teleportation protocol with fixed injection time as
a function of the readout time (i.e. t0 = 2.8 and t = t1). The mutual information for Model
1 and the trained operators, ψ1 and ψ2, is in reasonable agreement with that of multiple
instances of the N = 10 SYK model (grey). (b) The mutual information for Model 1 and all
pairs of untrained operators, ψi and ψj with i < j ∈ [2, 7], exhibits variations and revivals
as a function of time. (c) The mutual information for all pairs of operators in the N = 10
SYK model exhibits a single consistent peak.

tion displays a single peak as a function of time. For other pairs of operators, the mutual
information displays an initial peak, whose height varies significantly for different pairs of
operators, followed by revivals at later times. This contrasts with the SYK model, in which
the mutual information displays a single consistent peak for all pairs of operators, with small
and infrequent fluctuations at late times.

C.4 Size-winding metrics
Here, we elaborate on the phase alignment, r̄, and the linear slope metric, χ, which are

plotted in Fig. 4.3b and Fig. 4.3c.
Phase alignment—We recall that in [121], the phase alignment is quantified by plotting

the ratio, rl =
∣∣∣∑|P |=l c2

P

∣∣∣ /∑|P |=l |cP |2, for different sizes l (Figs. S14 and S19 of [121]).
The denominator of this quantity is the operator size distribution, p(l) =

∑
|P |=l |cP |2, which

is normalized to one,
∑

l p(l) = 1. To facilitate comparison between different operators
and models, we consider the weighted average of rl, r =

∑
l p(l) rl =

∑
l

∣∣∣∑|P |=l c2
P

∣∣∣ =∑
l |q(l)|. For a given Hamiltonian, r is lower bounded by the two-point function, W =

tr
(
ψi(t)ρ1/2ψi(t)ρ1/2

)
=
∑

P c
2
P . We note that this two-point function is constant in time,

and therefore the sum of the squared coefficients is also constant in time. Taking into account
this lower bound motivates us to rescale r as r̄ = r−W

1−W , which ranges from zero to one.
Linear slope—We seek to quantify the degree to which the phases of q(l) follow a lin-

ear slope with respect to the size l. The fit of a line of slope µ can be quantified via
C(µ) =

∣∣∑
l q(l)e

−iµl
∣∣. When deviations from a linear slope are small, this reduces to unity
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minus a weighted sum of squared errors; when deviations are large, it takes into account the
periodicity of the phases. The best fit, C∗, is found by maximizing over µ, C∗ = maxµC(µ).

We define the metric, χ, to interpolate between zero and one as C∗ interpolates between
its minimum and maximum values. The maximum value of C(µ) is given by the weighted
average, r, of the phase alignment ratio. The minimum value is lower bounded by the two-
point function, W = C(µ = 0). In addition, at small system sizes it is relevant to consider
a second lower bound, corresponding to fitting a line between the two coefficients, q(l1) and
q(l2), with the largest magnitude. This consideration is necessary to avoid concluding that
functions q(l) with support on only two values of l have non-trivial size winding. This fit
produces a C of value at leastM = |q(l1)|+|q(l2)|−(r−|q(l1)|+|q(l2)|) = 2|q(l1)|+2|q(l2)|−r.
We thus define the metric,

χ =
C∗ − L
r − L , (C.4)

where L is the larger of the two lower bounds, L = max(W,M).

C.5 Other fully-commuting models
Here we include details on the random fully-commuting models presented in Fig. 4.3. For

all random models in Fig. 4.3, we take β = 4 and t = 2.8, identical to Model 1.
Majorana models—In Model 1 with randomized coefficients, we draw each coefficient

from a normal distribution with mean zero and standard deviation equal to the root-mean-
square of the coefficients of Model 1. In Model 1 with randomized terms and coefficients, we
generate five random fully-commuting terms by successively drawing random four-Majorana
terms (from N = 7 total Majorana operators) and keeping each term only if it commutes
with all terms already kept.

Ising models—We consider random all-to-all Ising models with Hamiltonian, H =
1√
N

∑
i<j JijZ

iZj. The coefficients Jij are drawn from a normal distribution with mean
zero and standard deviation J = 0.17.

Finite-size scaling—To explore whether the size winding behavior of fully-commuting
models persists at larger system sizes, in Fig. C.3 we plot the phase alignment, r̄, for random
all-to-all Ising models as a function of the system size N . We focus on Ising models to avoid
subtleties with scaling random fully-commuting Majorana models to larger system sizes
(namely, there is no canonical choice of which fully-commuting terms to include). We scale
the evolution time t with the square root of the system size, t = 2.8

√
N/4, to ensure that

operators grow to the same fraction of the system size for each N . We find that the phase
alignment, r̄, exhibits a decreasing trend with the system size.
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System size

Figure C.3: Phase alignment, r̄, of the random all-to-all Ising model as a function of the
system size N ∈ [4, 8], with J = 0.17 and β = 4. Three disorder realizations are shown at
each system size, with small horizontal offsets for clarity.
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Appendix D

Details on butterfly metrology

D.1 Comparison to previous time-reversed sensing
protocols

Previous metrology proposals have considered the use of time-reversed dynamics through
variants of a so-called echo protocol, depicted in Fig. D.1. Compared to our protocol, the
key distinction is that the echo protocol consists of a single step of forward and backward
time evolution, i.e. the metrological state is prepared via the forward evolution, i.e. U |0〉,
and time-reversed evolution is applied prior to the detection. As a result, it only achieves a
metrological enhancement for specific classes of unitary dynamics—namely, U must generate
a state with a large quantum Fisher information (QFI). In contrast, our protocol relies on
forward and backward time evolution during the state preparation stage; this provides a
quantum enhancement in sensitivity under a vastly larger class of unitaries.

To illustrate this distinction, let us recall a few classes of unitaries U for which the
standard echo protocol has previously been applied. First, consider U to be a Clifford
circuit that prepares a GHZ state, i.e. U |0〉 = |GHZ〉 ∼ |00 . . .〉 + |11 . . .〉. The full sensing
scheme consists of applying U to generate a GHZ state, accumulating a phase under the
external signal, and then applying th inverse preparation circuit. The last step focuses the
acquired phase to a single-body observable. Although this last step is not strictly necessary—
one could instead detect the phase via global parity measurements of the GHZ state—it is
important in practice as it leads to much greater robustness to readout noise [185]1. A second
class of unitaries under which an enhancement can be achieved consists of evolution under
a large-spin Hamiltonian, e.g. the one-axis twisting model, H = S2

z with Sz = 1
2

∑
i σ

z
i .

1Interestingly, sensing with a GHZ state can be understood as special cases of our protocol. In particular,
consider a protocol which prepares a GHZ state by applying a π/2 pulse to the first qubit, (1̂ + iσx0 )/

√
2,

followed by a CNOT “ladder” denoted U . To detect the accumulated phase from an external signal, the
inverse ladder U† is applied and the first qubit is measured. The final state is U†eiφSzU(1̂ + iσi0) |0〉.
Because |0〉 is an eigenstate of CNOT gates, we can insert an additional copy of U† at the beginining of the
circuit without changing the final outcome: U†eiφSzU(1̂ + iσi0)U† |0〉. This is precisely of the form of our
protocol (upon substituting U → U†).
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U †U
|0
|0
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e−iφSz

Phase 
accumulation DetectionState preparation

Figure D.1: The general form of an echo protocol, which underlies previous time-reversal-
based sensing proposals. In contrast to our protocol, time-reversed evolution is employed
only in the detection stage, rather than during the state preparation.

Such Hamiltonians give rise to semi-classical dynamics, which can be used to generate a
squeezed state [66, 160]. Much like for the GHZ state, the effect of the perturbation may
be detected directly via measurements on the squeezed state; however, applying the inverse
preparation circuit to “un-squeeze” the state improves the robustness to readout noise [58,
66]. Other examples of unitaries that have been proposed to generate metrologically useful
states include evolution under certain integrable Hamiltonians [100] or Hamiltonians with a
continuous-symmetry breaking phase [33].

However, the standard echo protocol shown in Fig. D.1 does not provide a metrological
enhancement for generic unitary dynamics outside of these few isolated classes. In particular,
consider U to be a Haar-random unitary, which correspond to the late-time dynamics of
generic scrambling systems. The state prepared under forward evolution, U |0〉 has, on
average, no correlation in the Z-basis, implying a QFI that scales as F ∼ N and a sensitivity
that is bounded by the standard quantum limit.

As discussed in Chapter 5 and shown in detail below, this restriction does not apply
to our protocol and, indeed, a Heisenberg-like enhancement can be achieved under generic
thermalizing dynamics. This greater versatility opens the door to achieving a metrological
enhancement in a wider variety of experimental platforms (e.g. the spin systems discussed
in Sections D.5 and D.5). Furthermore, even in systems that could achieve a metrological
enhancement using the previous echo approach, our protocol may offer certain advantages
with respect to decoherence and robustness to control errors, as discussed in Sections D.5
and D.5.

D.2 Haar-random evolution
In this section, we calculate the sensitivity of our sensing protocol for a Haar-random

unitary U . These results provide a general expectation for the late-time behavior of generic
scrambling dynamics.



APPENDIX D. DETAILS ON BUTTERFLY METROLOGY 187

Local control— As discussed in Chapter 5, the mean outcome of the local protocol is

〈V̂ 〉φ =
1

2
〈0| V̂ (t) |0〉 − 1

2
〈0| V̂ (t)eiφSzV (t)e−iφSz V̂ (t) |0〉

+ Im
[
eiφN/2 〈0| V̂ (t)e−iφSz V̂ (t) |0〉

]
,

(D.1)

where V̂ is a Pauli operator and V̂ (t) = U †V̂ U . For a Haar-random unitary U , the first two
terms have vanishing expectation value, leaving only the final term. To analyze this quantity,
we express the perturbed state V̂ (t) |0〉 in the computational basis as

∑
s∈{0,1}N cs |s〉 and

consider its polarization distribution P (Sz) =
∑
|s|=2Sz

|cs|2, where |s| =
∑

i(−1)si . We
observe that 〈V̂ 〉φ is related to the characteristic function of P (Sz):

〈V̂ 〉φ = Im

eiφN/2 N/2∑
Sz=−N/2

e−iφSzP (Sz)

 (D.2)

= Im
[
eiφN/2Φ(φ)

]
(D.3)

where Φ(φ) =
∑N/2

Sz=−N/2 e
−iφSzP (Sz). Since the perturbed state is a Haar-random state, its

polarization obeys a binomial distribution, P (Sz) = 1
2N

(
N

N/2−Sz

)
with Sz = −N/2,−N/2 +

1, . . . , N/2− 1, N/2. Plugging this distribution into the formula above allows us to directly
calculate the mean outcome as a function of φ, as shown in Fig. 2(b) of Chapter 5.

To analyze the sensitivity for small values of φ, we Taylor expand Eq. D.2 to leading
order. We find that the sensitivity is given by the first moment of P (Sz),

η−1
φ=0 = N/2−

∑
Sz

SzP (Sz). (D.4)

The polarization distribution for a Haar-random unitary has mean zero and thus leads to
ηφ=0 = 2/N , a factor of 2 above the strict Heisenberg limit.

To determine the sensitivity for finite φ, we assume that the real part of the charac-
teristic function is also measured (via the protocol in Section D.3). The optimal sensitiv-
ity is obtained by taking a linear combination of the real and imaginary parts, C(φ, θ) =
cos(θ)Re

[
eiφN/2Φ(φ)

]
+sin(θ)Im

[
eiφN/2Φ(φ)

]
, and maximizing |∂φC(φ, θ)| with respect to θ.

This yields an optimal sensitivity η−1
φ = |−iN/2Φ(φ)+Φ′(φ)|. Note that range of φ for which

this sensitivity is achieved is φ . 1/
√
N . This follows from a simple intuition: In the limit

N � 1, the binomial distribution can be approximated as a Gaussian, i.e. P (Sz) ∼ e−2S2
z/N ,

which yields η−1
φ ≈ (N/2)e−φ

2N/8.
Global control—The measurement outcome of the protocol with global controls (Fig. 3 of

the Chapter 5) is qualitatively similar to the case of local control, but differs by an overall
constant. To see this, we begin by expanding the global rotation as eiεS = a1̂ + iṼ (t), where
S = 1

2

∑
i σ

µ
i is a sum of local Pauli operators, a = cosN(ε/2), and Ṽ is a traceless operator
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satisfying tr(Ṽ †Ṽ ) = (1− a2) tr(1). Analogous to Eq. D.1, the expected outcome is given by

〈S〉φ =a2 〈0|S(t) |0〉 − 〈0| Ṽ (t)eiφSzS(t)e−iφSz V̂ (t) |0〉
+ 2aIm

[
eiφ

N
2 〈0|S(t)e−iφSz Ṽ (t) |0〉

]
,

(D.5)

and, for Haar-random evolution, only the third term is non-vanishing. However, there are a
few key differences from the case of local control. First, the prefactor a is a free parameter
determined by the rotation angle ε. Second, the third term involves a matrix element between
two distinct states Ṽ (t) |0〉 and S(t) |0〉. For a Haar-random unitary, only the projection of
Ṽ (t) |0〉 onto S(t) |0〉 contributes to the matrix element. To determine this projection, we
re-express the global rotation as as eiεS = a1̂ + i2a tan(ε/2)S + S⊥, where tr(SS⊥) = 0. The
Haar average keeps only the term proportional to S, so the measurement outcome simplifies
to

〈S〉φ = 4a2 tan(ε/2) · Im
[
e−iφ

N
2 〈0|S(t)eiφSzS(t) |0〉

]
. (D.6)

We note that the state S(t) |0〉 is non-normalized, i.e. 〈0|S(t)S(t) |0〉 = N/4. Thus, in
combination, the measurement outcome for the global protocol differs from local control by
a factor of a2N tan(ε/2).

We proceed to calculate the sensitivity, η−1
φ=0 ≡ (∂φ〈S〉φ/∆Sφ)φ=0, for small values of φ.

We also take the limit N � 1, for which a = cosN(ε/2) ≈ exp(−ε̄2/2), where ε ≡ 2ε̄/
√
N

and ε̄ is an order-one constant. From Eq. D.6, we have ∂φ〈S〉φ=0 ≈ a2ε̄N3/2/2, and the
standard deviation for the measurement is ∆Sφ=0 =

√
N/2. This yields η−1

φ=0 ≈ ε̄e−ε̄
2
N ,

whose optimum is η−1 = (1/
√

2e)N ≈ 0.43N at ε̄ = 1/
√

2. In Fig. D.2, we compare this
prediction to exact simulations of a spin model with N = 18 spins and observe excellent
agreement.

Interestingly, we note that measuring S is not, in fact, the optimal approach for Haar-
random evolution, and a small improvement in sensitivity may be achieved by measuring
a different global quantity, namely M = Ṽ + Ṽ † = 2 sin(εS). Deriving the sensitivity is
straightforward but tedious, so we simply quote the result: η−1

φ=0 = (a/
√

2)(1−a4)1/2N , which
yields a maximum sensitivity of η−1 = (1/33/4)N ≈ 0.44N . Although this offers a minute
advantage over the original protocol, it may be more challenging to realize experimentally
since it involves measuring higher powers of S. Furthermore, while measuring M provides
better sensitivity for Haar-random evolution, we find in numerical simulations that this is
not the case for early-time evolution, which is not Haar-random.

D.3 Measuring the opposite quadrature
As discussed in the previous section, the protocols shown in the Chapter 5 (i.e. Fig. 1

and 3) are directly related to the imaginary part of the characteristic function Φ(φ) of the
polarization distribution P (Sz). This implies that they achieve a high sensitivity only at
certain values of φ, which notably includes φ = 0. In order to maintain a high sensitivity
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¯

N
/η

Figure D.2: Global sensitivity as a function of ε̄ for the measurement operator (blue) S
and (orange) M = 2 sin(εS). We observe excellent agreement between the analytic pre-
diction for Haar-random evolution (solid line) and the late-time dynamics of a N = 18
spin system (points). The spin system consists of all-to-all, random two-body terms:
H =

∑
i<j

∑
µ,ν J

µν
ij σ

i
µσ

j
ν , where µ, ν ∈ {X, Y, Z} and Jµνij is drawn from a Gaussian dis-

tribution with standard deviation J/
√
N . The evolution time is tJ = 10. Similar results are

obtained for generic Hamiltonians evolved past the scrambling time, though the agreement
is not as precise as the disordered, all-to-all spin system at the accessible system sizes.

over a continous range of φ, it is necessary to measure the opposite quadrature—i.e. the real
part of the characteristic function.

There are two straightforward modifications of our protocol that achieve this goal, as
depicted in Fig. D.3. The first approach, which applies only to the protocol with local
controls, is to replace the local rotation by a projection, e.g. (1̂ + V̂ )/2 for a Pauli operator
V̂ . The measurement outcome then becomes

〈V̂ 〉φ =
1

2
〈0| V̂ (t) |0〉 − 1

2
〈0| V̂ (t)eiφSzV (t)e−iφSz V̂ (t) |0〉

+ Re
[
eiφ

N
2 〈0| V̂ (t)e−iφSz V̂ (t) |0〉

]
=Re

[
eiφ

N
2 Φ(φ)

]
,

(D.7)

where Φ(φ) is defined below Eq. D.2, and, in the second line, we assume that the first two
terms have vanishing expectation values2. While conceptually simple, measuring the real
part of Φ(φ) in this way requires the ability to reset an individual qubit during the execution
of the protocol. Alternatively, one can delay the projection to the end of the protocol by

2The first two terms may also be directly cancelled by projecting onto the opposite state, i.e. using
(1−V̂ )/2, and measuring −V̂ . Averaging this outcome with Eq. D.8 leaves only the final term, Re

[
eiφNΦ(φ)

]
.
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swapping in an ancilla qubit in the state |0〉 (taking V̂ = σ̂z), and post-selecting on the final
state of the ancilla qubit.

Our second approach, which is analogous to a standard Loschmidt echo, is to perform
the full inverse of the state preparation procedure, as shown in Fig. D.3. This approach can
be applied with either local or global controls, but, for specificity, let us focus on the variant
with local controls. The conceptually simplest quantity to analyze is the return probability,
P0, given by

P0 =
1

4

∣∣∣〈0| (1− iV̂ (t))e−iφSz(1 + iV̂ (t)) |0〉
∣∣∣2

=
1

4

∣∣∣e−iφN2 + 〈0|V (t)eiφSz V̂ (t) |0〉
∣∣∣2

=
1

4

(
1 + |Φ(φ)|2 + 2Re

[
e−iφ

N
2 Φ(φ)

]) . (D.8)

The real part of Φ(φ) can easily be inferred by combining this quantity with the outcome
from Eq. D.2. This approach directly generalizes to the case of global controls by replacing
the local rotation with a global one, i.e. eiεS. In either case, an additional many-body unitary
(i.e. 2 copies of U and U †) is required compared to the previous protocols.

We note that, although measuring the return probability is straightforward to analyze,
it is highly sensitive to readout errors. In practice, therefore, it is better to measure either
the average polarization or polarization distribution of the final state, both of which display
qualitatively similar behavior to the return probability. In particular, if the external signal
applies a relative phase between the two components of the butterfly state, |0〉 and V̂ (t) |0〉,
then the polarization distribution of the final state features two peaks—a fully polarized state
and a random state centered about zero polarization—with a relative height that oscillates as
function of φ. Readout noise broadens the two peaks, but they remain extensively separated.

D.4 Stochastic growth model
In this section, we introduce a stochastic model for operator growth dynamics which

allows us to predict the large-scale behavior of our protocol for the two proposed systems of
spin defects. The model is inspired by previous work on quantum information scrambling,
where it has been argued that growth of operators under long-range Hamiltonian dynamics
can be qualitatively captured at long timescales by stochastic transitions [52, 269, 270].
For our purposes, we model these transitions using Haar-random gates and determine the
probability of each gate based on the strength of the spin interactions.

In more detail, consider a Hamiltonian composed of two-body interactions, H =
∑

ijµ h
µ
ij,

where hµij indicates a particular two-body operator acting on qubits i and j. Our model
consists of mapping the analog evolution U = e−iHt to a circuit composed of D time steps,
Ũ = UD · · ·U2U1. In each time step, we apply a set of two-qubit, Haar-random gates, where
the probability of a gate occuring between qubits i and j is Pij = δt

∑
µ |hµij|2. We set
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δt � 1/Jtyp, where Jtyp is the typical interaction strength, such that there is a low density
of gates per time step.

A key feature of Haar-random gates is that, for measuring certain quantities, the average
over Haar-random gates is equivalent to the average over random Clifford gates [187]. The
average sensitivity of our protocol (with either global or local control) represents such a
quantity; this results from the fact that the sensitivity contains three copies of U and U †,
and Clifford unitaries form a 3-design for qubits [142, 250, 275]. Thus, the average sensitivity
of the stochastic model can be computed efficiently using Clifford numerics.

We can apply this model to predict the sensitivity of our protocol for either local or
global control. For the local protocol, we compute the sensitivity ηφ=0 by measuring the
average polarization density P (Sz) of Ũ †V̂ Ũ |0〉 (see Eq. D.4). This is easily accomplished
by evolving V̂ in the Heisenberg picture with Clifford gates, and then counting the number
of σx and σy operators within the Pauli string V̂ (t).

Computing the sensitivity for the global protocol is somewhat more involved. We begin
by expressing the mean outcome as

〈Sx〉φ = 〈0|U †eiεSxUeiφSzU †SxUe−iφSzU †e−iεSxU |0〉 , (D.9)

where without loss of generality we have chosen the global operator S = Sx = 1
2

∑
i σ

i
x. To

U U † U
|0
|0
|0

(a)

e−iφSz

|0 0|

U U † U
|0
|0
|0

1̂ + iV̂

e−iφSz

1̂ − iV̂

U †
(b) Z

Z

Z

Z

Figure D.3: Two protocols for measuring the real part of Φ(φ). (a) The first protocol is
identical to the original protocol with local controls [Fig. 1(a) of Chapter 5], except we
replace the local rotation ei

p
i
4V̂ ∼ 1̂ + iV̂ with a local projection, e.g. |0〉〈0| ∼ 1̂ + Ẑ. (b)

The second protocol, which we dub a “double echo”, involves applying the butterfly state
preparation circuit and its inverse. The final state is measured in the computational basis,
and either the return probability to the initial state or the average polarization is computed.
This approach may be applied with either local or global controls to prepare the butterfly
state.
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proceed, we expand the operator Sx in a Pauli basis:

=
1

2

∑
a,b∈{0,1}N

N∑
i=1

cac
∗
b 〈0|U †PaUeiφSzU †σixUe−iφSzU †PbU |0〉 , (D.10)

where Pa =
∏

i∈a σ
i
x contains σix on all sites for which a is non-zero, ca =

(i sin(ε/2))|a|(cos(ε/2))N−|a|, and |a| =
∑

i ai is the Hamming weight of a. For a Clifford
unitary U , the state U †PbU |0〉 is an eigenstate of Sz. This allows us to pull the factors of
e±iφSz outside the expectation value, giving

=
1

2

∑
a,b∈{0,1}N

N∑
i=1

cac
∗
be
iφab 〈0|U †PaσixPbU |0〉 , (D.11)

where φab = φ(Sz{U †PaU} − Sz{U †PbU}) and Sz{P} = # of σx,σy in P . With high prob-
ability, the matrix element 〈0|U †PaσixPbU |0〉 is non-zero if and only if PaσixPb = 1. With
this simplification, we have

≈ 1

2

∑
a∈{0,1}N

N∑
i=1

|ca|2 (i tan(ε/2))|bi|−|a|eiφabi , (D.12)

where bi differs from a only on the ith bit. We note that |ca|2 is the probability of sampling |a|
from a binomial process with N draws of probability sin2(ε/2), and thus we can approximate
the above expression using Monte Carlo sampling. The full procedure for calculating 〈Sx〉φ
is as follows:

1. Sample a from a binomial distribution and i from a uniform distribution. The bitstring
bi is immediately given by flipping a on the ith bit.

2. Compute φab = φ(Sz{U †PaU} − Sz{U †PbU}) by time-evolving Xa and Xb under a
Clifford circuit.

3. Average the quantity (i tan ε)|bi|−|a|eiφabi over many samples.

We estimate the sensitivity via η−1
φ=0 ≡ (∂φ〈Sx〉φ/∆Sx,φ)φ=0 ≈ 〈Sx〉φ/

√
N , where φ� 1, and

for circuits with Haar-random gates, on average, 〈Sx〉φ=0 and (∆Sx)φ=0 =
√
N/2.

To benchmark our model, we calculate the sensitivities for up to N = 20 spins for (i) the
local protocol based the interactions of the hybrid spin system, and (ii) the global protocol
based on the interactions of an ensemble of NV centers (Fig. D.4). We compare these
results to the exact dynamics shown in Fig. D.4 and find reasonable qualitative agreement.
Moreover, by matching the growth rate at early times, we can estimate the conversion factor
between discrete time steps in the model and evolution time for the exact dynamics. Utilizing
this conversion factor, we simulate the behavior of much larger spin systems, as shown in
the insets of Fig. 3 of Chapter 5. We expect the results of the stochastic model to provide
a good qualitative approximation for the exact behavior of the experimental system, in a
regime that would be intractable to simulate with the exact dynamics.
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Figure D.4: Comparison between the stochastic model (solid lines) and exact dynamics
(dashed) for the two proposed spin models at small sizes. (a) The sensitivity for the local
protocol using the hybrid spin system. (b) The metrological gain for the global protocol using
an ensemble of NV centers. The stochastic model is plotted with respect to the number of
discrete time steps, while the exact dynamics are plotted with respect to continuous time
evolution. By comparing the results, we estimate the conversion factor between discrete steps
and continuous evolution time. We average the stochastic model over ∼ 104 realizations
(i.e. different Clifford circuits) and the exact dynamics over ∼ 10 positional configurations.

D.5 Experimental proposals
In this section, we present additional details on the two experimental platforms high-

lighted in Chapter 5, along with four additional platforms that are amenable to implement-
ing our protocol. A brief overview of these systems and our proposed implementations is
provided in Table D.1.

Before discussing the systems individually, we note that a few features are in common
in all of the proposals. First, we choose the initial state of the protocol to be be quantized
along the X direction. This is motivated by the fact that all of the systems (except the
trapped ion quantum computer) feature native interactions that conserve total polarization
in the Z basis. Specifically, we either consider a fully polarized state, or we average over
random initial states in the X basis. The latter approach allows us to circumvent low-energy
effects associated with a polarized state; this is most relevant for the two systems with
entirely ferromagnetic interactions, i.e. the dipolar Rydberg atoms and the superconducting
qubits. Moreover, in all cases, we select a “butterfly” operator that lies the transverse plane
(i.e. V̂ = σx or S = Sx). This generally leads to faster scrambling compared to an operator
that overlaps with the conserved quantity Sz [130].
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Dipolar Rydberg atoms

One particularly suitable platform for realizing our protocol—with either local or global
controls—is a quantum simulator based on a 1D or 2D array of atoms trapped in optical
tweezers [39, 49]. For each atom, an effective spin-1/2 degree of freedom is encoded in a pair
of Rydberg states, which is governed by a long-range XY interaction:

H = −J
∑
i<j

a3

r3
ij

(σixσ
j
x + σiyσ

j
y) (D.13)

where J ≈ MHZ is the dipolar interaction strength, a ∼ 10 µm is the lattice spacing, and rij
is the distance between atoms. Crucially, the sign of J is controlled by the specific Rydberg
state encoding; for example, J > 0 for the encoding |0〉 = |60S1/2,m = 1/2〉 and |1〉 =
|60P3/2,m = −1/2〉. Switching between the two encodings (via a microwave pulse) allows
one to realize time-reversed dynamics. Furthermore, one can implement global rotations via
microwave pulses and single-site rotations by applying a focused laser beams, which generates
a local Stark shift. Such control is necessary to prepare a random initial state, as well as to
apply the local rotation ei

π
4
V̂ (for the local control protocol).

In Fig. 5.4(a), we present simulated results for the protocol with local controls with a
2D array of atoms. The initial state is randomized over product states in the X basis, and
the butterfly operator is V̂ = σ

N/2
x (located in the center of the array). At early times, we

observe a rapid improvement in sensitivity, which for a large system we would expect to
follow a quadratic trend, i.e. 1/η ∼ t2. At later times, the sensitivity abruptly saturates at
η ≈ 2/N , consistent with our prediction from Haar-random evolution and indicating that
the system has fully scrambled.

In practice, the improvement in sensitivity over time would compete with the suppression
due to accumulation of errors (see Section D.6 for details). A leading source of decoherence
in the system is the lifetime of the Rydberg state, which is typically T1 ∼ 100 µm [68]. Based
on an interaction strength of J ∼ 1 MHz [49], we estimate this would enable a high-fidelity
preparation of a fully scrambled state for N ∼ 25 in 1D and N ∼ 100 in 2D, corresponding
to a metrological gain of 8 and 14 dB, respectively.

Interestingly, a recent work proposed also proposed the use of 2D Rydberg arrays for
generating spin squeezed states [33]. This approach enables an enhanced sensitivity N−7/10

after an evolution time t ∼ N2/5 With the same 2D array of atoms, we observe that our pro-
tocol could obtain a comparable sensitivity at a time t ∼ N1/5, i.e. representing a quadratic
speedup. Moreover, the scaling difference between the two protocols is dependent on the
dimensionality. Whereas the scaling in our protocol improves for higher dimensions, spin-
squeezing occurs with the same functional form for all dimensions [33]. For example, in 1D,
the sensitivity for the two protocols would exhibit the same scaling in time, and, in 3D, our
protocol would feature a cubic speedup. This highlights the fact that scrambling occurs at
a near-maximal rate under many-body dynamics.
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Experimental platform Form of interaction Local / global Initial state Mechanism for time-reversal
Dipolar Rydberg atoms Dipolar XY Either Random Rydberg-state encoding
Hybrid spin system Dipolar Ising + XXZ Local Polarized Hamiltonian engineering
Ensemble of NV centers Dipolar XXZ Global Polarized Hamiltonian engineering
Atoms in optical cavity Long-range XY Global Polarized Sign of laser detuning
Superconducting quits Local XY Either Random Conjugation by pi-pulses
Trapped ions Digital gates Either Either Phase of laser excitation

Table D.1: Summary of proposed experimental platforms.

Hybrid spin system in diamond

As discussed in Chapter 5, our protocol with local controls can naturally be realized in
a bulk diamond sample containing two species of electronic spin defects: a relatively high
concentration of spin-1/2 nitrogen substitutional defects (P1 centers), and a low density of
spin-1 nitrogen-vacancy (NV) centers [278].

When the two species are off-resonant, the intrinsic magnetic dipole interaction between
a single NV center and the surrounding P1 centers gives rise to an effective Hamiltonian [278]

H = HNV−P1 +HP1−P1 (D.14)

HNV−P1 = J0

∑
i

1

rij
(1− 3nzij)SzP

i
z (D.15)

HP1−P1 = −J0

2

∑
i<j

1

rij
(1− 3nzij)

(
P i
xP

j
x + P i

yP
j
y − 2P i

zP
j
z

)
. (D.16)
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Figure D.5: A pulse sequence for engineering the hybrid spin Hamiltonian H (Eq. D.14) into
H̃+ (Eq. D.18). The sequence consists of two frame rotations with equal duration, τ . In the
first, a π/2 pulse applied along the X direction brings Pz into Py and Py into −Pz. In the
second, a π/2 pulse applied along the Y direction brings Pz into Px and Px into −Pz. By
rotating in the opposite direction (i.e. switching π/2 into −π/2 and vice versa), the pulse
sequence instead generates H̃−.
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Here, J0 ≈ 52 MHz-nm3 is the magnetic dipole interaction; ~S, ~P i are spin-1/2 operators
acting on the NV center (within the |m = 0〉 and |m = −1〉 subspace) and individual P1
centers, respectively; rij is the distance between two defects; and nzij = ẑ · r̂ij.

The sign of HNV−P1 can easily be reversed by conjugating the evolution via a π-pulse on
the NV center, leading to the effective Hamiltonian

H− = −HNV−P1 +HP1−P1. (D.17)

To reverse the sign ofHP1−P1, we can apply global pulses to the P1 centers following the pulse
sequence shown in Fig. D.5. From average Hamiltonian theory, the engineered Hamiltonian
in the toggling frame is

H̃± = ±H̃NV−P1 −
1

2
HP1−P1 (D.18)

H̃NV−P1 =
J0

2

∑
i

1

rij
(1− 3nzij)Sz(P

i
x + P i

y), (D.19)

where the sign of H̃NV−P1 is determined by direction of the pulses (Fig. D.5). Combining
these ingredients, we can realize the following forward and reverse evolution:

U = e−itH̃
+

(D.20)

U † = e−i2t[
1
2
H̃−+ 1

4
(H+H−)] = eitH

+

. (D.21)

Implementing the full protocol would require the following steps:

1. Initialize in a fully polarized state in the Z direction. For the NV centers, this is
accomplished via optical polarization, and for the P1 centers, it requires operating
under cyrogenic conditions.

2. Rotate the state to the X direction by applying a microwave pulse resonant with (a)
the two levels of the P1 center, and (b) the |ms = 0〉 ↔ |ms = −1〉 transition of the
NV center.

3. Evolve under the engineered Hamiltonian H̃+ by applying the appropriate pulse se-
quence.

4. Apply a local rotation to the NV and evolve backwards under −H̃+. Then apply the
global sensing signal e−iφSz , and evolve forward again under H̃+.

5. Measure the polarization of the NV center using optical excitation.

We emphasize that the protocol would despite the presence of strong positional disorder
in the spin system. Indeed, any position configurations would lead to many-body interactions
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which produce scrambling behavior and thus an enhancement in sensitivity 3. Moreover, as
discussed in Chapter 5, the scrambling occurs very fast—i.e. at super-polynomial rate—due
to the long-range interactions in three dimensions. For comparison, a previous scheme has
been proposed for entanglement-enhanced sensing with the NV-P1 hybrid system, in which
the sensitivity improves linearly in time, i.e. 1/η ∼ t [100].

A particularly attractive feature of electronic spins in diamond is their extremely long
intrinsic lifetimes, i.e. T1 ∼ seconds at low temperatures. In most samples, the coherence
times are instead determined by interactions with other spin defects (both electronic or
nuclear spins). Fortunately, these interactions can be echoed out through the same pulse
engineering sequences described above. We therefore expect that the limiting factor for
implementing our protocol will be the ability to implement the pulse sequence with high
fidelity and at a pulse rate that is faster than the interaction strength. Recent work has led
to significant improvements in the robustness of such pulse sequences [54]. We anticipate
that our protocol will be a useful setting to test and refine these techniques.

Ensemble of NV centers in diamond

A second system of spin defects which can realize our protocol with global control is an
ensemble of strongly interacting NV centers [141]. Compared with a hybrid NV-P1 system,
the main benefit of this implementation is that the NV centers can be optically polarized at
room temperature, thereby circumventing the need for cryogenic temperatures.

To reverse the Hamiltonian, we will again utilize pulse engineering techniques. We first
consider effective interaction between NV centers within the ms = 0,−1 subspace [141]:

H0 = J0

∑
i<j

1

rij
(1− 3nzij)

(
SixS

j
x + SiyS

j
y − SizSjz

)
, (D.22)

where ~S are spin-1/2 operators with respect to the two-level system. Notably, this
Hamiltonian cannot be reversed using a sequence of frame rotations. This results from
the fact the matrix representation of the individual Hamiltonian terms—i.e. hµν where
Hij =

∑
µν hµνS

i
µS

j
ν and µ, ν ∈ {X, Y, Z}—has non-zero trace

∑
µ hµµ [54]. Nevertheless,

we can exploit the fact that the NV center contains another potential two-level subspace
composed of the ms = +1,−1 sublevels. In this subspace, the effective interaction becomes

H±1 = −4J0

∑
i<j

1

rij
(1− 3nzij)S

i
zS

j
z . (D.23)

Because the trace of H±1 has the opposite sign of H0, one can engineer a pulse sequence that
utilizes H± to generate an effective interaction proportional to −H0. In particular, through

3We note that, for an ensemble of NV centers, the total sensitivity ηφ=0 is given by the average sensitivity
over the position configurations contained in the ensemble. The positional disorder does, however, affect the
sensitivity for finite φ. This is because it contributes additional dephasing to 〈V̂ 〉 with respect to φ.
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the pulse sequence shown in Fig. D.5, one can generate

H̃±1 = −2J0

∑
i<j

1

rij
(1− 3nzij)(S

i
xS

j
x + SiyS

j
y). (D.24)

This allows us to define the following forward and backward evolution:

U = e−itH0 (D.25)

U † = e−i2t(
1
2
H0+ 1

2
H±1) = eitH0 . (D.26)

The rest of the protocol follows directly from the steps outlined in the previous section. Since
we are working with the global protocol, the angle of the global rotation that generates the
butterfly state eiεS should be optimized as function of time.

To our knowledge, the above technique for implementing backward time evolution, which
we refer to as “subspace engineering”, has not been proposed before. Successfully demon-
strating this technique, and comparing it to more standard pulse sequences involving a single
subspace, represents an exciting experimental prospect.

Atoms in an optical cavity

One of the most successful platforms for demonstrating entanglement-enhanced sensing
consists of atoms coupled in an optical cavity [58, 160, 192]. Conventionally, this enhance-
ment is achieved by evolving under collective large-spin interactions (e.g. the one-axis twist-
ing Hamiltonian) to generate a squeezed state. However, this approach does not succeed for
more general types of dynamics, arising in e.g. a multi-mode cavity [247] or via programmable
interactions [195].

We consider the latter setting with a system of spin-1/2 atoms. The programmable
spin-exchange interactions are described by an effective Hamiltonian [195]:

H =
∑
i,j

J(rij)
(
σixσ

j
x + σiyσ

j
y

)
, (D.27)

where the sign and magnitude J(rij) are controllable by laser drives. Motivated by Ref. [26],
we select the interaction strength to be of the form

J(rij) =

{
(−1)n|i− j|s if |i− j| = 2n, n ∈ Z
0 otherwise (D.28)

where the parameter s interpolates between a quasi-one-dimensional geometry (s < 0)
and a tree-like geometry (s > 0). Note that we include a mix of ferromagnetic and anti-
ferromagnetic couplings. This is anticipation of initializing to protocol with a fully polarized
initial state, |0〉 = |+〉⊗N ; the anti-ferromagnetic interactions serve to raise the temperature
this state.
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Although local control is theoretically possible in this setup [243], it is most natural to re-
alize our protocol with global controls. Numerical simulations for the sensitivity as a function
of evolution time are depicted in Fig. D.6. For s < 0, we observe that the sensitivity quickly
reaches a saturation value that improves with system size ∼ N , indicating a Heisenberg-like
enhancement. Intriguingly, in the case of s > 0, we find a qualitatively different behavior:
the sensitivity exhibits large fluctuations and does not improve systematically with system
size. This suggests that the tree-like geometry does not lead to fully scrambling behavior.
Understanding the subtle interplay between many-body dynamics and improved sensitivity
for such non-trivial geometries would be an interesting future direction.

Superconducting qubits with analog interactions

Tremendous progress has been made in developing quantum processors based on 2D
arrays of superconducting transmon qubits [11, 41, 131]. While such processors are often
controlled with digital gates, we consider an implementation of our protocol which utilizes
the intrinsic (analog) interactions between tunable-frequency qubits. In particular, when the
qubits are brought on resonance, their interaction is described by a local XY model [41],

H = J
∑
<i,j>

(
σixσ

j
x + σiyσ

j
y

)
, (D.29)

where the coupling strength J is typically 10− 100 MHz [82]. As demonstrated in Ref. [41],
when the lattice of qubits is bipartite, the sign of interaction can be quite easily reversed by
conjugating the evolution with π-pulses, i.e. −H =

(∏
i∈S σ

i
x

)
H
(∏

i∈S σ
i
x

)
, where S is one

part of the bipartite lattice. This reversibility, in addition to local rotations generated by
microwave pulses, enables the realization of our protocol with local control.

In Fig. D.6, we show numerical results for our protocol in a 2D array of up to 20 qubits.
While the functional form of the early-time growth cannot be discerned, at larger sizes one
expects the nearest-neighbor interactions to lead to ballistic growth of the form ∼ (Jt)2.
Based on an estimate of this growth rate, a qubit lifetime of T1 ∼ 20µs [213], and a coupling
strength J ∼ 50 MHz [82], we predict that a fully scrambled state can be prepared with
∼ 400 qubits, leading to a metrological gain of 20 dB. This would significantly surpass the
current record for metrological gain of 11.8 dB, recently demonstrated via atoms in an optical
cavity [58].

For comparison, a more conventional approach for obtaining a metrological gain in a
digital quantum processor would be to prepare a GHZ state (the current record is a GHZ
state with 27 qubits and a fidelity of 0.5) [185]. It is natural to consider which of these
strategies would lead to a larger metrological gain on realistic devices. On the one hand,
the theoretical sensitivity for a GHZ state at equivalent sizes is a factor of two better than
our protocol. Additionally, sensing based on a GHZ state requires two layers of entangling
gates (i.e. the state preparation circuit and its inverse, assuming that robustness to noise is
desired), whereas our protocol requires three steps of many-body evolution. On the other
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hand, our protocol is much more robust against control errors, since it does not require
precisely calibrated two-qubit gates; indeed, such errors often represent a significant fraction
of the total error [181]. Moreover, the total evolution time for implementing our protocol
may be shorter, since the analog interactions are “always on”, thereby reducing the effect of
decoherence. Testing these advantages in practice would be of tremendous interest and may
provide a useful benchmarking tool for large-scale quantum processors.

Trapped-ion quantum computer

Lastly, we consider an implementation of protocol on a trapped-ion quantum com-
puter [76, 197]. Unlike the previous proposals which rely on analog evolution, we utilize
discrete quantum gates to generate the many-body unitary U . Specifically, we construct cir-
cuits with interspersed layers of two-qubit and single-qubit gates. For the two-qubit gates,
we choose N/2 pairs of qubits at random and apply the native Molmer-Sorensen interaction,
ei
π
4
σxi σ

x
j , to each pair. This arrangement takes advantage of the all-to-all connectivity of

trapped ions. For the single-qubit gates, we apply eiαiσizei
π
4
σiyeiβiσ

i
z , where αi, βi ∈ [0, 2π] are

chosen from a uniform distribution. In Fig. D.6(d), we plot numerical results for the sensi-
tivity as function of circuit depth using the sensing protocol with local controls. Much like
our previous results with analog evolution, we observe an initial rise in sensitivity, followed
by saturation at η ≈ 2/N . Owing to the all-to-all connectivity, the circuit depth to reach
saturation scales favorably with system size; indeed, one expects it to occur in ∼ logN layers
at large system sizes.

As discussed in Chapter 5, an important feature of our protocol is its robustness against
coherent errors, which are considered to be a dominant error source in trapped-ion systems.
Physically, such errors arise from low-frequency fluctuations in the laser drive amplitudes,
causing imperfections in the rotation angles, i.e. θij → θ′ij. These errors will limit the
ability to prepare finely-tuned metrological states, including a GHZ state. However, in
our protocol, if these errors can be time-reversed they have essentially no impact on the
achievable sensitivity—they would simply adjust the many-body unitary, U → U ′, and, at
late times, this would still result in a fully scrambled state. Thus, at large system sizes and
/ or high coherent error rates, we expect our protocol to provide a larger metrological gain
compared to sensing based on a GHZ state.

D.6 Error analysis
We now provide a detailed accounting of the effect of experimental errors on our sensing

protocols. We begin with a brief discussion of readout and initialization errors, which as
mentioned in Chapter 5, decrease the sensitivity by only a constant factor. We then turn to
incoherent errors during time-evolution, and, borrowing from the results of Ref. [223], derive
the suppression factor indicated in Chapter 5.
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Readout errors have a particularly small effect on our protocol. For the local control
protocol, a local readout error rate γr suppresses the expectation value of V̂ by a constant
factor, 〈V̂ 〉φ → (1 − γr)〈V̂ 〉φ. A similar suppression occurs for the global protocol, 〈Ŝ〉φ →
(1 − γr)〈Ŝ〉φ, since Ŝ is a sum of single-body operators. In both cases, the sensitivity is
suppressed by the same factor, η−1

φ → (1− γr)η−1
φ .

To address initialization errors, consider performing the protocol with an initial density
matrix ρ instead of |0〉〈0|. We denote the mean polarization of ρ as tr(ρSz) = (1− γi)N/2,
where γi quantifies the local initialization error rate. We also suppose that the polarization
distribution of ρ has width .

√
N , which is appropriate for local initialization errors. After

butterfly state preparation, the density matrix becomes(
1 + iV̂ (t)√

2

)
ρ

(
1− iV̂ (t)√

2

)
=

1

2

(
ρ+ V̂ (t)ρV̂ (t) + i

[
V̂ (t)ρ− ρV̂ (t)

])
, (D.30)

where V̂ (t) = U †V̂ U . The first and second terms correspond to the two trajectories of the
butterfly state, and the third term to the coherence between them. As in the error-free
case, for small angles φ . 1/

√
N the rotation e−φSz simply applies an overall phase to each

trajectory of the butterfly state. Working in the late time regime where eiφSz V̂ (t)ρ ≈ V̂ (t)ρ,
this leads to the density matrix

eiφSz

(
1 + iV̂ (t)√

2

)
ρ

(
1− iV̂ (t)√

2

)
e−iφSz

≈ 1

2

(
ρ+ V̂ (t)ρV̂ (t) + i

[
e−iφ(1−γi)N/2V̂ (t)ρ− eiφ(1−γi)N/2ρV̂ (t)

])
.

(D.31)

As in the error-free case, only the third term (in square brackets) will contribute to the final
expectation value of V̂ . Applying the final unitary and taking the expectation value gives

〈V̂ 〉φ ≈ sin

(
φ

(1− γi)N
2

)
. (D.32)

Taking the derivative with respect to φ, we see that the sensitivity is decreased by only a
constant factor relative to the error-free case, η−1

φ → (1− γi)η−1
φ .

We now turn to incoherent errors during time-evolution. As mentioned in Chapter 5,
incoherent errors have two effects on the protocol: they suppress the mean polarization
in the first trajectory of the butterfly state, and they suppress the coherence between the
two butterfly trajectories. Both effects suppress the sensitivity, the first by suppressing the
first derivative of 〈V̂ 〉φ with respect to φ (similar to initialization errors), and the second
by suppressing the overall magnitude of 〈V̂ 〉φ (similar to readout errors). However, unlike
initialization and readout errors, errors during time-evolution occur when the state is highly-
entangled and thus have a stronger effect (Fig. D.7).
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To explore this in more detail, let us replace the unitary evolution ρ → UρU † by evolu-
tion under a noisy quantum channel, ρ→ Eγ{ρ}. For analog evolution, the quantum channel
might be generated by a Lindbladian, Eγ = eLγt, where Lγ includes both Hamiltonian evo-
lution and local noise operators with strength γ. For digital evolution, the quantum channel
might correspond to a sequence of unitary gates interspersed with local noise channels of
strength γ. In any case, we will assume that the quantum channel corresponding to U † is the
conjugate of the channel corresponding to U , defined via tr

(
M̂ · Eγ{ρ}

)
= tr

(
E†γ{M̂} · ρ

)
4.

This reduces to standard time-reversal when the evolution is unitary.
Let us now analyze the sensitivity of the protocol at φ = 0. We have

∂φ〈V 〉φ = Im

[
tr

(
Sz · E†γ{V̂ } · E†γ

{
1 + iV̂√

2
Eγ {|0〉〈0|}

1− iV̂√
2

})]
, (D.33)

where we apply (the conjugate of) the final time-evolution to the measurement operator V̂
instead of the quantum state. As in the error-free case, we can drop terms that contain an
odd number of V̂ . Moreover, terms where a single V̂ operator appears in between Sz and
the initial state |0〉〈0| can also be dropped if the system is fully scrambled after application
of Eγ. These correspond to the polarization of the second trajectory of the butterfly state
or, in other language, to OTOCs that have decayed to zero. Dropping these terms gives

∂φ〈V 〉φ ≈ tr
(
Sz · E†γ{V̂ } · E†γ

{
V̂ · Eγ {|0〉〈0|}

})
. (D.34)

Now, note that the initial state |0〉〈0| can be decomposed as a sum of stabilizers as

|0〉〈0| = 1

2N

∑
s∈{0,1}N

N⊗
i=1

(σzi )
si . (D.35)

To good approximation, only the single-body stabilizers σzi contribute to the expectation
value, since they can “contract” with the same stabilizer in Sz. Keeping only these stabilizers,
we have

∂φ〈V 〉φ ≈
1

2

N∑
i=1

1

2N
tr
(
σzi · E†γ{V̂ } · E†γ

{
V̂ · Eγ {σzi }

})
, (D.36)

which is our final approximation. The approximation resembles a “doubled” version of the
Loschmidt echo, which depends on both the fidelities of a local operator σzi at time zero and
a local operator V̂ at time t.

To understand how this approximation depends on the local noise rate γ, we invoke the
results of Ref. [223]. There, it was argued that for ergodic many-body quantum dynamics,
the decay of the Loschmidt echo,

Nγ(M̂) =
1

2N
tr
(
M̂ · E†γ{ Eγ{M̂} }

)
, (D.37)

4On a technical level, this requires assuming that the noise is unital. We expect non-unitality of the
noise channel to contribute at sub-leading order in γ; see the supplemental material of Ref. [223] for a full
discussion.
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is controlled by the effective space-time volume of the time-evolved operator M̂ ,

Nγ(M̂) ≈ exp
(
−2γ Vol

[
M̂(0→ t)

])
. (D.38)

Here, the space-time volume is defined as the integral over time of the size of the operator
M̂ ,

Vol
[
M̂(0→ t)

]
=

ˆ t

0

dt′S(t′), (D.39)

where the size is given by the (average) number of qubits that M̂ acts upon,

S(t′) =
∑
P

|cP (t′)|2SP , (D.40)

where M̂(t′) =
∑

P cP (t′) is the Pauli decomposition of M̂ at time t′ and SP =
(# of σx, σy, σz in P ) is the weight of the Pauli operator P . In principle, one should compute
this volume for time-evolution under the noisy quantum channel [223]. However, to estimate
the leading order dependence in γ we can substitute the volume under unitary evolution.
In short-range interacting systems, the space-time volume is proportional to the volume of
the operators’ light-cone, and Eq. (D.38) simply states that only errors within the light-cone
contribute to the decay of the Loschmidt echo.

We can straightforwardly apply this approximation to the sensitivity in Eq. (D.41). The
first quantum channel (applied to σzi ) contributes a factor γVol[σzi (0→ t)] to the exponent.
The final quantum channel (applied to V̂ ) contributes a factor γVol[V̂ (0 → t)]. The only
subtlety is the middle quantum channel (applied to V̂ · Eγ{σzi }). This contributes a factor
proportional to the space-time volume of the product of σzi and V̂ , where the former is local
at the end of the evolution and the latter at the beginning. In a slight abuse of notation, we
denote this quantity as Vol[σzi (t→ 0) ∪ V̂ (0→ t)]. Putting it all together, we estimate

∂φ〈V 〉φ ≈
1

2

N∑
i=1

exp
(
−γ
(
Vol
[
σzi (0→ t)

]
+ Vol

[
V̂ (0→ t)

]
+ Vol

[
σzi (t→ 0) ∪ V̂ (0→ t)

]))
.

(D.41)
The relevant light-cones are depicted visually in Fig. D.7. Note that the volume of the
product will (typically) be upper bounded by the sum of the individual volumes. This gives
a lower bound on the sensitivity,

∂φ〈V 〉φ &
(

1

2

N∑
i=1

exp
(
−2γVol

[
σzi (0→ t)

]))
· exp

(
−2γVol

[
V̂ (0→ t)

])
=
N

2
· Nγ(σzi ) · Nγ(V̂ )

(D.42)

The first term is given by N/2 multiplied by the average Loschmidt echo of σzi . This corre-
sponds to the loss in polarization of the first butterfly trajectory. The second term is given
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by the Loschmidt echo of V̂ , and corresponds to the loss of coherence between the first and
second trajectories of the butterfly state.

Let us consider this final expression for a system with local interactions in d dimensions.
We assume local operators spread ballistically with a butterfly velocity vB, resulting in an
operator size S(t) ≈ (vBt)

d and a volume Vol[V̂ (0→ t)] ≈ Vol[σzi (0→ t)] ≈ 1
(d+1)vB

(vBt)
d+1.

To reach a fully scrambled state, we take t ≈ N1/d/vB, which leads to a sensitivity

∂φ〈V 〉φ &
N

2
exp

(
− 4

d+ 1

γ

vB
N

d+1
d

)
. (D.43)

We utilize this expression to estimate the sensitivity under decoherence for the dipolar Ry-
dberg atoms and superconducting qubits.
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Figure D.6: Numerical simulations of our protocol with four proposed experimental plat-
forms: (a) Rydberg dipolar atoms in two-dimensions, i.e. Eq. D.13 with a/rij = 1 for nearest
neighors; (b) atoms in an optical cativity, i.e. Eq. (D.27-D.28), with (left) s = −1

2
and (right)

s = 1
2
; (c) superconducting qubits with analog interactions, Eq. D.29; (d) trapped ions under

a non-local, random unitary circuit. In (a),(c), and (d), the protocol with local controls is
performed and the initial state is a random product state in the X basis (averaged over ∼ 10
realizations). In (b), we implement the protocol with global controls and a fully polarized
state initial state, |0〉 = |+〉⊗N . The circuit geometry for the trapped ion simulations is
shown in (d). Each layer consists of N/2 two-qubit gates (yellow), acting on random pairs
of qubits, and a random-qubit rotation on each of the qubits (blue).
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Figure D.7: Illustration of the effect of errors on our sensing protocol. Errors within the
light-cone of V̂ (red dashed areas) suppress the coherence between the two trajectories of
the butterfly state. Errors within the light-cone of a local polarization operator σzi (blue
dashed areas, shown for a representative polarization operator) suppress the polarization of
the first trajectory of the butterfly state. The sensitivity of the protocol is affected by both
types of errors, and is thus suppressed proportional to the local error rate γ multiplied by
the space-time volume of the four light-cones. Note that initialization and readout errors
can be included in this diagram as well; since they only act at times when the light-cones
have size one, they have only an O(1) effect on the sensitivity.
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Appendix E

Details on adiabatic preparation of
thermofield double states

E.1 Thermofield double dynamics from the eigenstate
thermalization hypothesis

In the beginning of this section, we provide a condensed derivation of the results from
Ref. [61], which computes the matrix elements of the coupled Hamiltonian using the eigen-
state thermalization hypothesis (ETH). We begin with a short summary of the ETH, and
then turn to the coupled Hamiltonian. In the latter half of this section, we build upon this
framework to analyze the low-energy dynamics of the Maldacena-Qi Hamiltonian. We show
that the low-energy Hamiltonian derived from ETH agrees exactly with the dynamics of the
“graviton” mode in Ref. [170]. In the final subsection, we discuss and quantify corrections to
the ETH framework.

Review of the eigenstate thermalization hypothesis

Consider a many-body Hamiltonian H with eigenstates |i〉 and energies Ei. The ETH
posits that the matrix elements of few-body operators in the energy eigenbasis, are described
as follows. First, the diagonal matrix elements are given by the expectation value of the
operator in the corresponding thermal state,

Aii ≡ 〈i|A |i〉 ≈ tr(ρβiA). (E.1)

Here, ρβ = e−βH/ tr
(
e−βH

)
is the thermal density matrix, and βi is the inverse temperature

such that tr(ρβiH) = Ei. Second, the off-diagonal matrix elements are given by

Aij ≡ 〈i|A |j〉 = e−Sij/2 fij r
A
ij. (E.2)

Here, Sij = S(Eij) is the entropy of a thermal state, at temperature βij corresponding to the
average energy Eij = (Ei +Ej)/2. The function fij = f(Eij, ωij) is a smooth function of the
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average energy Eij and the energy difference ωij = Ei−Ej. Finally, the rAij are independent
Gaussian random variables with zero mean and unit variance.

One can better understand the second formula by examining the auto-correlation function
of the operator A. Decomposing A in the energy eigenbasis, we have

Gβ(t) = tr
(
A(t)ρ1/2A(0)ρ1/2

)
=

1

Z
∑
ij

e−βEijeiωijt|Aij|2 ≈
1

Z
∑
ij

e−βEijeiωijte−S(Eij)|fij|2

(E.3)
Here, we work with a particular thermal regularization of the auto-correlation function for
later convenience (The analogous expression for the usual auto-correlation function can be
obtained by shifting t → t + iβ/2.). In the final step, we assume that the squared ran-
dom variables can be approximated by their average (that is, one), since the sum is over
exponentially many matrix elements.

Changing coordinates from Ei, Ej to Eij, ωij, and converting the sums to integrals, we
have:

Gβ(t) =
1

Z

ˆ
dEe−βE+S(E)

ˆ
dω
[
eS(E+ω/2)+S(E−ω/2)−2S(E)

]
eiωt|f(E,ω)|2

≈
ˆ
dω
[
eS(Eβ+ω/2)+S(Eβ−ω/2)−2S(Eβ)

]
eiωt|f(Eβ, ω)|2

≈
ˆ
dωeiωt|f(Eβ, ω)|2.

(E.4)

In the second line, we use the standard saddle point approximation for the thermodynamic
limit. In the third line, we note that the difference of entropies vanishes to leading order in
ω2/N . Taking the Fourier transform, we have:

G̃β(ω) ≡
ˆ
dt e−iωtGβ(t) ≈ |f(Eβ, ω)|2. (E.5)

We see that the function f(Eij, ωij) is simply the Fourier transform of the auto-correlation
function. For local Hamiltonians, the support of the Fourier transform is tightly constrained
within the band |ω| . β−1, and for large ω decays as f(Eβ, ω) ∼e−βω.

Matrix elements of the coupled Hamiltonian

We will work in a slightly more general context than the specific SYK Hamiltonian
presented in Chapter 6. For any Hamiltonian H, we consider the coupled Hamiltonian

H = HL +H∗R − µ
N∑
i=α

Oα
LO

α,∗
R , (E.6)

which acts on two copies of the original system. For generality, we allow the Hamiltonian
to be complex, in which case the left system should be acted upon by H and the right
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system by its complex conjugate H∗. We work with bosonic coupling operators Oα for
simplicity, to avoid subtleties associated with defining matrix elements of fermionic operators.
Nonetheless, we will show that our final expressions are consistent with those obtained for
fermionic couplings in the low-temperature and large-q limits of the SYK model.

We will now compute the matrix elements of the coupled Hamiltonian in the energy
eigenbasis formed by the two single-sided Hamiltonians. That is, for the two-sided system,
we construct a complete basis of states |ij∗〉 = |i〉 ⊗ |j∗〉, where |i〉 is an eigenstate of HL

with energy Ei and |j∗〉 is an eigenstate of H∗R with energy Ej. The matrix elements of HL

and H∗R in this eigenbasis are clearly diagonal,

〈lk∗|HL +H∗R |ij∗〉 = (Ei + Ej) · δilδjk. (E.7)

Meanwhile, the matrix elements of the coupling can be expressed using the ETH:

〈lk∗|
N∑
α=1

Oα
LO

α,∗
R |ij∗〉 =

N∑
α=1

Oα
li (Oα

kj)
∗ =

N∑
α=1

e−
Sli+Sjk

2 fαlif
α
jkr

α
lir

α
jk. (E.8)

Here, we assume that the operators have no thermal expectation values (if they do, it is a
constant term that can simply be subtracted from each operator in the coupling). This is
guaranteed in the SYK model since the operators are fermionic.

In general, the hopping matrix elements above have wildly varying phases for different
initial and final states. This simplifies in one particular instance: when both the initial and
final state are “diagonal” in the energy eigenbasis, i = j and k = l. Within this subspace of
states, the matrix elements of the coupling drastically simplify,

〈kk∗|
N∑
α=1

Oα
LO

α,∗
R |ij∗〉 = e−Sik

N∑
α=1

|fαik|2|rαik|2 ≈ e−Sik
N∑
α=1

|fαik|2. (E.9)

Notably, the matrix elements are positive for all values of i, k. Thus, despite each matrix ele-
ment having exponentially small magnitude, they can constructively interfere when summed
over many eigenstates.

The thermofield states that we are interested in lie entirely in the diagonal sector above.
Namely, for inverse temperature β, the thermofield double state takes the form

|TFD〉 =
∑
i

e−βEi/2

tr(e−βH)
|ii∗〉 . (E.10)

This motivates us to restrict our analysis to states within the diagonal sector. In principle,
one might worry that this restriction is not valid, if diagonal states “leak” significantly to
off-diagonal states, i.e. |ij∗〉 with i 6= j, under the dynamics of the coupled Hamiltonian.
With this in mind, we will benchmark our approximation by comparing our results that
follow to existing calculations for the SYK model in certain limits, and our own numerics.
We find that this approximation is, to a large extent, justified for the SYK Hamiltonian.
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In summary, restricting to the diagonal sector of states, the coupled Hamiltonian has
matrix elements,

Hkk∗,ii∗ = 2Eiδik + µNe−Sik |fik|2, (E.11)

where we denote the average auto-correlation function as |fik|2 ≡ 1
N

∑N
α=1 |fαik|2. The first

term resembles an on-site potential energy, while the second term induces hoppings between
nearby states. In the following section, we will derive a continuum approximation for this
Hamiltonian and show that it corresponds to a simple semi-classical harmonic oscillator.

Continuum approximation for the coupled Hamiltonian

To derive a continuum approximation for the coupled Hamiltonian, let us assume that
the wavefunction of our state takes the form:

|ψ〉 =
∑
i

e−S(Ei)/2 · ψ(Ei) |ii∗〉 , (E.12)

where the amplitudes ψ(Ei) vary smoothly with the energy Ei. The prefactor e−S(Ei)/2

corresponds to the inverse square root density of states, which guarantees that the function
ψ(Ei) is normalized,

ˆ
dE |ψ(E)|2 ≈

∑
i

e−S(Ei) · |ψ(Ei)|2 = 〈ψd〉ψd = 1. (E.13)

We will derive an effective Schrodinger’s equation for the continuum wavefunction ψ(E).
Taking a time-derivative using i∂t |ψ〉 = H |ψ〉, and restricting to the diagonal basis, we have

i
∑
i

e−S(Ei)/2 · ∂tψ(Ei) |ii∗〉 =
∑
i

e−S(Ei)/2 · ψ(Ei) ·
∑
k

Hkk∗,ii∗ |kk∗〉 . (E.14)

or, taking the inner product with a given basis state 〈ii∗| and using the matrix elements
Eq. (E.11),

i∂tψ(Ei) = 2Ei · ψ(Ei)− µN
∑
k

e
1
2

(Si−Sk−2Sik)|fik|2 · ψ(Ek). (E.15)

As we noted previously, the first term corresponds to an on-site potential in the and the
second term to hoppings between different energies. Using the fact that the summand is a
smooth function of the energy, we can make a continuum approximation,

i∂tψ(Ei) ≈ 2Ei · ψ(Ei)− µN
ˆ
dEk e

1
2

(Si+Sk−2Sik)|fik|2 · ψ(Ek)

≈ 2Ei · ψ(Ei)− µN
ˆ
dωik |f(Ei + ωik/2, ωik)|2 · ψ(Ei + ωik)

(E.16)
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In the second line we switch integration coordinates to ωik = Ei − Ek, and use that
e

1
2

(Si+Sk−2Sik) ≈ e−ω
2
ikβ

2/8cN ≈ 1. Here, c ∼ O(1) is the specific heat, and the exponen-
tial is near one because ωikβ ∼ O(1) due to the factor of f . Finally, let us Taylor expand
ψ(Ei + ωik) ≈ ψ(Ei) + ωik∂Eiψ(Ei) + (ω2

ik/2)∂2
Ei
ψ(Ei) to obtain an effective Schrodinger

equation

i∂tψ(E) ≈ 2E · ψ(E)− µN
[
a(E)ψ(E) + b(E)∂Eψ(E) + c(E)∂2

Eψ(E)
]
, (E.17)

with coefficients

a(E) =

ˆ
dω |f(E + ω/2, ω)|2 ≈

ˆ
dω |f(E,ω)|2 = Gβ(E)(0),

b(E) =

ˆ
dω ω · |f(E + ω/2, ω)|2 ≈

ˆ
dω ω2 · f(E,ω)∂Ef(E,ω) ∼ O

(
1

βN

)
,

c(E) =
1

2

ˆ
dω ω2 · |f(E + ω/2, ω)|2 ≈ 1

2
G
′′

β(E)(0).

(E.18)

The linear term is suppressed by 1/N because f(E,ω) is even in ω if the dynamics are time-
reversal invariant, and each derivative applied to the first argument of f gives a factor of
1/N . In the final line, we use double primes to denote the second time-derivative of G′′β(E),
evaluated at t = 0.

To write this equation in a nicer form, let us switch coordinates to the energy density,
e ≡ E/N , and drop the linear term in the thermodynamic limit. This gives

iN−1∂tψ(e) ≈
[
2e− µGβ(e)

]
· ψ(e)− µG′′β(e)

N−2∂2
e

2
ψ(e). (E.19)

This is the usual single-particle Schrodinger equation for a particle in a potential V (e) =
2e−µGβ(e) with (position-dependent) mass, m = (µG

′′

β(e))
−1. The effective Planck’s constant

is N−1, which is small in the thermodynamic limit. We expect this Schrodinger equation to
describe the low-energy physics in the diagonal sector of states.

Low-energy dynamics of the coupled Hamiltonian

We can simplify the Schrodinger equation even further by Taylor expanding about its
potential minimum. The minimum occurs at the energy density that solves the equation,

2 = µ∂eGβ(emin). (E.20)

Thus, the minimum is set by the value of µ. Nearby this minimum, we can expand the
potential to quadratic order,

2e− µGβ(e) ≈ constant +
µ∂2

eGβ(emin)

2
e2. (E.21)
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We can also approximate the mass by its value at the potential minimum emin. Thus, nearby
the potential minimum, the behavior of the diagonal sector is described by a simple harmonic
oscillator,

iN−1∂tψ(e) ≈
(
constant +

µ∂2
eGβ(emin)

2
e2

)
· ψ(e)− µG′′β(emin)

N−2∂de
2

2
ψ(e), (E.22)

with spring constant k(µ) = µ∂2
eGβ(emin) and mass m(µ) = (µG

′′

β(emin))
−1.

Applying standard formulas for the quantum harmonic oscillator, the ground state of the
coupled Hamiltonian with coupling strength µ is

ψgs(e;µ) =

(
Nmω

π

)1/4

exp

(
−Nmω

2
(e− emin)2

)
, (E.23)

where again m,ω, emin depend on µ, and we define the frequency

ω(µ) =

√
k(µ)

m(µ)
= µ

√
∂2
eGβ(emin) ·G′′β(emin). (E.24)

The ground state has average energy density emin(µ) and standard deviation
√
Nmω. The

Hamiltonian is gapped, with

∆diag(µ) = N
(
N−1ω(µ)

)
= ω(µ). (E.25)

The factor of N arises when we convert to energies instead of energy densities, and the factor
of N−1 is the effective Planck’s constant. Within the low-energy approximation, the excited
states are simply the higher eigenstates of the quantum harmonic oscillator. We note this
discussion only concerns excited states within the diagonal sector, and neglects potential
off-diagonal excited states (which lie outside our approximation, and may have a smaller gap
than ∆diag [170]).

Finally, we can ask how close the ground state is to our desired state, the thermofield
double. The thermofield double state has a wavefunction

ψtfd(e; β) =
e(S(e)−βNe)/2

tr(e−βH)
≈
(
Nβ2

c

)1/4

exp

(
−Nβ

2

2c
(e− eβ)2

)
, (E.26)

where we obtain the latter expression by Taylor expanding the entropy, where c is the specific
heat at inverse temperature β. Like the ground state [Eq. (E.23)], the thermofield double
state has a Gaussian wavefunction, with average energy density eβ and standard deviation√
Nβ2/c. For a desired inverse temperature β, we can maximize the overlap of the actual

ground state with the desired thermofield double state by setting µ such that emin(µ) = eβ.
With this choice, the states have a many-body overlap which is O(1). We note that in
general, the many-body overlap is not unity because the widths of the two wavefunctions
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may differ by an O(1) factor. More importantly, we expect corrections to the ground state
due to off-diagonal matrix elements to cause the many-body overlap with the thermofield
state to decay exponentially in system size [170]. Nonetheless, we expect local observables
and correlation functions in the ground state to remain close to those in the thermofield
double state, as has been verified at low temperatures in the SYK model [170].

Parameters for the SYK model and comparison to known results

We can benchmark our approximation by calculating the parameters of our Hamiltonian
in the analytically solvable limits of the SYK model. We begin with the large-q limit, which
has been analyzed in Refs. [151, 170]. The auto-correlation function is

Gβ(t) =

(
αβ

J cosh(αβt)

)2/q

, (E.27)

where the energy scale αβ is set by the temperature via αβ = J cos(αββ/2). Our effective
Schrodinger equation becomes

iN−1∂tψ(e) ≈
[
2e− µ

(αβ(e)

J

)2/q
]
· ψ(e)− µ

2α2
β(e)

q

(αβ(e)

J

)2/q N−2∂2
e

2
ψ(e). (E.28)

To compute further, we can convert between energy density and temperature using the
following expression for the large-q SYK model [93],

eβ = (J/q2) sin(αββ/2) =
J

q2

√
1− (αβ/J)2, (E.29)

which in turn gives the specific heat, ∂β/∂e ≡ −β2c−1. In principle, this allows one to
compute

∂eGβ(e) =
∂β

∂e
· 2

q

∂ log(αβ)

∂β
Gβ(e) (E.30)

and

∂2
eGβ(e) =

2

q
Gβ(e)

[
∂2β

∂e2
· ∂ log(αβ)

∂β
+

(
∂β

∂e

)2
(
∂2 log(αβ)

∂β2
+

2

q

(
∂ log(αβ)

∂β

)2
)]

. (E.31)

However, the algebra become unwieldy.
We will content ourselves to analyze the behavior in the low-temperature limit, and show

that our effective Schrodinger equation recovers that computed from the large-N analysis
in Ref. [170]. At low temperatures, βJ � 1, we have αβ ≈ π/β − 2π/(β2J), ∂β/∂e ≈
−(q2/2π2)β3J , and ∂ log(αβ)/∂β ≈ −1/β. In this limit, our Schrodinger equation becomes

iN−1∂tψ(e) ≈
[

2e− µ
(

π

βeJ

)2/q
]
· ψ(e)− µ2π2

qβ2
e

(
π

βeJ

)2/q
N−2∂2

e

2
ψ(e). (E.32)
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The potential minimum lies at inverse temperature βemin = πJ−1
(
q
2
µ
J

)− 1
2−2/q . Expanding

about the potential minimum, we find the harmonic oscillator

iN−1∂tψ(e) ≈
[
constant +

2q2β2J

π2

(e− emin)2

2

]
· ψ(e)− 4π4

q2β4J

N−2∂2
e

2
ψ(e), (E.33)

where we abbreviate βemin as β. The oscillator has spring constant, mass, and frequency

k =
2q2β2J

π2
, m =

(
4π4

q2β4J

)−1

, ω =

√
k

m
=

2π
√

2

β
. (E.34)

The oscillator frequency precisely matches that of the “graviton mode”, given in Eq. (4.37) of
Ref. [170]. (Note that, in their work, t′ = 2π/β and the large-q limit corresponds to ∆→ 0.)
We have also checked that oscillator frequency at finite-q derived from the ETH framework
is ω = 2π

√
2(1−∆)/β, again in agreement with Ref. [170].

Self-consistency of the diagonal approximation

In the previous sections, we simplified our analysis of the coupled Hamiltonian by re-
stricting to its action on diagonal states, of the form

∑
i ψ(Ei) |ii∗〉. This was motivated by

the fact that both the initial and desired final state of our preparation protocol (i.e. EPR
pairs and the thermfield double state) lie in the diagonal sector, and by the particularly sim-
ple form of the hoppings between diagonal states. This approximation also closely resembles
the ladder diagram approximation made in Ref. [170]. In this section, we provide a basic
self-consistency check to measure the accuracy of this approximation.

Our check is to compute the variance of the coupled Hamiltonian in its putative ground
state. (We thank Daniel Jafferis for this idea.). To do so, let us expand the Hamiltonian
into its diagonal and off-diagonal components, H = Hd +Hod, where Hd contains all matrix
elements between states of the form |ii∗〉, and Hod contains all other matrix elements. In
the previous section, we obtained the ground state |ψd〉 of the diagonal component Hd. The
variance of the Hamiltonian in state |ψd〉 thus arises solely from the off-diagonal component,

〈ψd|H2 |ψd〉 − 〈ψd|H |ψd〉2 = 〈ψd|H2
od |ψd〉 = µ2

∑
j,j′

〈ψd| (iψjLψjR)od(iψj
′

Lψ
j′

R)od |ψd〉 , (E.35)

where we use the subscript to denote that we are considering only off-diagonal matrix ele-
ments. The leading contribution to this correlation function comes from contracting ψjL with
ψj
′

L and ψjR with ψj
′

R . This restricts j = j′, and gives a variance

〈ψd|H2 |ψd〉 − 〈ψd|H |ψd〉2 ≈ µ2N, (E.36)

which indicates energy fluctuations of order µ2 per fermion. At low temperatures, these
fluctuations are much smaller than the energy scale of the local dynamics, β−1, since µβ ∼
(βJ)−1+2/q � 1. A similar validity condition was derived in Ref. [170] based on arguments
regarding the gravitational dynamics of the SYK model. Here, we show that the same
approximation and validity conditions can be derived solely from knowledge of the two-point
function of the single-sided Hamiltonian, using the ETH framework of Ref. [61].
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E.2 Analysis of quantum adiabatic protocol
In Chapter 6, we outlined how the quantum adiabatic theorem enables one to prepare

the ground state of the coupled Hamiltonian with high fidelity, by slowly interpolating the
coupling strength from a large to small value. Here, we estimate the time required to achieve
this to within a small many-body infidelity. We do so by leveraging the harmonic oscillator
approximation (see previous section) to calculate the error in the quantum adiabatic protocol.

The dominant errors in the quantum adiabatic protocol arise from leakage to the first
excited state of the harmonic oscillator. By Fermi’s golden rule, this leakage occurs at a rate

∂t
(
|〈ψgs|ψgs〉|2

)
≈ −|〈ψexc|∂t|ψgs〉|2

∆diag
, (E.37)

where |ψgs〉, |ψexc〉 are the ground state and first excited state, respectively, and ∆diag is the
gap in the diagonal sector (see Appendix E.1). This approximation neglects any leakage
into “off-diagonal” states. Notably, in the SYK model, the matrix elements and gap of
such contributions scale identically to those of diagonal states [170], and thus they will only
increase the error by a constant factor.

The time-dependence of the ground state arises from its dependence on the coupling µ,
which we vary along an adiabatic path µ(t/T ) where µ(0) = µi � J and µ(1) = µf � J .
Here, T is the total time of preparation. The total error in the quantum adiabatic protocol
is thus ˆ T

0

dt
|〈ψexc|∂µ|ψgs〉|2

∆diag
· (∂λµ)2

T 2
=

1

T

ˆ 1

0

dλ
|〈ψexc|∂µ|ψgs〉|2

∆diag
· (∂λµ)2, (E.38)

where each variable depends implicitly on λ.
The leading order contribution to the matrix element above arises from the shift in the

center position of the harmonic oscillator. We can compute the derivative with respect to
the center position,

|〈ψexc|∂emin|ψgs〉|2 =

√
2

1/(Nmω)
. (E.39)

The latter expression is proportional to the inverse width squared of the ground state wave-
function.

To proceed further, it is convenient to re-express all variables, integrals, and derivatives
in terms of the temperature β−1

emin
(abbreviated as β from hereon). For convenience, we also

specify to the SYK model at low temperatures. Taking |∂λβ−1| ∼ β−1 to ensure a constant
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relative rate of change, we find a total error

1

T

ˆ 1

0

dλ
|〈ψexc|∂µ|ψgs〉|2

∆diag
· (∂λµ)2 =

1

T

ˆ 1

0

dλ
|〈ψexc|∂β−1|ψgs〉|2

∆diag
· (∂λβ−1)2

=
1

T

ˆ β−1
f

β−1
i

dβ−1 β−1 · |〈ψexc|∂β−1|ψgs〉|2
∆diag

∼ 1

T

ˆ β−1
f

β−1
i

dβ−1 β−1 · Nmω
ω
· |∂β−1emin|2

∼ 1

T

ˆ β−1
f

β−1
i

dβ−1 β−1 ·Nβ4J · (βJ)−2

=
N

JT

ˆ β−1
f

β−1
i

dβ−1 1

β−1

=
N

JT
log(βi/βf ).

(E.40)

In the second line, we change integration coordinates and apply |∂λβ−1| ∼ β−1. In the third
line, we change coordinates in the derivative and apply Eq. (E.39). In the fourth through
sixth lines, we express all variables in terms of β−1 and evaluate the integral.

Applying the above expression, to ensure that the many-body infidelity in the adiabatic
protocol is less than ε, we must take

T &
N

Jε
log(βi/βf ). (E.41)

As discussed in Chapter 6, the time scales linearly in the system size, since the quantum
adiabatic theorem guarantees a highmany-body fidelity in the resulting state. In the following
section, we address how to achieve a high local fidelity in order one times, leveraging our
semi-classical approximation for the wavefunction’s dynamics.

E.3 Analysis of semi-classical adiabatic protocol
As outlined in Chapter 6 and Appendix E.1, the low-energy dynamics of the coupled

Hamiltonian are described by a semi-classical harmonic oscillator in the large-N limit. In
Chapter 6, leveraging this mapping, we argued that the notion of classical adiabaticity allows
us to efficiently prepare a semi-classical approximation of the thermofield double state inO(1)
time. In this section, we provide a more detailed analysis of this scenario.

The Hamiltonian of our semi-classical approximation is equivalent to that of a particle
in a harmonic oscillator,

H =
1

2m(t)
p2 +

1

2
k(t) [q − qc(t)]2 , (E.42)
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where the position q corresponds to the energy density, and the momentum p is its canonical
conjugate. Here, the mass m, spring constant k, and center qc will vary in time through
their dependence on µ, the coupling strength in the coupled Hamiltonian [see Appendix E.1
for full details].

The coordinates evolve in time according to Hamilton’s equations of motion,

q̇ =
∂H

∂p
=

1

m
p,

ṗ = −∂H
∂q

= −k(q − qc),
(E.43)

where we suppress the time-dependencies for convenience. In what follows, it will be con-
venient to work in a moving (and, potentially, accelerating) frame about the center of the
harmonic oscillator. To do so, we define the new variables

δq = q − qc, δp = p−mq̇c, (E.44)

which, by straightforward algebra, undergo their own equations of motion,

δq̇ =
1

m
δp,

δṗ = −kδq − (ṁq̇c +mq̈c),
(E.45)

The final term, in parentheses, corresponds to the fictitious force induced by a non-inertial
frame. When the mass is constant in time, ṁ = 0, the frame is inertial when the center
has zero acceleration, q̈c = 0, as expected. When the mass varies in time, the condition
for the frame to be inertial corresponds to the requirement that the fictitious force vanish,
q̈c = −(ṁ/m)q̇c.

We are interested in how the system evolves as we vary µ slowly from an initial value
µi to a final value µf . To describe this interpolation, let us introduce a function µ(λ) with
λ ∈ [0, 1], and the endpoints µ(0) = µi and µ(1) = µf . We take the value of the coupling at
time t to be µ(t/T ), where T is the total time of our interpolation. We would like to know
how large T must be, such that the particle remains near to the center of harmonic oscillator
throughout the interpolation.

To estimate this, let us first make a simplifying assumption: that the frame is inertial for
all times besides the start and end point, t ∈ (0, T ). This can be achieved with a suitable
choice of µ(λ). We discuss the effect of a non-inertial frame at the end of our computation.

In the inertial frame, there are three contributions that cause the particle to deviate from
the center of the harmonic oscillator. First, at time zero, the jerk from the stationary frame
to the moving frame causes the particle to instantaneously acquire a velocity vi = q̇c|t=0 in the
moving frame. This corresponds to an energy Ei = 1

2
miv

2
i . Second, as we time-evolve from

time zero to T , this initial energy Ei may change as a result of our changing the parameters
k,m. We address this using the notion of adiabatic invariants in the following paragraph.
Finally, at time T , the jerk from the moving frame back to a stationary frame causes the
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particle to instantaneously acquire an additional velocity ∆vf = −q̇c|t=T . Assuming the jerk
occurs at a random point in the particle’s oscillation, this contributes an additional energy
∆Ef = 1

2
mfv

2
f .

It remains only to compute the second process: the change in the initial energy Ei as
a result of the change in parameters k,m from time zero to T . To do so, we leverage the
notion of an adiabatic invariant. For a classical mechanical system with closed orbits in
phase space, the classical adiabatic theorem states that the area enclosed by the orbits in
phase space remains constant under a slow change in the Hamiltonian parameters [10]. This
is easily derived in the case of the harmonic oscillator. The time-derivative of the energy is

Ė =
1

2
k̇δq2 +

1

2
˙(m−1)δp2. (E.46)

Assuming δq and δp oscillate much faster than the parameters change (specifically, that
k̇/k, ṁ/m � 1), we can approximate the squared coordinates in the above expression by
their average values, δq2 → E/k and δp2 → E/m−1. This gives

Ė

E
=

1

2

k̇

k
+

1

2

ṁ−1

m−1
, (E.47)

which is easily solved to give
E

ω
= constant, (E.48)

where ω =
√
k/m is the frequency of the oscillator. This ratio of the energy to the frequency

is the adiabatic invariant of the harmonic oscillator.
Applying the classical adiabatic theorem to our problem, we find that the initial energy

Ei at time zero is propagated to an energy Ei(ωf/ωi) at time T . Adding to this the energy
of the final jerk, we find that the final energy of the particle after adiabatic evolution is given
by

Ef = Ei(ωf/ωi) + ∆Ef =
1

2

miωf
ωi

v2
i +

1

2
mfv

2
f . (E.49)

To interpret this in the context of the SYK model, we can use the formulas in Appendix E.1 to
derive the uncertainty in temperature of our approximate thermofield double state. Setting
mi ∼ J−3, ki ∼ J−1, vf ∼ 1/T for the large-µ initial state, and mf ∼ β4J, kf ∼ β2J, vf ∼
1/(β2JT ) for the small-µ final state, we have a final energy

Ef ∼ O

(
N

1

βJ
J−3(J/T )2

)
+O

(
Nβ4J

1

(β2JT )2

)
= O

(
N

βJ2T 2

)
+O

(
N

JT 2

)
. (E.50)

The velocities are set according to ėmin = (∂e/∂β)β̇ ∼ (µ̇/µ)/(β2J). Assuming µ̇/µ ∼
O(1/T ), this quantity is O(J/T ) at large µ and O(1/(β2JT )) at small µ. The second term
above is leading, and translates to a relative uncertainty in temperature,

δβ−1

β−1
= β

∣∣∣∣∂β−1

∂E

∣∣∣∣Ef =
1

β

∣∣∣∣∂β∂e
∣∣∣∣ EfN = O

(
β2

T 2

)
. (E.51)
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Thus, the relative uncertainty in temperature is small whenever the time of preparation is
much larger than the time-scale β of the low temperature dynamics. The relative error in
local correlation functions will be determined by propagating the uncertainty in temperature
to the correlation function, and will be suppressed by the same factor.

Finally, we address the effect of a non-inertial frame. At leading order, the non-inertial
frame can be incorporated by noting that the fictional force simply shifts the effective center
of the harmonic oscillator from qc to qc,eff ≡ qc + k−1(ṁq̇c + mq̈c). Assuming the particle’s
oscillations track the effective center, this leads to an additional energy (1/2)kf (qc,eff − qc)2

at time T . This additional energy can be tuned to be small by reducing the acceleration of
the non-inertial frame near time T . Otherwise, it generically contributes as ∼mfv

2
f/(ωfT )2,

which is subleading in 1/(ωfT ) compared to the previous contributions.
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