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EPIGRAPH

It’s hard to imagine a surer sign that one is dealing with an irrational economic system than the
fact that the prospect of eliminating drudgery is considered to be a problem.

David Graeber

I am trying to make the deadly serious point that, as of today, an economic utopia is not wishful
thinking but, in some substantial degree, the necessary alternative to self-destruction.
The moral challenge and the grim problem we face is that the life of affluence and pleasure
requires exact discipline and high imagination.

Alan Watts

In my darker moments I reflect on the fact that caring about politics is a mental illness, kind
of— what it is is essentially a mad and desperate search for a sense of control. It’s to feel like
you have some sort of say over what’s going to happen, even though deep down in your darkest
heart you know it’s not true. You know that you are totally at the whims of history and fate,
the machinations of man and beast, and that you have very little say about where you end up.
Politics is a way to feel like, “maybe I can influence it.” For the most part that’s what it is, a big
displacement of one’s sense of helplessness. And that goes beyond caring about politics, it goes
to voting, to being involved and everything, because it really is an illusion—politics really is
beyond us for the most part. Huge forces like capitalism shape things beyond a scale that we
could ever even comprehend because we’re so small. But—and I’ve been trying to fight against
this for a year now because I don’t want to lose my way, [ don’t want to get stars in my eyes—but
I cannot get over this feeling, even when I’'m feeling at my darkest and most pessimistic, that
this is a moment that is the beginning of a chance to actually get closer to putting your hand
somewhere close to the levers of destiny. Not with this election, not with this primary, not even
with Bernie getting in—that’s just the opening of the door. You have to step through and you
have to walk. But I really feel like that if we have an ability as a species to come together in
a common recognition of humanity, that this is maybe our last chance to do it. But we might
actually be able to.

Matt Christman
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primary care specialties. In my fourth paper I test the influence of exogenous testosterone on the
tendency to cheat in a laboratory experiment. In my fifth paper I review and contrast various

methodologies for measuring effort in economics experiments.
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Chapter 1

Auditing with Rewards for Honesty

1.1 Abstract

Strategies to deter misbehavior often use auditing and punishments, but punishments may
be undesirable due to practical or ethical concerns. I test the effect of rewards for honest behavior
on cheating. Participants in an experiment were given an incentive to cheat, some probability
of audit, and a reward for honest behavior, a punishment for cheating, or both. I find that small
probabilities of large rewards are effective when combined with punishments, but small rewards
are ineffective or backfire. In a second experiment, I elicit beliefs about the social norms of
behavior in the first experiment through a coordination game. I find that auditing tends to reduce
the social norm against cheating when compared to control, but that large rewards combined
with punishments significantly increase the perceived appropriateness of behaving honestly.
These findings provide guidance for implementing rewards, and contribute to knowledge of how

auditing affects behavior.

1.2 Introduction

Cheating is an important behavior in situations wherein a party can exploit an information
asymmetry to their advantage, such as in reporting income to a tax authority or hours worked
to an off-site manager. Strategies to deter cheating have frequently involved the use of audits,

which with some probability detect cheating and punish the cheater. Economics research has



typically examined the impact of auditing on cheating through the lens of the economics-of-crime
approach, in which the gains from cheating are weighed against the probability and cost of
detection (Becker, 1968). This logic suggests, for example, that if the probability of detection is
low and costly to increase, then the size of the punishment should be increased, an insight which
has been influential in shaping real policing approaches.

In this paper, I experimentally test two questions that emerge from the incentives perspec-
tive of auditing. The first and central question: how do rewards for good behavior affect cheating?
The second: what effect do negligible changes in expected value from auditing schemes, as
produced from a low detection probability and small incentive, have on cheating?

The first motivation for studying these questions is straightforward; cheating can be
costly, and identifying incentive schemes that can reduce cheating, particularly cost-effective
ones, has clear policy value. Importantly, an optimal incentive structure is not necessarily one that
maximally deters cheating, but one that balances the level of deterrence against its cost. Consider
the example of fare evasion: if more is spent on enforcing fare payment than the enforcement
induces riders to pay, there is over-enforcement. There is a lack of clear causal evidence on the
cost-efficiency of auditing systems with negligible changes in expected value, as is the case when
fare evaders are very unlikely to be caught and fines are small. This cost-efficiency reasoning
is especially relevant however as a potential drawback of rewards, as they can be treated as
additional costs of enforcement, as opposed to punishments which generate revenue.

The second motivation is that in some circumstances punishments are not attractive for
moral reasons, and so even if rewards are less cost-effective than punishments they could still be
an attractive tool. Continuing the fare evasion example, those who have the strongest incentive
to free-ride are in poverty and could be greatly harmed by a fine. Rewarding good behavior
attenuates this dilemma. While this could also mean rewards going to those not in poverty, or
people who would’ve paid the fare regardless, these considerations should be weighed against the
ethical imperative to minimize suffering. Individuals may also prefer to face incentive structures

framed as rewards rather than as punishments, even if the expected payoffs of actions are the



same (e.g. Brink and Rankin, 2013). This may potentially improve the subjective welfare of
those who may be audited, or even allow for auditing systems to be implemented that would
otherwise engender push-back.

In a first experiment, I examine cheating behavior, with known audit probabilities and
rewards and/or punishments. The study was designed such that the expected value of cheating
or honesty was equal across various combinations of incentives (i.e. small punishments, small
rewards, and/or large rewards) and audit probabilities (i.e. a low 1% or a high 10%). The
equivalency of expected values provides clear comparisons of efficacy and is also theoretically
important, as the workhorse Becker (1968) model predicts that the effect of rewarding honesty
will be equivalent to punishing cheating so long as the expected utilities of each action are identi-
cal. This model also provides the baseline hypothesis that small rewards and punishments will
have a negligible effect in comparison to no auditing at all. While this relatively straightforward
expected utility model is useful to generate baseline predictions and to link this work to other
auditing research, these predictions are not shared by other behavioral models.

Loss aversion (Kahneman and Tversky, 1979), which describes the tendency of indi-
viduals to prefer avoiding losses to earning equivalent gains, has been found in a wide variety
of economically important contexts, including financial decision-making (Benartzi and Thaler,
1995), seller behavior in the housing market (Genesove and Mayer, 2001), and in abstract labora-
tory settings (Gneezy and Potters, 1997). In this context, loss aversion predicts that equivalently
sized punishments will have a larger behavioral effect than rewards. Relatedly, risk-as-feelings
(Loewenstein et al., 2001) predicts that individuals may process risks fearfully, thus making them
more effective than rewards, a hypothesis supported by a real-world tax auditing study (Bergolo
et al., 2017).

Several models also predict that small incentives may have an outsized impact. The
inverse s-shaped probability weighting function of Kahneman and Tversky (1979) captures that
individuals tend to treat low probability outcomes as if they were more likely, thus potentially

increasing the efficacy of unlikely incentives, both rewards and punishments. Previous studies



have also found that specific features of a reward structure are more heavily weighted, for
instance, people are more concerned with the size of a top prize rather than the expected value of
a lottery ticket (Garrett and Sobel, 1999; Forest, Simmons, and Chesters, 2000). An emphasis on
the potential upside of a reward, rather than just an evaluation of expected value, might make a
small probability of a large reward more effective than a larger probability of a small reward.

The results from this experiment show that rewards can be an effective aspect of incentive
systems, but that they may also be ineffective or even backfire. Furthermore, the efficacy of
rewards is contingent upon the particular manner in which the incentive system is structured, and
not simply upon changes in expected value of actions. Treatments in which participants faced a
small reward actually had a higher rate of cheating than control or their mirrored punishment
treatments, and the rate of cheating when participants faced a small reward actually increased as
the auditing rate increased. Conversely, treatments in which participants faced a large reward led
to a non-significantly lower rate of cheating than control, and combining a large reward with a
small punishment led to the lowest rate of cheating of any treatment tested.

Regarding negligible incentive changes, I find that a negligible change in expected value
from punishment led to a marginally significantly lower rate of cheating compared to control,
with an economically meaningful drop of 40% in the rate of cheating. While a higher chance of
audit and punishment produced an even lower rate of cheating, the difference between this and a
negligible punishment was not significant.

To further investigate the mechanism behind these results, I examine whether introducing
auditing may change the perceived social norms of cheating or behaving honestly, following
recent economics research which has emphasized the role of social-image concerns in the
decision to cheat (Abeler, Nosenzo, and Raymond, 2019; Gneezy, Kajackaite, and Sobel, 2018;
Khalmetski and Sliwka, 2019). A potential explanation for small rewards backfiring is crowding
out—-adding an undersized monetary incentive can sometimes be counterproductive, as it crowds
out the more powerful intrinsic motivations (e.g. Gneezy & Rustichini, 2000). If individuals

value adherence to perceived social norms, then strengthening or weakening those norms could



change behaviors. In the vein of Krupka and Weber (2011), in a second experiment I use a
coordination game to elicit beliefs of the social appropriateness of cheating or honest actions.

The results of this second experiment showed that most incentives, except for a negligible
change from rewards, reduced the perceived social norm against cheating when compared with
control. This is consistent with a larger chance of a small reward backfiring, but not consistent
with treatments that had punishments being effective. Large rewards combined with punishments
were also associated with an increase in the perceived appropriateness of behaving honestly,
significant when compared against 4 of the other 6 treatments.

The primary contribution of this paper is in demonstrating the behavioral changes from
rewards and from negligible auditing incentives. Small rewards were either ineffective or
actually backfired, which has important implications for the implementation of such incentives
in real-world settings, as well as for theories of the effects of auditing on behavior. Large
but improbable rewards, however, were more effective in reducing cheating, particularly when
combined with small punishments, and might be a useful tool for policymakers. My results
also support implementing punishments, even if they are small in magnitude and unlikely. An
implication of this finding is that it may be cost-effective to lower the auditing rate, as much of
the deterrence may be achieved with a low rate.

Secondly, this paper contributes to knowledge about the mechanisms through which
audits are effective. My findings contributes to research which shows that the effect of audits is
complex and sensitive to the particulars of the incentive structure, rather than directly driven by
changes in expected value (e.g. Laske, Saccardo, and Gneezy, 2018). In addition to changing the
expected value of actions, my second experiment provides evidence audits change the perceived
social norms of behavior, and can either reinforce or detract from the desired behavioral outcome.
It also shows though that behavior may not move in the same direction as perceived social norms,
leaving the importance of social norms in this context an open question.

The paper proceeds as follows. In section 2 I present Experiment 1, on cheating behavior.

In section 3 I present Experiment 2, on social norms. I discuss and conclude in section 4.



1.3 Experiment 1: Cheating Behavior

1.3.1 Model, Experimental Design, and Hypotheses
Model

In this study, I use a model based on Becker (1968) in order to generate baseline
expectations of behavior using a tractable framework. I expand the Becker model by including a
fixed intrinsic cost of cheating. This inclusion is based on a large body of literature in behavioral
economics which finds that most individuals are to some degree averse to lying or cheating
(e.g. Gneezy, 2005; Battigalli, Charness, and Dufwenberg, 2013; Fischbacher and Follmi-Heusi,
2013; Cappelen, Sgrensen, and Tungodden, 2013), and recent research which suggests that this
lying aversion is insensitive to the stakes at hand (Kajackaite and Gneezy, 2017). Evidence also
suggests that there is a distribution of types of cheaters, with some who will never cheat, some
who will cheat given sufficiently large incentives to do so, and some who will always cheat
given any positive incentive (Gneezy et al., 2013), which I model here as a distribution of fixed
cheating costs.

I use the assumption of a distribution of fixed intrinsic cheating costs to estimate broad
power calculations for Experiment 1 (see Appendix A.1), which I then use to help produce and
support my hypotheses.

Utility functions in this model have standard properties, and outcomes are dollar denomi-
nated, with a strictly positive utility value of each dollar. Risk aversion is assumed to not play a
significant role in such small stakes (Rabin, 2000), a common assumption in related studies (e.g.
Laske, Saccardo, and Gneezy 2018). When the expected utility of being honest, EUj, is larger
than the expected utility of cheating, EU,, the individual is honest, and vice versa. The monetary
components of this decision are the baseline (i.e. not related to audits) monetary outcomes if
they are honest, X, and if dishonest, Y. By construction in this study, ¥ > X. The probability
that their action is audited and whether they were truthful detected is p, and the consequence for

detected behavior is M. The intrinsic cost of cheating is L.



First, consider the model with participants facing a chance of rewards (r): the expected

utility of being honest (1) and cheating (2) are:

EUp,=(1—p)*UX)+pxU(X+M) (1.1)

EU.,=U(Y—L) (1.2)
Similarly, here is the model with a chance of punishment (k), with the expected utility of

being honest in (3) and cheating in (4)

EUpr=U(X) (1.3)

EUs=(1—p)xUY)+p*xU(Y —M—L) (1.4)

These equations hold that if the EU of honesty and cheating are the same across two
incentive structures, then behavior should be the same.
I test the following three hypotheses, which are produced by the model and power

calculations:

H]I: The rate of cheating will be significantly lower when the gap in expected value between

cheating and honesty is substantially reduced.

H2: Very small changes in the expected value of cheating will not lead to a significant difference

in the observed rate of cheating.

H3: Holding expected values constant, rewards for honest behavior will yield the same

proportion of subjects who cheat as punishments for cheating.



Experimental Design

Participants in the experiment play a one shot cheating game. In the game, the decision
maker observes the outcome of what is essentially a coin flip, with outcome [H,T] equally likely
with p = 0.5. The decision maker then faces a choice: whether to report H, which has a low
payoff, and T, which has a high payoff. In either case, they face some probability p, say p = 0.1,
of being audited, in which the true flip is revealed to the auditor and they are either rewarded or
punished according to the treatment.

This experiment was designed to facilitate comparisons are between punishments and
rewards. Accordingly, the amounts participants stood to earn from honesty or cheating were
calibrated across reward and punishment treatments such that the expected values of actions
were either identical or as similar as possible.

In a practical example from the experiment, in the 10% chance of reward treatment
honestly reporting an H earns $0.50 plus the chance of reward, and reporting a T earns $1.00
guaranteed. The expected value of being honest with a $1.00 reward is $0.60, so the difference in
expected value is still $0.40 in favor of misreporting. In the equivalent 10% chance of punishment
treatment, honestly reporting an H has a guaranteed value of $0.60, and dishonesty reporting a T
had a value of $1.10 minus the chance of being punished by one dollar. Thus in both treatments
the expected value of honesty is $0.60 and dishonesty $1.00, with a gap of $0.40. A comparison
of expected values of actions is presented in Table 1.

In the control treatment, participants were explicitly told they would not face any audit!.
Experimental Procedure

Participants were recruited via Amazon mTurk to participate in a 2-minute task, with a

posted pay rate of $0.10 for completion. Amazon MTurk is one of the largest online platforms

'A treatment in which participants were not informed at all about the possibility of audit was initially run to be
used as a control, and 14 of 80 (17.5%) of participants cheated. The treatment in which participants were explicitly
told they would not be audited was run in order to reduce the possibility that participants might assume there was a
surprise audit that they were not informed of, which would add a layer of ambiguity to interpreting results.



Table 1.1. Expected values of honesty and cheating in each treatment

Treatment EV of Honesty EYV of Cheating
Control $0.50 $1.00
1% Punishment $0.50 $0.99
1% Reward $0.51 $1.00
10% Punishment $0.60 $1.00
10% Reward $0.60 $1.00
1% Reward $10 $0.60 $1.00
1% Reward $10 & P $0.60 $0.99

for task-based work, in which individuals choose to accept posted tasks for some promised
payment upon satisfactory completion (as determined by the task lister). MTurk has recently
become widely used in the social sciences, and is used to study a variety of phenomena, such as
preferences for redistribution (Almas, Cappelen, and Tungodden, 2016) and the responsiveness of
deception to detection probabilities and the size of the fine (Laske, Saccardo, and Gneezy, 2018).
Upon accepting the task on MTurk, participants were directed to the online survey platform
Qualtrics where they participated in the experiment. After completing the task, participants were
given a matching code to enter into Qualtrics and thus receive payment according to their actions
and whether or not they had been audited.

Participants were first informed that they would see on the next screen with 0.5 probability
an image of a large letter H or a T, and that they would be asked to report which letter they saw.
For reporting an H, they would receive a low payment (either $0.50 or $0.60), and for reporting
a T they would receive a high payment (either $1.00 or $1.10). Amounts varied for a H or T in
order to make the expected gain of cheating equivalent between treatments. There were seven
treatments, and participants were randomly assigned to one just one, in that they never saw other
conditions. This determined the instructions which followed, which are summarized in Table 2
along with the number of participants in each treatment.

When ready, they clicked to proceed to the next screen, which displayed either an H or a

T, and a multiple choice button asking which letter was displayed. After responding, participants



Table 1.2. Summary of treatments

Treatment Description N
Control Participants are told that their answers would not be 122
checked for veracity.
1% Chance of Pun- Participants are told that there is a 1% chance that their 123
ishment report will be audited, and if they were found to be dis-
honest they would be penalized by $1.00 (thus reducing
their earnings to $0.10 for participating).
10% Chance of Participants are told that there is a 10% chance that their 123
Punishment report will be audited, and if they were found to be dis-
honest they would be penalized by $1.00 (thus reducing
their earnings to $0.10 for participating).
1% Chance of Participants are told that there is a 1% chance that their 118
Small Reward report will be audited, and if they were found to be honest
they would receive a bonus of $1.00.
10% Chance of Participants are told that there is a 10% chance that their 126
Small Reward report will be audited, and if they were found to be honest
they would receive a bonus of $1.00.
1% Chance of Participants are told that there is a 1% chance that their 102
Large Reward report will be audited, and if found to be honest they would
receive a bonus of $10.00.
1% Chance Large Participants are told that there is a 1% chance that their 103

Reward or Punish-
ment

report will be audited, and if found to be honest they would
receive a bonus of $10.00, or if dishonest, a penalty of
$1.00.
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Figure 1.1. Error bars represent 95% binomial exact confidence interval. % is audit probability,
P indicates punishment for cheating, R indicates reward for honesty, R10 indicates $10 reward.
Horizontal line is rate of cheating in control (no audit).

proceeded to the next screen, which gave them a number to enter on MTurk to coordinate

payment, and the experiment was concluded.

1.3.2 Results

A total of N = 815 participants faced an incentive to cheat in this experiment. Of those,
118 faced a 1% chance of reward and 32 (27.12%) cheated, 126 faced a 10% chance of reward and
43 (34.13%) cheated, 122 faced no chance of audit or consequences (control) and 29 (23.77%)
cheated, 123 faced a 1% chance of punishment and 19 (15.45%) cheated, and 124 faced a 10%
chance of punishment of whom 13 (10.48%) cheated. Facing a 1% chance of a $10 reward, 16
of 102 cheated (15.69%), and facing a 1% chance of $10 reward as well as a $1 punishment 7 of
103 cheated (6.80%). Figure 1 displays the proportion of individuals who cheated, separated by
treatment, with the control treatment setting a baseline. Table 3 presents all pairwise comparisons

of proportion of participants who cheated in each treatment.
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Table 1.3. Displayed is the p-value from a x>-test of equal proportions. Number in parentheses
next to each treatment is the proportion of participants who cheated. % is audit probability, P
indicates punishment for cheating, R indicates reward for honesty, R10 indicates $10 reward. *
indicates p-values less than or equal to 0.1, ** indicates p-values less than or equal to 0.05, ***

indicates p-values less than or equal to 0.01.

Treatment (Observed Proportion)
10% P (0.10) | 1% P (0.15) | 0(0.24) | 1% R (0.27) | 10% R (0.34) | 1% R10 (0.16) | 1% R10P (0.07)
10% P X 0.25 0.01%** | <0.01*** <0.01%%* 0.25 0.33
1% P X 0.10%* 0.03** <0.01%** 0.96 0.04#*
Treatment 0 X X 0.55 0.07* 0.13 <0.01%**
1% R X X X X 0.24 0.04** <0.01%#%*
10% R X X X X X <0.01%** <0.01%**
1% R10 X X X X X X 0.04**
1% R10P X X X X X X X

Minimum detectable effect

Based on the observed proportion of cheaters in the control treatment (23.77%) I calculate
the MDE, which is the smallest possible change in the proportion of cheaters detectable at a
given power at the 0.05 significance level using a Pearson’s y>-test, the statistical test used
throughout the results to compare the rate of cheating between treatment groups. I assume N
= 125 per group for this section, with power calculations based on true N per group below. At
power equal to 0.8, an increase in cheating of 16.45pp is the MDE, and at power equal to 0.5 an
increase in cheating of 11.30pp is the MDE. At power equal to 0.8, a decrease in cheating of
13.29pp is the MDE, and at power equal to 0.5 a decrease in cheating of 9.71pp is the MDE. A
discussion of the power of this study and rates of cheating relative to similar experiments, as
well as power calculations for the subsequently presented results that are not included in the

main text, are presented in Appendix A.1.
Hypothesis 1

H]I: The rate of cheating will be significantly lower when the gap in expected value between

cheating and honesty is substantially reduced.
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Result: mixed. The rate of cheating was lower with a 10% chance of audit and punishment,
but higher with a 10% chance of audit and reward. The rate of cheating was also lower with a
1% chance of a $10 reward, and lowest when a $10 reward was combined with a punishment.

When the chance of punishment was 10%, the rate of cheating was 10.48%, with the
difference in rates of cheating between this and control (26.04%) significantly different at the
0.05 level (3%(1) = 7.67, p < 0.01). The achieved power for a difference between a 10% chance
of punishment and control significant at the 0.05 level is 0.84, indicating that this finding was
sufficiently powered. This finding is potentially economically significant as well, as the reduction
to roughly 40% of the control rate of cheating could be meaningful in many contexts

However, with a 10% chance of reward, 34.13% of participants cheated, which was
significantly different at the 0.10 level from control (¥%(1) = 3.23, p = 0.07) but not a 1% chance
of reward (x%(1) = 1.41, p = 0.24). This was not only not a reduction of cheating, as predicted,
but actually an increase, and similarly a potentially economically meaningful one.

This failure of did not carry over to alternative reward structures. With a 1% chance of
audit and a $10 reward, 15.69% of participants cheated, which although was not significantly
below the rate of cheating in control (x%(1) = 2.26, p = 0.13), was in the predicted direction.
This result was not highly powered, however, and it may be that with a larger sample size it could
be a significant effect. This finding warrants further research.

Lastly, a 1% chance of audit and a $10 reward combined with a punishment led to 6.80%
of participants cheating, which was significantly below control (x2(1) = 11.97, p < 0.01). This
was the lowest observed rate of cheating, which should engender future research on mixed
incentive structures.

Overall, 2 of the 4 treatments in which the expected value of cheating was reduced by
$0.10 or $0.11 produced rates of cheating significantly lower than control, and a 10% chance of
punishment and 1% chance of large reward and punishment both did so with achieved power
greater than 0.8. The outlier, a 10% chance of audit and small reward, went significantly in the

opposite direction of the incentive and of the prediction.

13



Hypothesis 2

H2: Very small changes in the expected value of cheating, as from a 1% chance of audit, will not

lead to a significant difference in the observed rate of cheating.

Result: mixed. A 1% chance of audit and reward led to an insignificantly higher rate of
cheating than control, but a 1% chance of audit and punishment led to a marginally significantly
lower rate of cheating.

With a 1% chance of detection and punishment, the rate of cheating was 15.45%, which
is lower than the rate of cheating in control, 26.04%. This decrease was statistically significant
at the 0.10 level (x%(1) = 2.7, p = 0.10). This result is notable because it suggests that a small
audit probability and punishment led to a 60% rate of cheating compared to control, but larger
studies will be necessary to confirm this result.

With a 1% chance of reward, the rate of cheating (27.12%) was higher than in control,

but this was not statistically significant (y%(1) = 0.65, p = 0.42).
Hypothesis 3

H3: Equal differences in expected values between honesty and cheating will lead to equal rates

of cheating between treatment groups who face punishment and reward incentives.

Result: negative. There was no equivalence in the rates of cheating between punishment
and reward treatments with equal expected values of actions, or even between reward treatments
with different incentive structures.

The rate of cheating in the 1% reward treatment was significantly higher than in the 1%
punishment treatment at the 0.05 level (x>(1) = 4.92, p = 0.03). This finding was reasonably
powered, with an achieved power for a difference significant at the 0.05 level of 0.60.

More distinctly, the rate of cheating in the 10% reward treatment was higher than the 10%
punishment treatment at the 0.01 level ( )52(1) =20.10, p < 0.01). This result achieved power for

a difference significant at the 0.05 level of 0.99.
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The rates of cheating between the 1% chance of a $10 reward and a 10% chance of
punishment was not significant ()(2(1) < 0.01, p =0.96). However, the rate of cheating with
a 1% chance of audit and a $10 reward and punishment and a 10% chance of punishment was
significant (xz(l) =4.12, p =0.04), but achieved a low power equal to 0.16.

Taken together, these results suggest that gaps in expected value were a poor predictor of
the effect of auditing systems on cheating behavior. Mirrored treatments (1% and 10% chance of
audit and small rewards or punishments) led to particularly different behavior. Implications of

this finding are considered further in the discussion.

1.4 Experiment 2: Social Norms

Experiment 1 demonstrated a number of findings not well explained by my model, or
by alternative models of decision making under risk. One potential explanation is that behavior
was influenced by a desire to adhere to social norms, which themselves were affected by the
presence of audits in idiosyncratic ways. The consideration of social norms is supported by
recent research, which has emphasized the role of non-material factors including self-image,
morality, and social-status (e.g. Dufwenberg, 2016; Shalvi, Eldar, and Bereby-Meyer, 2012;
Gneezy, Kajackaite and Sobel, 2018; Khalmetski and Sliwka, 2019) in the decision to cheat. If
participants gain utility from adherence to social norms, then changes in perceived social norms,
or the weight an individual places on adhering to them, could change behavior. For instance, if
introducing rewards either makes honest behavior less socially desirable or cheating less socially
undesirable, then more individuals will cheat.

Following Krupka and Weber (2013), who use a coordination game to elicit social norms
on behavior in the dictator game and its variants, Experiment 2 elicits social norms of the

behavioral options in Experiment 1.
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1.4.1 Model, Experimental Design, and Procedure

Model

Krupka and Weber employ the following simple utility function describing social norm
compliance, in which the utility of an action a given a set of possible actions k is determined
by the value V of the monetary payoff & of that action and the value y of adhering to the social

norm N of action.

Ular) =V (m(ar)) +vN(ar) (1.5)

I assume that individuals all value social norm adherence, and thus y > 0. I also assume
that participants have a stable y such that they are consistent in their valuation of adhering to
norms, and that it is perceived norms which may change. Norms N are [-1,1] and describe
the extent to which it is perceived that individuals should or should not take an action, with 1
indicating maximal social desirability, O indicating neutrality, and -1 indicating maximal social
undesirability. Norms are defined by the pair of the action under consideration, honesty 4 or
cheating c, and the incentive structure, reward r, punishment p, or control (no audit) z. Expanding

Equation 5 into the framework of an auditing structure with rewards yields the following.

EUy, = (1= p)# (U(X) + IN(hlr)) + p(U (X + M+ N(h]r)) (1.6)

EU., =U(Y —L+yN(c|r)) (1.7)

In this context, the expected utility of honesty is increasing in N (i.e. as the strength of
the norm increases), and conversely, the hit to the expected utility of cheating is decreasing in N.
For example, in the case N(h,r) < N(h,z), then an individual would actually perceive the norm
of behaving honestly when facing a reward as less than that when facing no audit, and thus the

expected utility of behaving honestly would be lowered in this dimension.
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Note that the perceived social norms of behaving honestly and cheating are evaluated
separately, rather than as one construct. For example, an individual may appraise that an auditing
structure changes the perceived appropriateness of behaving honestly without changing the

perceived badness of behaving badly.
Experimental Design and Procedure

As in Experiment 1, participants were recruited through Amazon MTurk and directed to
a survey on Qualtrics. Participants were paid $0.25 for participating, and then once on Qualtrics
told that they could earn more depending on their decisions. On Qualtrics, they were given
instructions which illustrated the task: they would be presented with a hypothetical scenario in
which a decision maker A could choose to either lie or tell the truth about the outcome of a coin
flip.

In this between-subjects design, participants each viewed 1 hypothetical scenario, each
corresponding to one of the audit regimes in Experiment 1. In all cases, participants were given
the situation in which the hypothetical decision-maker observed the low-outcome coin flip, and
thus had a material incentive to cheat. Participants were told they should mark for each action
available to decision maker A whether the action was very socially desirable, socially desirable,
neither socially desirable or undesirable, socially undesirable, or very socially undesirable. Lastly,
they were told that they would be given an additional bonus of $1 if the rating they gave to an

action was the most frequent response among other participants in the study.

1.4.2 Results

A total of N = 836 participants participated in this study, with roughly 120 participants per
treatment. Compared to control, most treatments led to a decrease in the rated inappropriateness
of cheating, with the differences generally becoming larger as incentives grew either more
probable or larger (with the exception of a large reward and punishment). With honesty, only

offering a large reward and punishment was marginally more appropriate than control. Full
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Mean Social Appropriateness Score

T T | | T | |
Control 1% P 10% P 1% R 10% R 1% R10 1% R10P

Treatment

—&—— Honesty —8®—— Cheating

Figure 1.2. Mean social appropriateness score of cheating and honesty in each treatment
% is audit probability, P indicates punishment for cheating, R indicates reward for honesty, R10
indicates $10 reward. Mean scores calculated by assigning a 1 point for very socially appropriate,
1/3 point for socially appropriate, O for neutral, -1/3 for socially inappropriate, -1 for very socially
inappropriate.
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Table 1.4. Percieved social appropriateness of cheating and honesty Number and proportion
of respondents who rated each action at a given level of social appropriateness, split by audit
probability and punishment or reward. Reporting H corresponds to reporting honestly, reporting
T corresponds to reporting dishonestly. % is audit probability, P indicates punishment for
cheating, R indicates reward for honesty, R10 indicates $10 reward. Mean scores calculated by
assigning a 1 point for very socially appropriate (++), 1/3 point for socially appropriate (+), O for
neutral, -1/3 for socially inappropriate (-), -1 for very socially inappropriate (-).

Treatment Outcome Reported Mean  ++ (&) + (%) 0 (%) - (%) —(%)
Control H 037 59(49.58) 12(10.08) 8(6.72) 31(26.05) 9 (7.56)
(N'=119) T 044 10(840) 7(5.88) 16(13.45) 32(26.89) 54 (45.38)
1% P H 043 62(52.10) 15(12.61) 13(10.92) 19(15.97) 10 (8.40)
(N'=119) T 029 15(1261) 10(8.40) 13(10.92) 42(35.29) 39 (32.77)
10% P H 023 50 (41.67) 13(10.83) 17(14.17) 20(16.67) 20 (16.67)
(N'=120) T 018 25(20.83) 11(9.17) 19(15.83) 22(1833) 43 (35.83)
1% R H 038 57(47.50) 14(11.67) 20(16.67) 19(15.83) 10 (8.33)
(N =120) T 035 7(5.83)  18(15.00) 19 (15.83) 32(26.67) 44 (36.67)
10% R H 038 59(50.00) 9(7.63) 16(13.56) 25(21.19) 9 (7.63)
(N'=118) T 022 16(13.56) 11(9.32) 19(16.10) 40 (33.90) 32 (27.12)
1% R10 H 043 62(51.24) 23(19.01) 8(6.61) 15(12.40) 13 (10.74)
(N'=121) T 021 18(14.88) 17(14.05) 13 (10.74) 36 (29.75) 37 (30.58)
1% R10P H 0.53  69(57.98) 20(1681) 10(8.40) 11(9.24) 9 (7.56)
(N'=119) T 028 18(15.13) 16(13.45) 16 (13.45) 19(15.97) 50 (42.02)
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tables presenting rank-sum tests of equal proportions between all treatments are presented in
Appendix A.3.

Participants evaluating the appropriateness of cheating in the cases of a 10% chance of
audit and punishment or reward both rated cheating as less inappropriate than control (punishment,
rank-sum test, Z = 2.66, p < 0.01; reward, rank-sum test, Z = 2.79, p = 0.01). Offering just
a $10 reward also led to a decrease in the inappropriateness of cheating compared to control
(Z =2.69, p=10.01), and a 1% chance of a $10 reward combined with a punishment led to a
marginally lower rating of the inappropriateness of cheating (Z = 1.67, p = 0.09). These shifts
in norms are consistent with the higher observed rate of cheating with a 10% chance of audit
and reward, but counter to the observed behavior with auditing and punishments and/or a large
reward. The social appropriateness of cheating was marginally higher with a 1% chance of audit
and punishment (Z = 1.78, p = 0.08). This would be consistent with a higher rate of cheating,
and is thus also contrary to the observed cheating behavior.

Conversely, the social appropriateness of reporting honestly was mostly unaffected by
small incentives alone, with the only significant difference that reporting honestly was seen
as less socially desirable in the case of a 10% chance of audit and punishment compared to
a 1% chance of audit and punishment (Z = -2.00, p = 0.05). A large reward combined with
a punishment, however, lead to a higher level of appropriateness of behaving honestly when
compared to almost all other treatments, significant when compared to a 10% chance of small
punishment (Z = 3.19, p < 0.01, control (Z =1.91, p = 0.06, 1% chance of small reward (Z =
1.92, p = 0.06, and 10% chance of small reward (Z =1.71, p = 0.07.

1.5 Discussion

This primary goals of this paper are to examine the effects of rewards and small punish-
ments on cheating, and better understand how auditing affects behavior.

The answer with regard to rewards is complex. Small rewards were either ineffective
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or actually backfired. However, large rewards showed more promise, as there was suggestive
evidence a large reward by itself could reduce cheating, and a large reward combined with
a punishment drastically reduced cheating. Punishments, on the other hand, were generally
effective, even when they had a negligible effect on the expected values of choices. These
findings are potentially useful for designing practical incentive structures for reducing cheating,
or other misbehaviors.

Experiment 2, which tested the influence of auditing incentives on the social norms of
cheating behavior, examined a mechanism to potentially explain why some incentive structures
work and some do not. I found that perceived social norms did change in the presence of audits,
and that norms in favor of honesty and against cheating did not move in tandem. The relationship
between social norms and auditing schemes was also idiosyncratic, and the EU model with social
norms did not explain the observed cheating behavior.

The most effective treatment however, a large reward combined with a punishment, did
actually led to a stronger perceived norm in favor of honesty (but not cheating), the only norm
change relative to control of any treatment that could be expected to reduce cheating. A further
question is why this happened. One possibility is that the large rewards and punishments were
merely a particularly salient feature which facilitated participants correctly coordinating on the
same norm (e.g. Mehta, Starmer, and Sugden, 1994), but did not actually change the genuine
norm. A second is that this treatment may have genuinely changed how participants conceived of
the norm of being honest, and that this contributed to it’s efficacy. Future research might better
leverage social norms as a component of auditing schemes.

These data do not lend themselves to a neat theoretical explanation. Neither my EU
model, Prospect Theory, salience, or social norms with crowding out are consistent with all the
results. A more complex explanation that is consistent with the data (but not itself conclusively
demonstrated) is that auditing schemes provoke different emotional responses depending upon
the presence of punishments, which may provoke fear (Loewenstein et al., 2001). Individuals

in a fearful state may process risky decisions qualitatively differently than those who are not,
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allowing for different models to describe behavior according to emotional state. I consider this
dual-process explanation, as well as the inconsistencies of other explanations more in depth in
Appendix A.3.

There is a need for more laboratory experiments to better understand the dynamics of
rewards, which can both aid in theory development as well as provide more pragmatic guidance
for field implementation. The straightforward systematic laboratory exploration of combinations
of rewards and punishments might provide more evidence useful to developing theory, as well
as cost effective practical guidance for field implementation. Examining rewards in a repeated
games context may be particularly useful in determining the long-term efficacy of such incentives
before field implementation.

Testing rewards in field settings is ideal for evaluating a key motivation of this line of
research: identifying cost-effective auditing schemes. Promising environments may be fare
evasion on public transport, by rewarding those who can prove having purchased a ticked, or
in rewarding safe driving behavior. Several studies have found rewards can be effective when
combined with continuous monitoring equipment in reducing bad driving (Mazureck and van
Hattem, 2006; Lahrmann et al., 2012). An extension of this would be to incentivize good driving
when continuous monitoring is not feasible, for instance police who observe good driving could
send rewards to drivers. It is in these field contexts possible to estimate the value of reduced

misbehavior (e.g. foregone car accidents) and compare it to the expenditure on rewards.
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1.7 Appendix A.1 Power and minimum detectable effects

Detecting treatment effects in this experiment is dependent upon the fraction of par-
ticipants who are responsive to changes in their incentives to cheat. Moreover, generating
hypotheses of the detectability of treatment effects require making reasonable assumptions about
the distribution of lying costs. To illustrate, as the expected gains from cheating decrease, the
model predicts that a smaller fraction of participants will choose to cheat. To justify hypotheses
based on a prediction of whether the change in the fraction of participants who choose to cheat
will be detectable given a change in the incentives, I refer to previous experimental findings
and argue for changes of plausible magnitudes, as well as posit a uniform distribution of lying
costs within the incentive space (i.e. the outcome space between reporting heads and tails).
These experiments were not designed to make explicit, generalized claims about the true rate of
individuals who will cheat at a given incentive, however, they do present a range of observed
cheating rates at given incentives, and thus provide a reasonable context to Experiment 1.

Three reports find that in laboratory experiments 33-53% of participants will not lie at the
maximum experimental incentive, and 3-8% of participants will lie given any positive incentive
(Gneezy et al. 2013; Kajackaite and Gneezy, 2017; Laske, Saccardo, and Gneezy, 2018). The
participants of interest in this study are those who will respond to the level of incentives, and
based on this prior experimental data, may make up between 39% and 64% of the total. Taking a
middle ground, let us assume 50% of the participants in the study are sensitive to the probability
and consequences of detection.

In this model, changes in the propensity to cheat in participants facing a 1% chance of
audit would be from those participants with a positive, but very small cost of lying, essentially
those participants for whom the original expected gain from cheating of $0.50 placed them
exactly on the margin. The observed proportion of cheaters in the control treatment was 23.77%,
with a sample size of N = 125. At power equal to 0.8, a decrease in cheating of 13.29pp is

the Minimum Detectable Effect (MDE), and at power equal to 0.5 a decrease in cheating of
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9.71pp is the MDE. Thus if participants are purely making their decisions based on expected
value with standard risk preferences, it must be that at minimum 9.71pp of participants were on
the margin in order to detect the effect. Observing such an effect would be inconsistent with
prior research, which has found that larger proportional and absolute changes (e.g. the incentive
to cheat increases by 10pp) rarely produce changes of such magnitude. Assuming a uniform
distribution and that 50% of participants are sensitive to the level of incentives, the number of
participants who would change from cheating to honesty is equal at each $0.01 interval between
$0.50 and $0.60. That is, for each decrease in the expected gains from cheating of $0.01, 1pp
fewer participants will choose to cheat. This suggests that a 1% chance of audit there should not
be a detectable change according to the model.

Conversely, a 20% drop in the expected gains from cheating (i.e. the expected gains from
cheating relative to honesty is $0.50 in control, and $0.40 when participants face a 10% chance
of audit and punishment) is intuitively more probably associated with producing at least 10pp
fewer cheaters. Assuming again a uniform distribution with 50% of participants sensitive to the
level of incentives, 10pp fewer participants will cheat, which should be (and was) detectable.

This was roughly in line with the actual observed reduction of 13.29%.
Hypothesis 1: Power

H]I: The rate of cheating will be significantly lower when the gap in expected value between

cheating and honesty is substantially reduced.

Result: mixed. The rate of cheating was lower with a 10% chance of audit and punishment, but
higher with a 10% chance of audit and reward. The rate of cheating was also lower with a 1%
chance of a $10 reward, and lowest when a $10 reward was combined with a punishment.
When the chance of punishment was 10%, the rate of cheating was 10.48%, with the
difference in rates of cheating between this and control (26.04%) significantly different at the

0.05 level (x%(1) =7.67, p < 0.01). The achieved power for a difference between a 10% chance
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of punishment and control significant at the 0.05 level is 0.84, indicating that this finding was
sufficiently powered.

With a 10% chance of reward, 34.13% of participants cheated, which was significantly
different at the 0.10 level from control (xz(l) =3.23, p = 0.07) but not a 1% chance of reward
(x%(1) = 1.41, p = 0.24). The achieved power for detecting a difference between a 10% chance
of reward and control is 0.36, and the necessary sample size for detecting this difference at a
0.05 significance level with power equal to 0.8 is 372.

With a 1% chance of audit and a $10 reward, 15.69% of participants cheated, whichc was
not significantly below the rate of cheating in control (xz(l) =2.26, p =0.13). The achieved
power at the 0.05 significance level is 0.38.

Lastly, a 1% chance of audit and a $10 reward combined with a punishment led to 6.80%
of participants cheating, which was significantly below control (}2(1) = 11.97, p < 0.01). This

finding achieved power equal to 0.96 at the 0.05 significance level.
Hypothesis 2: Power

H2: Very small changes in the expected value of cheating, as from a 1% chance of audit, will not

lead to a significant difference in the observed rate of cheating.

Result: mixed. A 1% chance of audit and reward led to an insignificantly higher rate of
cheating than control, but a 1% chance of audit and punishment led to a marginally significantly
lower rate of cheating.

With a 1% chance of detection and punishment, the rate of cheating was 15.45%, which
is lower than the rate of cheating in control, 26.04%. This decrease was statistically significant at
the 0.10 level (x2(1) = 2.7, p = 0.10). The achieved power for detecting a significant difference
at the 0.05 level at these proportions is 0.44, with a required sample size to achieve power = 0.8
of N =290 per group. This result is notable because the roughly 40% reduction in the rate of
cheating is likely to be economically meaningful in many circumstances, and thus establishing

whether it is a generally true finding or anomalous is valuable.
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With a 1% chance of reward, the rate of cheating (27.12%) was higher than in control, but
this was not statistically significant (y2(1) = 0.65, p = 0.42). The achieved power for detecting

this difference at the 0.05 level was 0.07.
Hypothesis 3: Power

H3: Equal differences in expected values between honesty and cheating will lead to equal rates

of cheating between treatment groups who face punishment and reward incentives.

Result: negative. There was no equivalence in the rates of cheating between punishment
and reward treatments with equal expected values of actions, or even between reward treatments
with different incentive structures.

The rate of cheating in the 1% reward treatment was significantly higher than in the
1% punishment treatment at the 0.05 level (xz(l) =4.92, p = 0.03). The achieved power for
a difference significant at the 0.05 level is 0.60, with a required N = 192 per group to detect a
significant difference at the 0.05 level with power equal to 0.8.

More distinctly, the rate of cheating in the 10% reward treatment was higher than the
10% punishment treatment at the 0.01 level (x*(1) =20.10, p < 0.01). The achieved power for a
difference significant at the 0.05 level is 0.99.

The rates of cheating between the 1% chance of a $10 reward and a 10% chance of
punishment was not significant (xz(l) < 0.01, p =0.96). However, the rate of cheating with
a 1% chance of audit and a $10 reward and punishment and a 10% chance of punishment was

significant (x*(1) =4.12, p = 0.04), but achieved a low power equal to 0.16.
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1.8 Appendix A.2 Pairwise comparisons of social norms

Table 1.5. Perceived social norms of reporting T (cheating). Rank-sum test of equal propor-
tion of participants who cheated, split by audit probability and punishment (P) or reward (R).
Z-score is reported, number in parentheses is p-value. * indicates p-values less than or equal to
0.1, ** indicates p-values less than or equal to 0.05, *** indicates p-values less than or equal to
0.01.

Treatment
0.1P 0.01P 0 0.01R 0.1R R10 RI0P

0.1P | X | 1.08 (0.28) | 2.66 (<0.01#%*) | -1.44 (0.15) | -0.22 (0.83) -0.18 (0.86) | -0.93 (0.35)

0.01P | X X 1.78 (0.08*) | -0.27 (0.79) 1.06 (0.29) 0.98 (0.33) 0.05 (0.96)
Treatment 0 X X X 1.15 (0.13) | 2.79 (0.01%%*) | 2.69 (0.01***) | 1.67 (0.09%)

00IR | X X X X 1.28 (0.20) 1.32 (0.19) 0.45 (0.66)

0.IR | X X X X X 0.01 (0.99) -0.79 (0.43)

R10 X X X X X X -0.83 (0.41)

R10P X X X X X X X

Table 1.6. Perceived social norms of reporting H (honest report). Rank-sum test of equal
proportion of participants who cheated, split by audit probability and punishment (P) or reward
(R). Z-score is reported, number in parentheses is p-value. * indicates p-values less than or equal
to 0.1, ** indicates p-values less than or equal to 0.05, *** indicates p-values less than or equal
to 0.01.

Treatment
0.1P 0.01P 0 0.0IR 0.1R R10 RI10P

0.1pP X ]-2.00 (0.05*%*) | -1.26 (0.21) | 1.46 (0.14) | 1.42(0.16) | 0.07 (0.94) | 3.19(<0.01**%*)

0.01P | X X 0.73 (0.46) | -0.60 (0.55) | -0.58 (0.56) | 0.07 (0.94) 1.23 (0.22)
Treatment 0 X X X 0.22 (0.83) | 0.21 (0.83) | 0.74 (0.45) 1.91 (0.06%)

0.01IR | X X X X -0.04 (0.97) | 0.73 (0.46) 1.92 (0.06%)

0.IR | X X X X X 0.64 (0.52) 1.81 (0.07%)

R10 X X X X X X 1.15 (0.25)

R10P X X X X X X X
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1.9 Appendix A.3 Dual-process explanation

An important question remains from the results of these two experiments: what can
account for the entire observed pattern of cheating behavior?

Two characteristics of prospect theory are consistent with some of the results here: both
loss aversion (although notably strong loss aversion) and overweighting of small probabilities
are consistent with the largely lower rate of cheating with a 1% chance of audit and punishment.
Overweighting of small probabilities though would predict similarly large effects from a 1%
chance of audit and reward, which was not observed. Moreover, the higher rate of cheating with
small rewards is not predicted by prospect theory.

Another potential explanation is that aspects of the different incentive structures differed
in how salient they were to the cheating decision. Punishments may be a particularly salient
feature of decisions with an ethical choice, compared to the less-common feature of a reward for
good behavior. Participants may, due to their past experience of being punished for unethical
actions, place a higher weight on the negative feelings associated with a punishment than the
unfamiliar positive feelings of a reward, and in anticipating these feelings, be more motivated by
punishments. This would be consistent with punishments generally being more effective than
similarly structured rewards, and punishments combining with large rewards to be most effective.
Similarly, the size of the reward may be a more salient feature of the decision making process
than the probability of audit (see Laske, Saccardo, and Gneezy 2018 for an example of the size of
a punishment being more salient than the probability). Salience alone however does not seem to
conveniently explain why crowding out was observed with small rewards but not large rewards.

An explanation which builds on potential differences in how incentive frames are pro-
cessed emotionally is that audits partially influence behavior according to whether the audits
induce fear. When auditing introduces the potential for punishment, it could induce fear or
anxiety in some participants, who then behaved to minimize that fear, rather than maximize

expected utility, a la risk-as feelings (Loewenstein et al., 2001). When there is no auditing or
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auditing and rewards, individuals are not induced into fear or anxiety, and their decision-making
process can be captured by an expected utility model. Thus, the asymmetry in the efficacy of
rewards and punishments can be explained by an asymmetric emotional response which leads
to alternative decision making processes driving behavior. This interpretation, along with the
empirical results of these experiments, leads to two lines of discussion: the first, some potential
limits of standard economic reasoning in analyzing the impact of audits, and the second, policy
implications and avenues for future research.

Risk-as-feelings (Loewenstein et al., 2001) has been raised as a potentially important
explanation for behavior in tax-compliance behavior, including in a real-world tax auditing study
(Bergolo et al., 2017). That fear or anxiety is induced is supported by empirical evidence: in
related experiments, Coricelli et al. (2010) find that emotional arousal is related to punishments
and predictive of tax evasion in the lab, and Dulleck et al. (2016) find correlation between
stress markers and compliance during a laboratory tax study. The model holds, among other
contentions, that in risky situations which provoke a fear response, behavior will differ from the
predictions of expected utility models such as that of Becker (1968) that are predicated upon
cognitive evaluation of potential consequences. More precisely, fear is not merely anticipated and
brought into the decision making function (e.g. an individual predicts regret after being punished,
which could be modeled as a cost), but changes the evaluative apparatus entirely. This model
predicts that individuals in a fearful or anxious state will act to avoid the fear- or anxiety-inducing
outcome, while being relatively insensitive to the true probability. Probability neglect, or the
insensitivity of individuals to the true probabilities of fearful outcomes is consistent with data
from Experiment 1, in the lack of a significant difference between a 1% and 10% chance of
audit and punishment, as well as data from the Bergolo et al. (2017) study. This dual-process
explanation can accommodate the general efficacy of punishments, as well as social norms being
important in the efficacy of rewards. It does have the drawback however of being a complex
explanation that post-hoc fits the observations, and needs more evidence.

Determining which (if any, or some combination) of these explanations can best explain
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the impact of auditing incentives is an important avenue for future research. Research similar to
Coricelli et al. (2010) or Dulleck et al. (2016) could, through using physiological tools, better
establish the proposed dual-process mechanism for cheating behavior in this study. Particularly,
functional magnetic resonance imaging could particularly identify differences in brain region
activation, to move beyond more general measures of emotional arousal and stress. It is also
worth exploring whether emotional or dual-process models of decision making outperform
expected utility models in predicting behavior in circumstances where emotional responses may
be even stronger, such as when punishment types differ (e.g. prison time vs. fines), or when

characteristics of the environment with an emotional potential are more or less salient.
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Chapter 2

Preferences for and Responses to Redistri-
bution

2.1 Abstract

Preferences for and responses to redistributionary taxation are central topics within
political economics and public finance. An important question is how inequality changes
redistributionary preferences, with canonical models predicting greater pre-tax income inequality
leading to greater demand for redistribution, and low demand for redistribution in middle-income
voters. In a laboratory experiment, participants in pairs voted on a redistributionary tax before
engaging in a piece-rate real-effort task, a methodology new to this experimental literature. The
amount earned per completed task was also varied across participants. When participants were
of equal productivity, there was strong demand for redistributive taxation, in contradiction to
models which predict demand for redistribution to be low when expected pre-tax earnings will
be close. Effort levels were not affected by tax or wage rates, even when participants faced full

redistribution that was equivalent to a 50% marginal tax rate.

2.2 Introduction

Redistributionary taxation is a central and defining feature of the political landscape

of many modern democracies (McCarty, Poole, and Rosenthal, 2016). The income tax in the
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United States, for example, accounted for over 47% of total tax revenues in 2016 (Office of
Management and Budget, 2017), is progressive, redistributive, and the subject of substantial
political debate. Much research has gone into exploring the individual characteristics associated
with demand for redistributionary taxation (e.g. Alesina & Giuliano, 2011) and modeling demand
for redistribution.

The widely influential Meltzer and Richard (MR) model, built upon work by Romer
(1975), explains demand for redistribution as the result of self-interested preferences (Meltzer
& Richard, 1981). In the MR model, an individual’s demand for a linear redistributive tax is
inversely based on their position in the income distribution, tempered by the disincentive effect
of taxation. One of the appealing features of the MR model is that the distribution of demand for
redistribution along an expected income ranking, in combination with the median voter theorem
(Downs, 1957), makes predictions about the political implementation of redistributionary policies.
This feature also draws attention to the importance of voters around the median or mean income
in playing a decisive role in politically important aggregations of demand for redistribution.

A primary prediction of the MR model is that greater inequality will lead to greater
redistribution due to the gap between mean and median incomes, but there is scant macro field
evidence that this is true (Alesina & Giuliano, 2009). Some of the empirical failures of the MR
model may be due to weaknesses in the median voter theorem (Milanovic, 2000) or the general
difficulties of detecting preferences through the noise of complicated political processes.

Beyond this, another issue is that some demand for redistribution is not just self-interested,
with a large body of economics research supporting that social preferences, the source of initial
inequality (such as luck or effort), efficiency concerns, and more are important considerations
(e.g. Fehr & Schmidt, 1999; Fong, 2001; Almas, Cappelen, Sgrensen, & Tungodden, 2010;
Erkal, Gangadharan, & Nikiforakis 2011; Starmans, Sheskin, and Bloom, 2016).

A third issue, central to this study, is that even individuals with purely self-interested
preferences for redistribution face difficult choices when it is not clear whether redistribution

will lead to a net increase or decrease in income. Highlighted by the MR model’s emphasis
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on middle-income voters is that individuals around the middle of an income distribution are
those most likely to be uncertain over their future position in the income distribution relative
to the mean, and subsequently, face a challenge in deciding which level of redistribution is
actually in their self-interest!. The disincentive effect of taxation is also particularly important
for middle income voters uncertain of the effects of taxation, as they will either not benefit from
redistribution, see their small benefits from redistribution diminish with a shrinking tax base, or
even end up worse off because of the combination of a shrunken tax base and their own lowered
productivity.

Laboratory experiments offer, if not a holistic lens through which to view the entire
political economy, an attractive avenue to study the specific circumstances in which a model
of redistributionary preferences makes valid predictions (Tausch, Potters, and Riedl, 2013).
Specifically, two recent experiments, Agranov and Palfrey (2015) and Durante et al. (2014),
directly test the MR model, along with other models of social preferences. These two studies
indeed find support for the contention that greater pre-tax income inequality leads to higher
demand for redistribution.

I follow this literature, and examine preferences for and responses to redistributionary
taxation in a laboratory experiment. In the experiment, participants in pairs were told they would
work on a task and given either an equal or unequal wage rate for each task completed. They then
voted for the linear redistributionary tax (either 0%, 50%, or 100%) they preferred. This design
allows me to test competing models of redistributionary preferences and plausibly rule out some
models as consistent with observed voting. In particular, I focus on demand for redistributionary
taxation in workers with even wage rates, and consider how uncertainty over the position in the
income distribution affects how different models can explain this demand.

One contribution of this paper is methodological: I expand upon the experimental

'The demand for redistributionary policies, such as unemployment benefits, for their role as social insurance
has been widely studied (Varian, 1980; see Backus & Esteller-Moré, 2016 for recent empirical work), but typically
focus on events such as job loss. While clearly important for real world demand, here I focus on a simplified case
without such risks.
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literature by using a real-effort task in which participants are paid a piece-rate while facing a
known tax rate. While real-effort tasks are disadvantaged relative to stated-effort tasks in that the
cost of effort function is not known and thus theoretical predictions are not as clear, I highlight
two key advantages of piece-rate real-effort due to their particular relevance in learning about tax
preferences from laboratory experiments.

Firstly, income in this task is always increasing in effort, so participants always face
positive monetary incentives to work harder, similar to labor decisions when facing real-world
income taxes. Stated-effort methodologies, in which participants pay a monetary cost for higher
effort, by construction make it often such that after a certain point higher effort levels produce
negative individual earnings. This inflection point can be calculated by participants, and is
decreasing in tax rate, thus potentially depressing demand for taxation if the convexity of the
cost of effort function is too exaggerated. The use of a real-effort task generates a natural source
of uncertainty.

Secondly, recent research has shown that the source of inequality is relevant to pref-
erences for redistribution, with the general finding that individuals prefer when outcomes are
proportionate to effort expenditure (Starmans, Sheskin, and Bloom, 2017). As opposed to
inequity aversion, which predicts that participants will try to equalize outcomes, fairness based
on effort predicts that individuals will not want redistribution that reduces deserved inequalities,
and so workers will not want to compress income differences that are produced by differences
in real-effort. Using a real-effort task allows for testing theories that account for the source of
the income inequality, and I test whether a model of preferences based on desiring effort to be
proportional to income describes voting behavior.

In addition to examining preferences for redistribution, I also examine the behavioral
response to tax rates. An assumption, central in the public finance literature and inherent to
the MR model, is of individual optimization over labor supply and consumption resulting from
the incentives in a tax schedule. This optimization can potentially be challenged, however, by

a number of factors, such as the salience of a tax (Chetty, Looney, and Kroft, 2009). An open
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question is what features of a tax schedule modify behavior besides the tax rates themselves.

One source of factors which may influence the impact of redistributive taxation on
behavior is that such systems are often determined by voting. The political process may affect
the perceived fairness of a tax schedule, or a voting outcome may signal information about the
preferences and potentially the behavior of voters. For instance, a self-interested individual who
expects that they will earn less than the mean in a redistributive system will vote for redistribution
in the MR model. An individual who observes another person vote for high redistribution might
suspect that they intend to exert lower effort, and if they have strong fairness preferences, may
choose to lower their effort in response to this belief, beyond their response to the tax rate alone.
Individuals may also engage in retaliatory shirking in order to punish those who implement high
taxes. Focusing on the process itself, individuals who vote for their redistribution system may
find whatever outcome is produced to be more or less fair than if the redistribution rate was
determined by some other mechanism. To examine the effect of voting on effort provision, I
additionally test the effect of exogenously determined tax rates.

I find that income is a primary determinant of demand for redistribution when position in
the income distribution is clear, with a large majority of low wage participants voting for full
redistribution and high wage participants voting for no redistribution. I also find that demand in
even-wage workers is large, with 85% of participants voting for either a 50% or 100% tax rate.

The effort provision results are more inconclusive, hindered in part by low variation in
effort levels. I do not find significant differences in effort by tax rate or wage rate, and the effects
of voting were not significant either.

The rest of the paper proceeds as follows. In section 2 I present the experimental design
and procedure. In section 3 I present and consider four models of redistributionary preferences.
In section 4 I present the results, split into subsections on voting and effort, and in section 5 I

discuss.
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2.3 Experimental Design and Procedure

Between June 6th and 13th of 2017, N = 118 participants were recruited in groups of 8
or 10?. After completing consent forms, participants were then seated at individual computer
stations in the Rady Incentives Lab and given brief verbal instructions to not talk to other
participants or look at the screens of other participants, to silence their phones, and that all future
instructions would be given through the computer.

The rest of the experiment was conducted through Z-Tree (Fischbacher, 2007) and
proceeds as follows (see Appendix A.1 for screenshots of the task). First, all participants were
informed that they had been randomly matched with another participant in that session that
would remain entirely anonymous, and that both of them would work on a real-effort task which
paid them a piece rate for every set of letters encoded into numbers (Erkal, Gangadharan, and
Nikiforakis 2011).

Participants were then informed of their wage rate. In the even wage rate treatment, they
were informed that both they and the person that had been matched with would earn the same
$0.10 for each word encrypted. Participants in the uneven wage treatments were first informed
that one of them would be randomly determined to be “high productivity” and the other to be
“low productivity,” and that the high productivity individual would earn $0.15 for every line of
decryption, compared to $0.05 for the low productivity individual. The next screen informed
individuals which productivity type they were, and thus participants knew their relative wages
rates before voting.

Participants in the endogenous taxation treatments were then told that they would vote
on a redistributionary tax rate before beginning the task, and that one member of each group’s
vote would be randomly selected to count. 3 choices were presented: no tax (0%), medium

(50%) and high (100%), along with explanations and examples of how the redistributionary tax

2Subjects were recruited in groups of 10, but occasionally a scheduled participant did not show up, and due to
the necessity of running with an even number a 9th participant was randomly dismissed.
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worked. After both members of a group voted, participants were informed which tax rate had
been implemented.

In the exogenous taxation treatments, instead of being told that they would vote for their
preferred tax rate, participants were informed that there were the three aforementioned possible
tax rates, one of which would be selected randomly. On a subsequent screen they were then
informed of which rate had been implemented. A breakdown of the number of participants in

each treatment is presented in Table 2.1.

Table 2.1. Number of participants in each treatment.

No Vote No Vote Vote Vote
Tax rate
Even Wage Uneven Wage | Even Wage Uneven Wage
0 n=10 n=10
50% n=10 n=10 n=26 n=32
100% n=10 n=10

Participants were then given more detailed instructions and tips for completing the task,
which they were informed would last for 10 minutes before automatically ending, and the
task began when all participants in each session clicked to indicate that they were ready.Once
10 minutes had elapsed since the start of the task, the task period automatically ended, and
participants were shown a results screen which told them their pre-tax earnings, the pre-tax
earnings of the person they were matched with, and their final post-tax earnings.

Finally, participants completed a questionnaire which asked about whether they thought
redistributive taxation (as a broader concept) was fair, whether they thought the tax rate impacted
their effort and/or the effort of the person they were matched with and why, their political
preferences, and demographic questions. After completing the questionnaire, participants were

paid individually and privately, then dismissed.
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2.4 Theory

In this theory section, I characterize whether votes for redistribution are consistent with
various models of preferences. First I consider the MR model, then an MR with uncertainty of
position in the income distribution, third a model with Fehr-Schmidt preferences, and lastly a

model with preferences for income to be proportionate to effort.

2.4.1 Meltzer and Richard Model

First, consider this simplified version of the MR model, with only 2 individuals in
the economy. Each individual i seeks to maximize their strictly concave utility U;, which is
determined by the wage rate w;, their units of labor supplied (or effort) x; , and the tax rate
t € [0,1] (Equation 1). Each individual pays the tax rate from their earnings (their effort multiplied
by their wage rate), and receives the average contribution of all individuals j through 7 in the
economy. Individuals dislike exerting effort, and the cost of effort function, ¢(x;), is assumed to
be convex and the same for all individuals. Because this experiment uses a real effort task, I do
not make further assumptions about the cost of effort function.

2
UMR (wi,xi,t) = (1= 1) % wix; — c(x;) + (£ wjx;) 2.1)
=1

| =

J

Optimal labor supply for each individual x7 is set, conditional on the tax rate, for when
the marginal gain from effort is equal to the marginal cost, with ‘3—[){; =0at %}zl) =w;(1.5—1).
x_; is assumed to be determined solely by the implemented tax rate. Because the marginal gains
from effort decrease as taxation increases but the cost of effort is not impacted, effort decreases
as taxation increase, thus for any pair of tax rates ¢,t' where t <t', x;; > x;pr.

In accordance with their beliefs about the disincentive effects of taxation and their relative
earnings, each individual votes for the tax rate t which maximizes their own utility. In the MR

model, tax policies are assumed to be enacted by the median voter, but here as there 2 voters of

equal political importance, I characterize the optimal tax rate for a voter i, under the condition
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that each voter has the same cost of effort function.

1 2
. Tk % if wix; < %Z 02

0 ifwix; > %Z

Where Z denotes the aggregate income in the case of t = 0. The intuition is straightfor-
ward, as voters prefer no taxes if they would earn above the mean income in the case of no taxes,
and prefer positive taxation as long as the monetary gains from taxation more than offset the
decreased effort provision.

An important note is that individuals that would earn the mean income in this case should
not support taxation. As by assumption each individual in this model shares the same cost of
effort function, worker effort levels facing the same tax and wage rates will exert the same
amount of effort, and thus have the same earnings. Taxation would only disincentivize effort
equally for both parties.

Formally, this lead to the following hypothesis:

HI1 MR: Medium-wage workers with will vote for no redistribution.

2.4.2 MR with Uncertainty

In the MR model, individuals have perfect knowledge, and thus do not face uncertainty
of their position within the final wage distribution and thus the material effects of taxation. For
an individual around the mean income that has imperfect information, uncertainty over being
above or below the mean income is a reasonable concern, as individuals face a challenge both in
forecasting their own future incomes and the future incomes of others, which are both likely to
have some variability. Intuitively, this could induce self-interested demand for taxation in order
to reduce uncertainty.

More formally, this uncertainty leads to individuals having some range of potential

utilities from a given tax rate, and thus their preferred tax rate must take into account their beliefs
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about whether the tax will help or hurt them.

Consider the following: conserving all other features of the previous MR model, each
individual 7 is unsure of the relationship between their cost of effort function and that of their
counterpart m. If workers are paid equally and ¢;(x) > ¢, (x)Vx € X, then i will exert less effort
than m at any given . The converse is true if the cost of effort relationship is flipped.

Individual i’s beliefs about m’s cost-of-effort function can subsequently rationalize the
implementation of any tax. This leads to the following hypothesis, which contrasts with middle-
wage worker voting in the basic MR model.

H2 MR + U: Medium-wage workers motivated by hedging against uncertainty may vote
for no, medium, or high redistribution.

Notably, this uncertainty is unlikely to be inconsequential for workers with unequal
wages, as they must hold extreme beliefs about the relative cost of effort functions. While such
beliefs are not impossible and I cannot rule them out, uncertainty with self-interested preferences
is an intuitively unlikely explanation for low- or -high wage workers voting other than for a 0%

or 100% tax rate, respectively.

2.4.3 Fehr-Schmidt Inequity Aversion

The MR model is amenable to including various forms of social preferences, and here I
include Fehr-Schmidt (FS) inequity aversion, in which individuals prefer post-tax incomes to
be compressed to some degree (Equation 3). « captures the strength of distaste for the other

individual earning more, and 3 captures the distaste for earning more than the other individual.

n
UI-FS(wi,xi,t) = Ui(W,',xl’,l) - Z max(Uj(wj7xj,t) — Ui(wi,xi,t),O)—
j=1
n

B Z max(Uy(wi,xi,t) —Uj(wj,xj,t),0) (2.3)
j=1
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The standard assumption in the literature, which I follow, is that individuals more strongly
disapprove of inequities that are not in their favor, thus 0 < < & < 1. This condition satisfies
that the ideal tax rate of an individual is weakly greater than if B = o = 0.

While these preferences alone with full information allow for rational implementation of
taxation by high-wage workers, they would still not lead to a tax on their own in middle-wage
workers, as there would be no inequality and like in the MR model each voter would simply be
worse off due to lower productivity.

H3 FS: Medium-wage workers who vote for no taxation may have FS preferences, but
they do not drive behavior.

Including uncertainty however into these preferences also allows medium-wage workers
to vote for a positive tax.

H4 FS + U: Medium-wage workers voting for positive taxation is consistent with uncer-
tainty over the income distribution, and some demand may come from Fehr-Schmidt (FS + U)

preferences.

2.4.4 Effort-Fairness

A second social-preferences model I refer to as Effort-Fairness (F) captures the desire
for monetary outcomes to be proportionate to effort. In this model, individuals do not have
an aversion to inequity per se. Let y represent the earnings after taxation and redistribution
of an individual, conditional on the tax rate . Thereby, 3—; is the ratio of earnings to units of
labor supplied. I borrow the quality from FS of individuals having a self-interested ranking of F
preferences, with a greater distaste for disadvantageous unfairness than advantageous unfairness.
Let 1 represent the distaste for an disadvantageous unfairness, and 0 represent the distaste for
advantageous unfairness, with 0 < t < § < 1. The formal utility function is presented in Equation

4.
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UF (wi,xi,t) = Ui(wi,xi 1) —

lzn:max( f—— ,0) — 3Zm ax(> — ) @4
j=1 Xj

Compared to FS preferences, F preferences predict that individuals who earn the same
wage rate will not support redistributionary taxation, as any redistribution would cause a deviation
from post-tax earnings being proportionate to labor supply.

In the case of uncertainty, demand for taxation due to self-interested reasons would be
tempered by effort-fairness concerns, as any level of redistribution would still cause a net transfer
from the individual who completed more tasks to the one who completed fewer. Thus, fairness
preferences cannot explain any level of support

H4 F: Effort-fairness preferences push medium-wage workers to vote for a 0% tax.

2.5 Results

A total of N = 118 individuals participated. Sessions lasted roughly 25 minutes on
average, and average payment was $9.31. Participants were on average 21.6 years of age, 64%
female, and 58% reported English as their first language. 17% of participants were majoring in
engineering or physics, 33% in natural sciences such as chemistry, biology or pre-med, 14% in
social sciences excluding economics, 34% in economics or business, and 2% in literature, art, or

history.

2.5.1 Voting

Voting substantially differed depending on the wage rate of the participant (see Table 3).
The overall relationship between wage rate and preferred tax rate was negative (f = —0.69, p <
0.01), in line with the prediction in all models that voter behavior will be to some degree

dependent upon self-interest. Voting distributions were significantly different at the p = 0.05 level
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Figure 2.1. Fraction of the vote for each tax rate, separated by wage rate. Voting distribu-
tions compared using a y? test of proportions. ** represents a significant difference at p < 0.05,
*** represents a significant difference at p < 0.01.

Table 2.2. Votes for each tax rate by wage rate.

Low Wage Medium Wage High Wage
Taxrate 0 _ 16 N =26 N=16
0 1 (6.25%) 4 (15.38%) 11 (68.75%)
50% 2 (12.50%) 14 (53.84%) 4 (25.00%)
100% 13 (81.25%) 8 (30.77%) 1 (6.25%)

47



or lower across wage groups by a x? test of distributions (see Fig. 1), and the overall difference
between groups was statistically significant (one-way ANOVA, F(2,55) = 18.94, p < 0.01).

The negative relationship between wage-rate and preferred tax-rate was driven by votes
in the low- and high- wage rate groups. Low-wage workers voted by a large majority for the
100% tax rate, consistent with all 4 presented models of tax preferences, and similarly a large
majority of high-wage workers voted for the 0% tax rate. The difference in vote distributions
between high and low-wage workers was significant (y* = 29.29, p < 0.01).

Even-wage workers voted significantly differently from both low- and high-wage workers
(Low: x> =10.19, p=0.01; High x> = 12.60, p < 0.01). The majority voted in favor of medium
or high taxation, in line with U and FS + U models, which could indicate a desire to either hedge
or compress post-tax incomes. Only 15.38% voted for the 0% tax rate, which would be in line
with MR or F models.

Notably, a non-trivial fraction of low and high wage workers voted against their likely
self-interest. That nearly a third (31.3%) of high wage earners did vote for some level of
taxation is consistent with a substantial fraction of voters being motivated by some form of
social preferences, but the 18.8% of low wage workers voting for attenuated or no taxation
is not consistent with my model predictions. One possibility is that these low-wage workers
simply didn’t understand the task and tax, another is be that they viewed the random allocation

of wage-rates as legitimate, and voted to preserve that spread.

2.5.2 Effort provision
Wage Rates

Changes in effort levels were less striking than those in voting patterns, with few sig-
nificant differences. Wage rates were negatively but not significantly associated with effort
levels, with an increase in wage level (e.g. from low to medium) associated with an average of
B = —0.44 fewer words encoded (p = 0.65). Implemented tax rates also did not have a significant

effect on effort (8 =0.17, p = 0.92), even when controlling for wage rate (8 = 0.17, p = 0.92).
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Figure 2.2. Mean number of words encoded, separated by tax rate and system of determi-
nation. 95% Confidence interval displayed.

This was surprising, as the marginal returns to effort varied substantially based on the wage
and tax rates (from $0.025 per word to $0.15, a 6-fold increase). Participants may have been
motivated to maximize their earnings regardless of these factors, corresponding theoretically to

the cost of effort never exceeding the utility gains of any earnings rate in the work period.
Effects of Voting

While participants who voted tended to exert more effort, this effect was not significant
(B =2.20,p = 0.12). There was also no significant effect based on whether a participant’s vote
was implemented (8 = 0.69, p = 0.62).

One of the principal reasons for investigating the effect of endogenous tax-rates was that

voting may signal something about the intended effort level or preferences of one participant
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Figure 2.3. Mean number of words encoded, separated by tax rate and wage rate. 95%
Confidence interval displayed.

that may affect the effort provisions of the other. Voting for higher taxes was not associated
with significant differences in effort levels, even when controlling for the implemented tax rate
(B =0.78, p = 0.59). Participants who voted for a lower tax rate than was implemented (and
thus know that their partner voted for a higher tax rate) did not exert significantly lower effort

(B = —1.00, p = 0.75), showing that there was no evidence of retaliatory shirking.

2.6 Discussion

Voting behavior in this experiment is consistent with the hypotheses generated by multiple
theories that individuals vote in their self-interest when considering taxation rates, insofar as they

clearly know whether the redistribution will benefit them or not. When the relative earnings of

50



each partner in a pair are clear, as in the case of uneven wage rates, a large majority of low earners
voted to raise taxes as much as possible. A somewhat larger proportion of high earners also
voted for some degree of redistribution, consistent with having some preference for compressed
post-tax earnings, but still the large majority vote for no taxation, which maximized their own
earnings.

For workers with equal wages, for whom the net effect of a tax is uncertain, demand
for redistribution was high. This demand for redistribution can be explained by workers having
uncertainty over the pre-tax earnings of their group, which allows both self-interest and inequity
aversion to theoretically drive demand.

One of the more striking findings was the lack of evidence in favor of Effort-Fairness
preferences. Only a small fraction few medium-wage workers chose the 0% tax rate that an
individual with strong Effort-Fairness preferences would choose. A potential reason for this
discrepancy may be the ex-ante nature of redistributionary decision-making in this experiment,
as opposed to ex-post in many other studies, which changes the amount of information about
effort levels available to decision-makers. Another reason may be that individuals are indeed
concerned with the cost-of-effort function, rather than just effort as defined by units of work
completed. They may care for instance about how subjectively negative it is for others to work
on the task, or even that all individuals spent an equal amount of time working.

It is more puzzling why effort levels did not differ more than was observed, given that
the lowest marginal gain from a unit of work was 1/6th of the highest. Part of this could be due
to the task and time limit—it may be that this task was simply not difficult enough to perform
for 10 minutes that differences in motivation would yield substantial differences in provision.
A potential implication of this finding is that the few voters who voted for low redistribution
for fear of disincentivizing effort mis-estimated the elasticity of labor supply. Whether this
mis-estimation occurs in the real world is an empirical question beyond the scope of this paper,
although anecdotally a frequent argument of anti-taxation groups is that it is in the best interests

of the low earners to only lightly tax high earners in order to incentivize them to work harder in
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order to maximize the size of the tax base. Understanding the importance of the estimation of
the disincentive effects of taxation by low income groups may be fruitful in understanding their
voting preferences. Directly eliciting beliefs about the elasticity of effort would be useful for

resolving these issues in a laboratory context.
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Chapter 3

Assessing the Role of Gender in Choosing
a Primary Care Specialty in Medical Stu-
dents; A Longitudinal Study

3.1 Abstract

Background: There is a general shortage of primary care physicians in the United States,
and women are disproportionately more likely than men to become primary care physicians.

Purpose: Increase understanding as to why men and women choose to enter primary care
specialties.

Methods: A longitudinal annual survey from 2013-2019 was administered to students
at the University of lowa Carver College of Medicine. Using a logistic regression model, we
examine the factors associated with students pursuing careers in primary care specialties.

Results: Men were significantly more likely than women to report that their choice of
specialty was influenced by debt (N=278, x2(1)=10.88, p=0.001), and students who reported
that debt influenced their specialty choice were approximately 1/3rd as likely to enter a primary
care specialty (N=189, 95% CI [0.11-1.06], p=0.06). For men, but not women, the subjective
importance of potential salary was negatively associated with entering a primary care specialty
(p=0.03).

Discussion: A key gender differentiator is that men’s specialty choice is more negatively
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influenced by the financial concerns of debt and future salary.
Translation to Health Education Practice: medical schools seeking to increase the number
of students who match into primary care specialties should target interventions based on financial

concerns.

3.2 Introduction

The American medical system faces a shortage of primary care physicians (PPs), with a
projected shortage of 46,000 PPs by 2025 in the US1. The most pervasive shortages are found in
rural and underserved areas2. The reduced access for patients leads to overutilization of acute
care providers for routine or preventable health care3, 4. The dearth of PPs is consequential
for the overall quality of healthcare in the United States, as nations with robust primary care
systems demonstrate better healthcare outcomes and lower costs4. The shortage persists despite
the number of residency positions in the core primary care specialties of internal medicine,
pediatrics, and family medicine (the specialties defined as comprising primary care in this study)
reaching an all-time high in 20181.

In response to this shortfall, many medical schools have striven to change student selection
criteria and pursue curricular changes to increase the number of students choosing a primary care
specialty. Strategies implemented by medical schools include mandatory primary care rotations,
loan forgiveness, longitudinal programs, and rural track programs. Meta-analyses conducted by
Pfarfaller et al. (2015) found that longitudinal interventions throughout medical school are the
most effective6, but there is still a need for more research to identify effective and cost-effective
targets for interventions at multiple stages in the medical education process.

In this study, we examine the factors associated with entering a primary care specialty
in order to better guide future interventions and policy changes. We employ a theoretical
framework based on work from Pfarfaller et al. (2015), in which factors affecting specialty

choice are organized into conceptually linked groups which reflect individual characteristics,
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preferences, and experiences. Specifically, we examine financial considerations, including debt
and future salary potential; mentorship and early exposure to PPs; lifestyle and job preferences;
and demographics.

In addition to these conceptual groups, we examine the role of gender, which varies
dramatically across different medical specialties. Women comprise an increasing majority of
domestic PP residents, accounting for 52.9% of total domestic residents in family care, internal
medicine, and pediatrics in 20197. This includes female majorities in family medicine (54.9%)
and pediatrics (75.3%), and a female minority in internal medicine (42.2%)7.

Our analysis uses a unique, prospective dataset from University of Iowa Carver College
of Medicine (UICCM), comprised of comprehensive surveys administered annually containing
questions about background, current goals, debt, and other factors. Our long-running study
has a large sample size and multiple cohorts with repeated, regular surveys. This allows us to
examine the importance of various factors, such as the subjective importance of time spent in
patient contact, both early in medical school and after having matched. The added depth also
allows for subcategorization of students by demographics and other characteristics—as well as a
more integrative picture of microsystem factors, like mentorship and research experiences, with

macrosystem factors including debt burden and future employment prospects.

3.3 Methods

Data was procured via the Carver College of Medicine Specialty Choice survey, a series
of surveys given annually to medical students at UICCM, beginning in 2013 and still ongoing.
This study was approved by the University of Iowa Institutional Review Board. The most recent
data was recorded after the 2019 Match, and thus our data set includes 2013, 2014, and 2015
matriculants. The survey is given to all students, with an average completion rate of roughly 70%
per cohort. Survey design was based on literature review and discussions with medical students

and residents, who endorsed certain factors as being important in their specialty selection. Each
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student was surveyed at the beginning of each year, as well as after the match in 4th year. We
define primary care in this study as internal medicine, pediatrics, and family medicine.

For all descriptive statistics, only those students for whom there is information on their
specialty match are reported. The majority of three cohorts have now completed medical school
and are included in the data. Of these, N=374 students provided specialty match data by the
summer of 2019. Descriptive statistics comparing men and women, and those who did or did not

match into primary care specialties are presented in Tables 1-4.

3.3.1 Analysis

To examine which factors are strongly associated with matching into a primary care
specialty, we compare levels of surveyed attributes using 2-sided t-tests and x? tests where
appropriate, as well as employ multivariate logistic (logit) regressions to calculate adjusted
odds-ratios (OR) for which factors are significantly associated with selection into a primary care
specialty. We present results both from pooling genders and by analyzing genders separately.
We also pool together data from the three cohorts. We examine data in three time periods:
from before medical school, from the first 2 years, and from after match. This was done for
both theoretical and practical reasons. On a practical level, response rates for M3 and M4
were comparatively low, likely due to many students being on rotation. On a theoretical level,
these 3 tranches are each relevant to different types of potential interventions, for instance
pre-matriculation information being useful for admissions, and early medical school experiences

relevant to interventions in this time period. All statistical analysis was done using STATA 14.0.

3.4 Results
3.4.1 Gender

Female gender is positively associated with selecting into a primary care specialty, a

finding that is significant and robust to most tested regression specifications. When controlling
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for student characteristics measured in the M1 survey, which includes factors determined prior
to matriculation, women are 2.13 times (95% CI [1.30-3.54], p;0.001, Appendix Table 1) more
likely than men to enter a primary care specialty. Female gender was also significantly associated
with entering a primary care specialty when controlling for factors measured through the M2
survey (N=264, Adjusted OR=2.06, 95%CI[1.12-3.79], p=0.02, Table 5 Column 4, and Figure
1). When controlling for all post-match factors, female gender is still positively associated, but
not significantly (N=189, Adjusted OR=1.61, 95%CI[0.76-3.41], p=0.21, Table 6 Column 4, and

Figure 2).
3.4.2 Mentorship and Exposure to Primary Care Physicians

Over time, students tended to find mentors in the fields they ultimately matched into.
Thus, when examining the role of mentorship, we primarily consider mentorship experiences
in the first 2 years of medical school, which are likely to play a greater role in determining
specialty choice, rather than being determined by it. 32.54% of female medical students reported
a mentor in a primary care specialty in their first 2 years, significantly more than the 14.19%
of men (N=281, ¥>=13.45, p;0.001). Of the 41 women who reported having a primary care
mentor in their first 2 years, 23 would go on to match into a primary care specialty. When
controlling for other variables from the first 2 years of medical school, the relationship between
having a primary care mentor in the first 2 years and entering a primary care specialty is not
statistically significant for women (N=116, Adjusted OR = 1.55, 95% CI[0.55-4.35], p=0.40,
Table 5, Column 6). Having a mentor in a primary care specialty in the first 2 years of medical
school was also not associated with a significant change in the likelihood of matching into a
primary care specialty for men in any tested specification (N=150, Adjusted OR = 0.57, 95% CI
[0.17-1.91], p=0.37, Table 5, Column 5).

Having a family member who practices family care is positively associated with entering
a primary care specialty. The effect is significant at the 0.05 level when pooling genders, with

an overall 2.87 times increased likelihood of entering a primary care specialty (N=303, 95% CI
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[1.14-7.19], p=0.03). This effect is stronger in women, who are 3.72 times more likely to enter
a primary care specialty (N=133, 95% CI [0.89-15.48], p=0.07), and men have a positive but
statistically insignificant effect (N=120, Adjusted OR = 2.76, 95% CI [0.77-9.89], p=0.12). The
proportion of students with a family member who practiced primary care did not differ between
genders (N=332, ¥%=0.15, p=0.70). The importance of having a family member who practices
primary care is also significant post-match when controlling for other variables as well (N=189,

Adjusted OR=5.44, 95%CI[1.14-25.91], p=0.03].

3.4.3 Research

Pre-matriculation research experiences were negatively associated with the likelithood
of women entering a primary care specialty for women, but not men. If a woman had pre-
matriculation research experience, they had a 0.35 times likelihood of entering a primary care
specialty (N=133, 95%CI[0.17-0.73], p=0.01), and even if the research was related to primary
care, it had a negative but statistically insignificant association with entering a primary care
specialty (N=133, Adjusted OR = 0.52, 95%CI [0.20-1.37], p=0.19). Conducting primary care
research in medical school was not strongly associated with the likelihood of entering a primary
care specialty, with the only significant relationship found in our tested regression being positive
for men who conducted primary care research in their first 2 years of medical school (N=153,

Adjusted OR=2.64, 95%CI[0.94-2.00], p=0.07, Table 5 Column 2].

3.4.4 Earnings and Debt

83.91% of students reported being in educational debt by the end of medical school.
There was no significant difference in the rate of having debt between students who did or
did not match into primary care (N=286, y*(1)=1.43, p=0.23), and having debt did not have a
significant effect on the likelihood of entering into a primary care specialty (N=189, Adjusted
OR =2.02, 95% CI [0.74-5.50], p=0.17). However, students who reported post-match that debt

had a significant impact on their specialty choice were 67% less likely to enter a primary care
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specialty (N=189, 95% CI [0.11-1.06], p=0.06). 26.79% of women reported that medical school
debt had an impact on their specialty choice, compared to just 10.09% of men, a significant
difference (N=278, x2(1)=10.88, p;0.001).

Students were also asked about the importance of potential salary in their specialty choice,
and there was a significant negative relationship for men at their M2 survey. For each 1 point
increase in the subjective importance of potential salary, men were 34% less likely to ultimately
matching into a primary care specialty (N=148, 95%CI[0.45,0.96], p=0.03]. This relationship
persisted at post-match as well (N=108, Adjusted OR=0.50, 95%CI[0.27-0.94], p=0.03]. For
women, there was no significant relationship between the importance of potential earnings and
likelihood of entering a primary care specialty. Men on average rated the importance of potential

salary significantly higher than women (N=362, 2-sided t-test, t(360)=2.64, p=0.01).

3.4.5 Lifestyle and Job Preferences

A number of questions were asked pertaining to the importance of various job and lifestyle
attributes in preferring or selecting a specialty. Academic vs. private practice opportunities and
intellectual stimulation were not significantly related to choosing a primary care specialty in
either M2 or post-match survey.

The amount of time in patient contact was significantly negatively related to matching
into a primary care specialty at M2 when pooling genders, with each increase in importance level
related to a 19% lower likelihood of matching into primary care (N=264, 95%CI[0.66-0.99],
p=0.04, Table 6 Column 4). Specialty status/reputation was only significantly positively related to
choosing a primary care specialty for men at M2 (N=148, Adjusted OR=1.46, 95%CI[1.01-2.12],
p=0.05, Table 5 Column 5).

Quality of life was not significantly related to choosing a primary care specialty at M2, but
significantly negatively associated for both men and women post-match, where each increased
level of importance of quality of life related to a 35% lower likelihood of matching into a primary

care specialty (N=189, 95%CI[0.45-0.93], p=0.02, Table 6 Column 4).
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The importance of technical skills necessary was not related to specialty choice in M2,
but post-match, was significantly negatively related for both men and women, with a pooled

genders effect of a 46% lower likelihood (N=189, 95%CI[0.39-0.75], p;0.01, Table 6 Column 4).

3.5 Discussion
3.5.1 Mentorship and Exposure to Primary Care Providers

Having a medical mentor in a given specialty is a medical career choice factor frequently
examined in the literature. Some have found strong positive associations between having a
medical mentor in a given specialty and matriculating into that field6, 8. There are, though,
difficulties in identifying a causal relationship between mentorship and specialty match. One
plausible conclusion is that exposure to a mentor itself leads to the increased likelihood of
matching into their specialty. What may overstate the effect of mentorship, is that students
frequently choose their own mentors in a given specialty, to increase their competitiveness. This
occurs by way of letters of recommendation and the faculty member’s professional network. That
is, students may develop preferences for the specialty before finding a mentor in the specialty,
and so there may not be much of an effect of mentorship per se. Thus, policy changes based on
such findings (e.g. increasing opportunities for exposure to role models) have an uncertain effect.

In our analysis, we attempt to overcome some of these challenges by focusing on
mentorship experiences in the first 2 years, a time period when a student’s specialty preferences
are not yet fully formed, and they are less likely to have sought a mentor in a field to bolster their
match competitiveness. We find that having a primary care mentor is not significantly associated
with matching into a primary care specialty, but that women are substantially more likely than
men to have a primary care mentor.

Having a family member primary care practitioner was strongly associated with an
increased likelihood of entering a primary care specialty, and this effect was particularly strong

for women. There are several possible, non-exclusive explanations for this finding. The first is
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that exposure to primary care physicians could increase interest in primary care practice—learning
more about a specialty and associated lifestyle as an individual grows up could make it more
appealing. The second is that having a family member who is a primary care practitioner could
be correlated with a broader set of common values in the family, which favors entering primary

care.

3.5.2 Lifestyle and Job Factors

Survey responses to lifestyle and personality factors were stronger predictors of matching
into a primary care specialty the further along students progressed in their medical education.
This is not entirely surprising, considering the limited exposure to specialties and clinical
medicine during the orientation period. However, it does speak to an opportunity that increasing
student awareness of some lifestyle and professional differences between medical specialties
early in their medical education may influence their preferences. Relatedly, attempts to increase
interest in primary care should account for the limited exposure and experience of pre-clinical
medical students. Students may not be aware of desirable aspects of each specialty until their
clinical clerkships. For instance, the importance of time spent in patient contact as assessed in
year 2 is negatively associated with entering a primary care specialty, but this negative association

is gone post-match.

3.5.3 Earnings and Debt

Medical school debt is a subject of increasing scrutiny. For the graduating class of
2018, 75% of students had student loan debt, with an average indebtedness of $200,000; with
standard federal interest rates and repayment plans, this can grow to more than 400k with accrued
interest through the life of the loan9. Numerous students matriculate into medical school with
several hundred thousand dollars of existing student loan debt. Some argue that these costs drive
students into high-paying subspecialties, in order to shed oneself of his/her debt burden as early

as possible. By the time of match, 240 of 286 (83.91%) of students reported being in debt from
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medical school. We do not find that having debt alone significantly explains choosing a primary
care specialty, and the proportion of students in debt from medical school did not differ across
primary care or non-primary care specialties, or across genders. A limitation of our study is that
in initial survey years students were only asked about having debt, not levels of debt, although
this has now been changed. Philips et al. (2014) find that high debt levels are associated with
lower selection into primary care specialties in public schools, which can be assessed with future
cohorts of our ongoing study.

There were, though, substantial differences based on whether students responded affir-
matively to whether their debt impacted their specialty choice. Men were overall much more
likely than women to say that their educational debts impacted their specialty choice, and men
who responded that their specialty was influenced by debt were significantly less likely to enter
a primary care specialty. This trend was also observed in women, but the relationship was not
significant. Working in the same direction, for men but not women, the importance of future
salary was negatively and significantly associated with likelihood of entering a primary care
specialty.

Further research is necessary to elucidate why the financial considerations of debt and
future salary are more influential in pushing men out of primary care than women. It may be
related to broader motivations for entering the medical profession, perceived societal expectations,
or differences in opportunities to enter higher paying specialties. Understanding more about
this gap may help create interventions which encourage more men into selecting primary care

specialties and help to alleviate the expected shortage of primary care physicians in the future.

3.5.4 Limitations

There are several limitations to this study. First, specialty is not a perfect proxy for pri-
mary care physicians; studies have found that 60% of internal medicine graduates subspecialize,
and many primary care physicians are switching to more lucrative hospitalist positions1. Family

medicine physicians have the most years of direct primary care, with 4-5 times the number of

65



“primary care” career years compared to internal medicine graduates10. However, eventual
residency specialty is the best estimate at the level of the medical school selection process.
Second, this study only covers three graduating classes at one medical college, limiting
the scope of which questions can be answered. Collaborating across institutions would provide a
more representative sample of medical students, as well as increase statistical power.
Third, this study has difficulty disentangling medical student preferences for different
specialties and their ability to enter them. Integrating longitudinal data with measures of student

performance would improve this.

3.6 Conclusion

Increasing the number of primary care practitioners will require many changes; one key
element is medical schools taking greater initiative to increase the number of students entering
into primary care. Designing interventions to accomplish this is aided by a better understanding
of the characteristics, preferences, and experiences associated with specialty choice.

In this study, we find several factors associated with an increased likelihood of entering
primary care specialties, including female gender, having family members who practice family
care, and placing a low importance on technical skills at the end of medical school. We also find
evidence that the primary care gender gap may be attributable to differences in the subjective
importance placed on future earnings and educational debt, with these factors associated with

men choosing other specialties.
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3.9 Appendix

Table 3.1. Descriptive statistics of those who did/did not match into a primary care spe-
cialty Comparison of descriptive statistics of students who matched into internal medicine,
pediatrics, or family medicine specialties. Likert scores taken from M1 survey. Pooled Genders.

Characteristic

Matched Into Pri-
mary Care Specialty,
Pooled Genders.
Mean (SD) or N (%).

Did Not Match Into
Primary Care Spe-
cialty, Pooled Gen-
ders. Mean (SD) or
N (%).

Test of differences

Count

Avg. age at matricu-
lation
Gender is female

Ethnicity is white
Physicians in family

Undergrad science
based major

Debt from pre-med
education

Pre-med research
Pre-med mentor
Ever married

Mentor in primary
care specialty in 1st
2 years

Research in medical
school

Amount of time in pa-
tient contact (Likert
scale)

Quality of life (Likert
scale)

137 (36.63%)
23.3(1.97),N=110

77 (56.20%)
106 (77.37%)
27 (22.13%)
95 (87.96%)
48 (36.36%)
54 (44.26%)
45 (36.89%)
27 (19.71%)

29 (21.17%)

91 (66.42%)

2.20 (1.59), N=108

2.32(1.67) , N=108

237 (63.37%)
23.54 (2.41), N=197

87 (36.71%)
189 (79.75%)
44 (20.95%)
173 (88.72%)
89 (40.09%)
115 (54.76%)
82 (39.05%)
54 (22.78%)

34 (14.35%)

205 (86.50%)

2.46 (1.44), N=195

2.53 (1.59), N=195

68

N=307, 2-sided t-test,
t(305) = 0.87, p=0.38
N=374, x%(1)=13.40,
p;0.01

N=374,
p=0.59
N=332,
p=0.80
N=303,
p=0.84
N=354,
p=0.49
N=332,
p=0.07
N=332,
p=0.70
N=374,
p=0.49
N=374,
p=0.09

22(1)=0.29,
22(1)=0.06,
22(1)=0.04,
22(1)=0.48,
22(1)=3.40,
2>(1)=0.15,
22(1)=0.48,
22(1)=2.88,
N=374, x%(1)=21.20,
p;0.01

N=303, 2-sided t-test,
t(301) = 1.44, p=0.15

N=303, 2-sided t-test,
t(301) = 1.08, p=0.28



Table 3.1. Descriptive statistics of those who did/did not match into a primary care spe-
cialty, continued Comparison of descriptive statistics of students who matched into internal
medicine, pediatrics, or family medicine specialties. Likert scores taken from M1 survey. Pooled
Genders.

Characteristic Matched Into Pri- Did Not Match Into Test of differences
mary Care Specialty, Primary Care Spe-
Pooled Genders. cialty, Pooled Gen-
Mean (SD) or N (%). ders. Mean (SD) or

N (%).
Technical skills nec- 2.07 (1.03) , N=108  2.13 (1.02), N=195 N=303, 2-sided t-test,
essary (Likert scale) t(301) = 0.42, p=0.63
Med school debt at 90 (87.38%) 150 (81.97%) N=286,
match x>(1)=1.43, p=0.23
Med school debt 9 (9.09%) 44 (24.58%) N=278, x?(1)=9.91,
influenced specialty p;0.01

choice
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Table 3.2. Descriptive statistics of men Comparison of descriptive statistics of students who
matched into internal medicine, pediatrics, or family medicine specialties. Likert scores taken

from M1 survey.

Characteristic Matched Into Pri- Did Not Match Into Test of differences
mary Care Specialty, Primary Care Spe-
Men. Mean (SD) or cialty, Men. Mean
N (%). (SD) or N (%).
Count 60 (28.57%) 150 (71.43%) -
Avg. age at matricu- 23.63 (1.95) 24.00 (2.91) N=172, 2-sided t-test,
lation t(170) = 0.84, p=0.20
Ethnicity is white 48 (80.00%) 120 (80.00%) N=210, x2(1)=0.00,
p=1.00
Physicians in family 11 (21.15%) 32 (24.06%) N=185, x2(1)=0.18,
p=0.67
Undergrad science 40 (85.11%) 109 (88.62%) N=170, x?(1)=0.39,
based major p=0.53
Debt from pre-med 22 (39.39%) 60 (42.55%) N=197, x*(1)=0.18,
education p=0.68
Pre-med research 28 (53.85%) 69 (51.88%) N=185, x2(1)=0.06,
p=0.81
Pre-med mentor 18 (34.62%) 51 (38.35%) N=185, x2(1)=0.22,
p=0.64
Ever married 16 (26.67%) 39 (26.00%) N=210, x2(1);0.01,
p=0.92
Mentor in primary 6 (10.00%) 16 (10.67%) N=210, x?(1)=0.02,
care in 1st 2 years p=0.89
Research in medical 46 (76.67%) 134 (89.33%) N=210, yx%(1)=5.62,
school p=0.02%%*
Amount of time in pa- 2.34 (1.54) 2.45 (1.39) N=170, 2-sided t-test,
tient contact (Likert t(168) = 0.44, p=0.66
scale)
Quality of life (Likert 2.53 (1.57) 2.55(1.57) N=170, 2-sided t-test,
scale) t(168) = 0.07, p=0.94
Technical skills nec- 2.00 (1.04) 2.24 (1.07) N=170, 2-sided t-test,
essary (Likert scale) t(168) = 1.29, p=0.20
Med school debt at 42 (87.50%) 94 (81.03%) N=164, x*(1)=1.00,
match p=0.32
Med school debt 6 (13.04%) 35 (30.97%) N=119, x%(1)=2.06,

influenced specialty
choice

p=0.15
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Table 3.3. Descriptive statistics of women Comparison of descriptive statistics of students who
matched into internal medicine, pediatrics, or family medicine specialties. Likert scores taken

from M1 survey.

Characteristic Matched Into Pri- Did Not Match Into Test of differences
mary Care Specialty