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ABSTRACT OF THE DISSERTATION

Search for a Very Light NMSSM Higgs Boson Produced in Decays of the 125 GeV Scalar
Boson and Decaying Into tau Leptons in pp Collisions at the LHC

by

Amithabh Shrinivas

Doctor of Philosophy, Graduate Program in Physics
University of California, Riverside, August 2016

Professor Robert Clare, Chairperson

A search for a very light Higgs boson decaying into a pair of tau leptons is presented

within the framework of the next-to-minimal supersymmetric standard model(NMSSM).

This search is based on a data set corresponding to an integrated luminosity of 19.7 fb�1

and 2.5 fb�1 of proton-proton collisions collected by the CMS experiment at a centre-of-mass

energy of 8 TeV and 13 TeV respectively. The signal consists of the production of either of

the two lightest scalars, h
1

or h
2

, via gluon-gluon fusion and subsequent decay into a pair of

the lightest Higgs bosons, a
1

or h
1

. The h
1

or h
2

boson is identified with the observed state

at a mass of 125 GeV. The analysis searches for decays of the a
1

(h
1

) states into pairs of tau

leptons and covers a mass range for the a
1

(h
1

) boson of 4 to 15 GeV. The search reveals

no significant excess in data above standard model background expectations, and an upper

limit is set on the signal production cross section times branching fraction as a function of

the a
1

(h
1

) boson mass.
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Chapter 1

Introduction

“From the earliest times, man’s dream has been to comprehend the complexity of

nature in terms of as few unifying concepts as possible...”

Dr. Abdus Salam

1.1 Standard Model of Particle Physics

The Standard Model (SM) of particle physics is a theory of elementary particles

and their interactions. Practically, all the experimental data from high energy experiments

can be accounted for by it. There are three kinds of elementary particles that constitute

all matter: leptons, quarks and gauge bosons(mediators). There are six flavors of spin-1
2

leptons, classified according to their charge (Q), electron number (Le), muon number (Lµ),

and tau number (L⌧ ), which naturally fall into three generations. The known leptons come

in two categories: the electron (e), the muon(µ), and the tau (⌧), each with one unit of

electric charge, and three corresponding neutrinos (⌫e, ⌫µ, ⌫⌧ ), which are electrically neutral.

1



Leptons do not interact via the strong interaction. Similarly, there are six flavors of spin-1/2

quarks, classified by charge (Q), strangeness (S), charm (C), beauty (B) and truth (T ) which

also fall into three generations. The 6 known flavors of quarks are either “up-type”quarks -

the up (u), charm (c), and top (t) quarks - carrying an electric charge of +2/3, or “down-

type”quarks - the down (d), strange (s), and bottom (b) quarks - carrying an electric charge

of -1/3. Quarks also carry “color charge”, a property related to the strong interaction. Each

flavor of quark comes in three colors. While leptons exist as free particles, quarks do not

seem to do so. This phenomenon is called quark confinement [5].

The Standard Model (SM) includes three basic types of interactions: namely elec-

tromagnetic, weak and strong interaction. Gravity remains excluded from this model. Every

interaction has a mediator - the photon (�) for the electromagnetic interaction, W+,W� and

Z boson for the weak interaction and gluons(g) for the strong interaction. They are spin-1

particles collectively called the gauge bosons. The photon is massless and electrically neutral

while W and Z bosons are massive. Eight massless gluons mediate the strong interaction

between quarks which carry a color charge; gluons themselves also carry color charge as a

result of which they have the special ability to interact with other gluons. In all, there are

about 25 free parameters in the standard model which are to be obtained experimentally

and not provided by the model. These include the masses of the 12 fermions, a coupling

constant for each of the 3 interactions, the vacuum expectation value of the Higgs field, the

mass of the Higgs boson, the 4 angles of the Pontecorvo-Maki-Nakagawa-Sakata [6] weak

mixing matrix and the 4 angles of the Cabibbo-Kobayashi-Maskawa [7,8] quark mixing mat-

rix.
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Figure 1.1: Standard Model

Mathematically, the SM is formulated as a quantum field theory with the gauge

symmetry group SU(3)c ⌦SU(2)L ⌦U(1)Y [9]. Here the subscript c denotes color,L means

the fields participating in the interaction are left-handed and Y denotes the weak hyper-

charge. The strong interaction between quarks and gluons, is governed by the SU(3)c

subgroup. SU(2)L is the symmetry of weak isospin which couples only to “left-handed”

chiral states and U(1)Y the symmetry of weak hypercharge.
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Table 1.1: Chiral fields in Standard Model

Spin-1
2

Representation under SU(3)c ⌦ SU(2)L ⌦ U(1)Y

quarks

(uL, dL) (3, 2, 1

6

)

u†
R (3̄, 1, -2

3

)

d†
R (3̄, 1, 1

3

)

leptons
(⌫L, eL) (1, 2, -1

2

)

e†R (1, 1, 1)

Table 1.2: Gauge Fields in Standard Model

Spin-1 Representation under SU(3)c ⌦ SU(2)L ⌦ U(1)Y

gluons g (8, 1, 0)

Wµ W±,W 0 (1, 3, 0)

Bµ (uL, dL) (1, 1, 0)

1.1.1 Quantum Chromodynamics

Quantum Chromodynamics (QCD) [10] is a quantum field theory of strongly in-

teracting fundamental particles namely quarks mediated by gluons. Mathematically, it is a

renormalizable non-Abelian gauge theory of the SU(3)c subgroup in the Standard Model.

The field theory on whose basis QCD was eventually built, Yang-Mills theory [11] is a

generalized principle of local gauge invariance applied to non-Abelian gauge groups. The

generators of the color SU(3) group do not commute with each other due to its non-Abelian

nature and hence follow the commutation relation,

[Ta, Tb] = ifabcTc (1.1)
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where fabc are the structure constants of the group.

Only quarks and gluons participate in strong interactions. In QCD, we have three

fields for each flavor of quark which are required by Pauli’s Exclusion Principle. These are

put into so-called color triplets. For example, the up quark is associated with the triplet,

0

B

B

B

B

B

B

@

ur

ug

ub

1

C

C

C

C

C

C

A

(1.2)

where ur, ug, ub are four-component Dirac spinors, and the subscripts r, g, b label the color

states(red, green, blue). Only color singlets are found to exist freely in nature. The quarks

interact with each other by the exchange of gluons, which are massless vector particles

belonging to the octet representation of SU(3) which are introduced as a result of requiring

gauge invariance. Even though the coupling constant is large in QCD, perturbation theory

has been successful in describing the strong interactions. This has been possible only due

to the property of Asymptotic freedom [12] of quarks wherein the coupling strength is small

enough at small distances or large energies so that Perturbative techniques apply. Probing

such small distances have been realized with the help of high energy particle colliders of

today. The QCD Lagrangian for a vector field is given by [13],

LQCD = Lfree + Linteraction + Lkinetic (1.3)
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where,

Lfree = q̄(i�µ@µ �m)q (1.4)

Linteraction = �g(q̄�µTaq)G
a
µ (1.5)

Lkinetic = �1

4
Ga

µ⌫G
µ⌫
a (1.6)

1.1.2 Electroweak Unification

The electroweak theory is a unified gauge theory of the SU(2)L ⌦U(1)Y subgroup

in the Standard Model. The weak isospin operator generates the symmetry group SU(2)L

while the hypercharge operator generates the symmetry group U(1)Y related by,

Q = T
3

+
Y

2
(1.7)

where Q is the electric charge and T
3

is the third component of weak isospin.

The SU(2)L ⌦ U(1)Y symmetry group is formed by the two charged currents Jµ and J†
µ

defined as,

Jµ = ⌫̄L�µeL (1.8)

J†
µ = ēL�µ⌫L (1.9)
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and an orthogonal combination of the weak neutral current J3

µ and the weak hypercharge

current JY
µ defined as,

jemµ = J3

µ +
1

2
jYµ (1.10)

where,

J3

µ =
1

2
⌫̄L�µ⌫L � 1

2
ēL�µeL (1.11)

jYµ =  ̄�µY  (1.12)

where e and ⌫ are the electron and neutrino spinors.

The SU(2)L transformations of weak isospin operate only on left-handed fermion

doublets, which can be represented as,

0

B

B

@

⌫e

e

1

C

C

A

L

,

0

B

B

@

⌫µ

µ

1

C

C

A

L

,

0

B

B

@

⌫⌧

⌧

1

C

C

A

L

(1.13)

for leptons and

0

B

B

@

u

d0

1

C

C

A

L

,

0

B

B

@

c

s0

1

C

C

A

L

,

0

B

B

@

t

b0

1

C

C

A

L

(1.14)

for quarks. The left-handed doublets have weak isospin T=1/2, while right-handed fermions

form isospin singlets with T=0 and do not couple to the SU(2)L gauge field. They are

denoted as eR, µR, ⌧R (leptons) and uR, d0
R, cR, s0R, tR, b

0
R (quarks). The prime notation for
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quarks indicates that they are weak eigenstates which are a mixture of mass eigenstates as

follows,

0

B

B

B

B

B

B

@

d0

s0

b0

1

C

C

C

C

C

C

A

= VCKM

0

B

B

B

B

B

B

@

d

s

b

1

C

C

C

C

C

C

A

(1.15)

where VCKM is the Cabibbo-Kobayashi-Maskawa quark mixing matrix. Unlike weak isospin,

the weak hypercharge couples to both left-handed and right-handed components of fermions.

Like QCD, the requirement of gauge invariance of the electroweak group introduces an

isotriplet of vector fields W i
µ associated with the SU(2)L symmetry group and a single vector

field Bµ associated with U(1)Y symmetry group. The observable electroweak bosons - the

charged W±, the neutral Z, and the photon which are the mass eigenstates- are obtained

from the mixing of the gauge fields by,

W±
µ =

1p
2
(W 1

µ ⌥W 2

µ) (1.16)

Zµ = cos ✓WW 3

µ � sin ✓WBµ (1.17)

Aµ = sin ✓WW 3

µ + cos ✓WBµ (1.18)

where ✓W is known as the weak mixing angle. It can be expressed in terms of the coupling

8



constants of SU(2)L(g) and U(1)Y (g0) by the relations,

sin ✓W =
g0

q

g2 + g02
(1.19)

cos ✓W =
g

q

g2 + g02
(1.20)

✓W is a free parameter of the SM and is experimentally measured to be 30�. The Lagrangian

for the electroweak group is given by,

Lelectroweak = Lfermionic + Lkinetic (1.21)

where,

Lfermionic = �̄Li�
µ(@µ + i

g0

2
Y Bµ + i

g

2
⌧aW a

µ )�L +  ̄Ri�
µ(@µ + i

g0

2
Y Bµ) R (1.22)

Lkinetic = �1

2
W a

µ⌫W
aµ⌫ � 1

4
Bµ⌫B

µ⌫ (1.23)

Here �L, R denote a left-handed doublet and right-handed singlet of weak isospin respect-

ively, �µ the Dirac matrices, ⌧a the Pauli spin matrices, and Y the hypercharge operator.

The SU(2)L ⌦ U(1)Y gauge symmetry of the electroweak Lagrangian prohibits mass terms

for the gauge bosons of the form M2W a
µW

aµ since they would break local gauge invariance

and render the theory unrenormalizable. An explicit mass term for the fermions of the form,

m ̄ = m( ̄L R +  ̄R L) (1.24)
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violates SU(2)L gauge symmetry since the SU(2)L transformations operate differently on

left-handed and right-handed states. However, the W and Z bosons and the fermions are ex-

perimentally known to be massive. This mass problem is solved by introducing spontaneous

symmetry breaking via the Higgs mechanism.

1.1.3 Higgs Mechanism

The way to achieve spontaneous symmetry breaking, is to introduce scalar fields,

called Higgs bosons which give rise to the Higgs mechanism [14–16]. Since we start with

4 gauge bosons(3 associated with SU(2)L and 1 with U(1)Y ) and finally want to have 1

massless photon associated with U(1)em, we need scalars with at least 4 degrees of freedom.

The simplest model of such scalars is an SU(2) doublet of 2 complex scalar fields whose

weak hyper charge is Y�=+1,

� =

0

B

B

@

�+

�0

1

C

C

A

=
1p
2

0

B

B

@

�
1

+ i�
2

�
3

+ i�
4

1

C

C

A

(1.25)

The Lagrangian for the Higgs sector is then given by,

L = (@µ�+ i
g

2
⌧.Wµ�)

†(@µ�+ i
g

2
⌧.Wµ�)� V (�)� 1

4
Wµ⌫W

µ⌫ (1.26)

with,

V (�) = µ2�†�+ �(�†�)2 (1.27)
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where µ2 < 0 and � > 0.

Figure 1.2: Comparison of potential having a symmetric vacuum state with a asymmetric
vacuum state causing spontaneous symmetry breaking

The potential has its minima at,

�
1

= �
2

= �
3

= 0 and �
4

= �µ2

2�
⌘ v2 (1.28)

We now expand �(x) about this particular vacuum:

�
0

=
1p
2

0

B

B

@

0

v

1

C

C

A

(1.29)
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We can recast the potential in the form of fluctuations about the vacuum state as,

�
0

=
1p
2

0

B

B

@

0

v + h(x)

1

C

C

A

(1.30)

Here h(x) is the Higgs field. Inserting it into the Lagrangian for Higgs and gauge fields, we

end up with 3 massive vector fields and a massive scalar field. The masses generated for

the gauge bosons can be obtained by comparing the terms in
�

�

�

ig
2

⌧.Wµ
2

�

�

�

with typical mass

terms of a boson with mass of W boson given by,

MW =
1

2
gv (1.31)

and that of Z boson given by,

MZ =
1

2
v

q

g2 + g02 (1.32)

1.2 Supersymmetry

The Standard Model though explains the real world quite well, it is still considered

to be a low energy effective theory which is divergent at high energies.

• There is the ‘mass hierarchy’ problem. Within the SM, the mass of the Higgs particle

is extremely sensitive to any new physics at higher energies and its natural value is of

order of the Planck mass, if the SM is valid up to that scale. This is several orders of

magnitude higher than the electroweak scale implied by experiment. The SM Higgs
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field (�) is a complex scalar with a classical potential,

V = µ2�2 + ��4 (1.33)

The SM requires a non-vanishing vacuum expectation value (VEV) for � at the min-

imum of the potential. This occurs if µ2

H < 0 and � > 0, resulting in h�i =
q

�µ2
H
2� .

For a Higgs boson with a mass near 125 GeV, � = 0.126 and µ2

H = �(92.9 GeV)2. The

problem is that µ2

H receives enormous quantum corrections from the virtual effects of

every particle or other phenomenon that couples, directly or indirectly, to the Higgs

field. For example, in Figure 1.3, we have a correction to µ2

H from a loop containing

a Dirac fermion f with mass mf. If the Higgs field couples to f with a term in the

Lagrangian ��f�ff, then the Feynman diagram in Figure 1.3 yields a correction [17],

�µ2

H = � |�f|2

8⇡2
[⇤2

UV + ...] (1.34)

Figure 1.3: One-loop quantum corrections to the Higgs mass squared term µ2

H due to Dirac
fermion f

Here ⇤UV is an ultraviolet momentum cutoff used to regulate the loop integral; it

should be interpreted as at least the energy scale at which new physics enters to alter

the high-energy behavior of the theory. Each of the leptons and quarks of the SM
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can play the role of f; for quarks, eq.(1.34) should be multiplied by 3 to account for

color. The largest correction comes when f is the top quark with �f ⇡ 0.94. The

problem is that if ⇤UV is of order MP , say, then this quantum correction to µ2

H is

some 30 orders of magnitude larger than the required value of µ2

H ⇡ �(92.9 GeV)2.

This is only directly a problem for corrections to the Higgs scalar boson squared mass,

because quantum corrections to fermion and gauge boson masses do not have the direct

quadratic sensitivity to ⇤UV found in eq.(1.34). However, the quarks and leptons and

the electroweak gauge bosons Z,W± of the Standard Model all obtain masses from

h�i, so that the entire mass spectrum of the SM is directly or indirectly sensitive to

the cutoff ⇤UV .

• The SM does not include gravity. It says absolutely nothing about one of the four

fundamental forces of nature.

• There are many free parameters in the SM and moreover, it does not predict any

unification of the gauge coupling constants at high energies(Planck scale).

• It does not explain why the charges of elementary particles are quantized.

• It does not describe the dark matter or the dark energy of the universe. Astronomical

observations tell us that the ordinary baryonic matter is only a tiny fraction of the

energy of the universe. There are observations that point towards the fact that a kind

of non-luminous matter is out there and that it is actually much more abundant than

baryonic matter, consisting of around 25 % of the total energy density of the universe.

Supersymmetry (SUSY) is a symmetry which connects particles and fields with
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different spin-statistics, i.e. bosons and fermions. SUSY is independent of any internal sym-

metry such as gauge symmetry, and therefore connects a pair of particles, "superpartners"

of each other, with different spins but the same quantum numbers such as electric charge,

weak isospin, color etc. A SUSY transformation turns a bosonic state into a fermionic state,

and vice versa which is of the form,

Q |Bosoni = |Fermioni , Q |Fermioni = |Bosoni (1.35)

A SUSY algebra [18] with a single spinor generator Q↵, where ↵=1 is called the N=1

supersymmetric theory and is the most simplest theory of SUSY. In general, the Lie algebra

is commutative and so the only way to extend the standard model to include SUSY which

consists of anti-commutative generators is to extend the Lie algebra. This extended Lie

algebra goes under the name of Graded Lie algebra. The SUSY algebra is a graded Lie

algebra of grade one, namely

L = L
0

� L
1

(1.36)

where L
0

is the Poincaré algebra and L
1

= (Q↵, Q̄ ˙�) where Q↵, Q̄ ˙� is a set of 2 anti-

commuting Weyl spinors transforming in the representations (1
2

, 0) and (0, 1

2

) of the Lorentz

group, respectively. Haag, Lopuszanski and Sohnius proved that this is the only possible

consistent extension of the Poincaré algebra. The generators of L
1

are spinors and hence

they transform non-trivially under the Lorentz group. Therefore, SUSY is not an internal

symmetry. Rather it is an extension of Poincaré space-time symmetries. Hence, Poincaré
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algebra is a subset of the SUSY algebra. The SUSY algebra is,

n

Q↵, Q̄ ˙�

o

= 2�µ
↵ ˙�

Pµ (1.37)

{Q↵, Q�} =
n

Q̄↵̇, Q̄ ˙�

o

= 0 (1.38)

{Pµ, Q↵} =
�

Pµ, Q̄↵̇

 

= 0 (1.39)

{Pµ, P⌫} = 0 (1.40)

where Pµ is the generator of translations and �µ are Pauli matrices. There are also trans-

formations involving the Lorentz generators ⇤↵� given by,

[Q↵,M
µ⌫ ] = (�µ⌫)�↵Q� (1.41)

where Mµ⌫ is the generator of Lorentz transformations. In addition to these, there is also the

commutation relations of the Poincaré algebra. The prime motivation for Supersymmetry is

its ability to solve the mass hierarchy problem of the SM. Each particle that couples to the

Higgs field has a Yukawa coupling �f. The coupling with the Higgs field for fermions gives an

interaction term L
Yukawa

= ��f ̄H , with  being the Dirac Field and H the Higgs Field.

Also, the mass of a fermion is proportional to its Yukawa coupling, meaning that the Higgs

boson will couple most to the most massive particle. This means that the most significant

corrections to the Higgs mass will originate from the heaviest particles, most prominently

the top quark. However, suppose there existed two complex scalars (taken to be spin 0)
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such that:

�S = |�f|2 (1.42)

Then by the Feynman rules, the correction (from both scalars) is:

�µ2

H = 2⇥ �S
16⇡2

[⇤2

UV + ...] (1.43)

Combining this contribution with that from the Dirac fermion(eq.(1.34)) brings about the

cancellation of the corrections to the Higgs mass.

Figure 1.4: Cancellation of the one-loop corrections to Higgs mass squared term between a
fermionic top quark loop and scalar stop squark loop

1.2.1 Minimal Supersymmetric Standard Model

The simplest SUSY model which satisfies all the phenomenological constraints is

called the Minimal Supersymmetric Standard Model (MSSM). The matter fields are grouped

under chiral supermultiplets (left and right-handed components transform differently under
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a Lorentz transformation) and the gauge fields are grouped under gauge or vector super-

multiplets. A supermultiplet is a set of quantum states which can be transformed into one

another by one or more supersymmetric transformations. The SM fermion fields with its

corresponding Higgs and their super partners (squarks, sleptons and higgsinos) form the

chiral supermultiplet, while the SM gauge fields and their super partners (gluinos, winos

and bios) form the gauge supermultiplet. Unlike SM, MSSM requires 2 Higgs doublets to

guarantee the cancellation of anomalies from the introduction of the higgsino superpartners.

Moreover, without a second Higgs doublet, one cannot generate mass for both “up-type”

and “down-type” quarks (and charged leptons) in a way consistent with the underlying su-

persymmetry. H
u

and H
d

form an SU(2)
L

doublet of complex scalar fields with Y = +1

2

and Y = �1

2

respectively. The weak isospin components of H
u

with T
3

= (1
2

,�1

2

) have

electric charges 1, 0 respectively, and are denoted (H+

u

,H0

u

). Similarly, (H0

d

,H�
d

) are weak

isospin components of the SU(2)
L

doublet H
d

with T
3

= (1
2

,�1

2

). The neutral scalar that

corresponds to the physical SM Higgs boson is a linear combination of H0

u

and H0

d

.

If SUSY was unbroken, then we would have been observed selectrons and squarks

with the same mass as the electrons and quarks respectively. The same argument goes for

other super partners of the SM particles. This also means that the SUSY particles are re-

latively heavier than the SM particles. Clearly, therefore, SUSY is a broken symmetry. In

the SM, the Electroweak symmetry was broken spontaneously and so it is worth considering

a similar method for SUSY as well. But spontaneous symmetry breaking of SUSY involves

the introduction of new particles and interactions at very high mass scales in order that

the theory be free of any hierarchy problem which is the prime motivation for extending
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the SM. Moreover, it is not clear how this should be done. However, from a practical point

of view, it is extremely useful to simply parametrize our ignorance of these issues by just

introducing extra terms that break SUSY explicitly in the effective MSSM Lagrangian. Such

terms are said to break SUSY softly, and their couplings are collectively denoted the soft

parameters. The part of the Lagrangian which contains these terms is generically called the

soft SUSY-breaking Lagrangian L
soft

, or simply the soft Lagrangian. They are soft in the

Table 1.3: Chiral Superfields in MSSM

Spin-0 Spin-1
2

Representation under
SU(3)c ⌦ SU(2)L ⌦ U(1)Y

squarks and quarks

Q (ũL, d̃L) (uL, dL) (3, 2, 1

6

)

U ũ†R u†R (3̄, 1, -2
3

)

D d̃†R d†R (3̄, 1, 1

3

)

sleptons and leptons
L (⌫̃L, ẽL) (⌫L, eL) (1, 2, -1

2

)

E ẽ†R e†R (1, 1, 1)

higgs and higgsinos
Hu (H+

u , H0

u) (H̃+

u , H̃0

u) (1, 2, 1

2

)

Hd (H+

d , H0

d ) (H̃+

d , H̃0

d ) (1, 2, -1
2

)

Table 1.4: Gauge Superfields in MSSM

Spin-1
2

Spin-1 Representation under
SU(3)c ⌦ SU(2)L ⌦ U(1)Y

gluinos and gluons g̃ g (8, 1, 0)

winos and W-bosons W̃±, W̃ 0 W±,W 0 (1, 3, 0)

bino and B-bosons B̃ B (1, 1, 0)

sense that though they break SUSY they do not reintroduce the hierarchy problem. The
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Lagrangian for the MSSM is given by,

L
MSSM

= L
chiral, free + L

chiral, int + L
gauge

+ L
Yukawa

+ L
soft

(1.44)

where,

L
chiral, free = �rµ�⇤irµ�i + i †i�̄µrµ i + F ⇤iFi (1.45)

Here, the first 2 terms are the fermion and scalar fields of the chiral supermultiplet and F

is a new complex scalar field, which does not have a kinetic term. Such fields are called

auxiliary fields, and they are really just book-keeping devices that allow the SUSY algebra

to close off-shell.

L
chiral, int =

⇣

� 1

2
W ij i j +W iFi

⌘

+ c.c (1.46)

This part takes care of the interactions between the chiral fields consistent with SUSY. W ij

and W i are polynomials of the scalar fields �i,�⇤i with,

W ij = M ij + yijk�k (1.47)

where M ij is a symmetric mass matrix for the fermion fields, and yijk is a Yukawa coupling

of a scalar �k and 2 fermions  i j that is totally anti-symmetric under interchange of i, j, k.
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It turns out that,

W ij =
�2

��i��j
W (1.48)

where W is the superpotential defined as,

W =
1

2
M ij�i�j +

1

6
yijk�i�j�k (1.49)

This is not a scalar potential in the ordinary sense. It can be recast in terms of the super

fields as,

W = UyuQHu �DydQHd � EyeLHd + µHuHd (1.50)

Here yu, yd, ye are dimensionless Yukawa coupling parameters. The µ in the last term of this

potential is the supersymmetric version of the Higgs boson mass of the SM.

L
gauge

= �1

4
F a
µ⌫F

µ⌫a + i�†a�̄µrµ�
a +

1

2
DaDa (1.51)

with,

Da = �g(�⇤T a�) (1.52)

Here F a
µ⌫ is the usual Yang-Mills field strength, �a is the gaugino field and Da is an auxiliary
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field like F a. These constitute the gauge field part of the Lagrangian.

L
Yukawa

= �
p
2g(�⇤T a )�a �

p
2g�†a( †T a�) + g(�⇤T a )Da (1.53)

This part of the Lagrangian consists of the direct coupling of gauginos to matter fields; this

can be thought of as the “supersymmetrization” of the usual gauge boson couplings to matter

fields. The strength of their interactions are fixed to be gauge couplings by the requirements

of supersymmetry, even though they are not gauge interactions from the point of view of an

ordinary field theory.

L
soft

= �
⇣1

2
Ma�

a�a +
1

6
aijk�i�j�k +

1

2
bij�i�j

⌘

+ c.c� (m2)ij�
j⇤�i (1.54)

This is the generic form of the soft SUSY-breaking Lagrangian. The terms in L
soft

clearly

break SUSY, because they involve only scalars and gauginos, consisting of gaugino masses

Ma for each gauge group, scalar squared-mass terms (m2)ij and bij , and (scalar)3 couplings

aijk. Since Fi and Da are functions of scalar fields, the complete scalar potential is given

by,

V = VF + VD = F ⇤iFi +
1

2
DaDa (1.55)

In the MSSM, the electroweak symmetry breaking is slightly complicated by the fact that

there are two complex Higgs doublets Hu = (H+

u , H0

u) and Hd = (H0

d , H�
d ) rather than

just one in the SM. With the help of eq.(1.55) along with contributions from soft-symmetry

breaking terms, the classical scalar potential for the Higgs scalar fields in the MSSM is given
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by,

V = (|µ|2+m2

Hu
)(|H0

u|2+|H+

u |2) + (|µ|2+m2

Hd
)(|H0

d |2+|H�
d |2)

+ [b(H+

u H�
d �H0

uH
0

d) + c.c]

+
1

8
(g2 + g

0
2)(|H0

u|2+|H+

u |2�|H0

d |2�|H�
d |2)2 + 1

2
g2|H+

u H0⇤
d +H0

uH
�⇤
d |2

(1.56)

The terms proportional to |µ|2 come from F-terms, the terms proportional to g2 and g
0
2 are

the D-term contributions and the rest are contributions from the soft-symmetry breaking po-

tential. We can use the freedom to make gauge transformations to simplify the determination

of the minimum of this potential. First, the freedom to make SU(2)L gauge transformations

allows us to rotate away a possible VEV for one of the weak isospin components of one of

the scalar fields, so without loss of generality we can take H+

u = 0 at the minimum of the

potential. Then one can check that a minimum of the potential satisfying @V
@H+

u
= 0 must

also have H�
d = 0. This is good, because it means that at the minimum of the potential

electromagnetism is necessarily unbroken, since the charged components of the Higgs scalars

cannot get VEV’s. After setting H+

u = H�
d = 0, we are left to consider the scalar potential,

V = (|µ|2+m2

Hu
)|H0

u|2+(|µ|2+m2

Hd
)|H0

d |2+[�H0

uH
0

d + c.c]� (bH0

uH
0

d + c.c)

+
1

8
(g2 + g

0
2)(|H0

u|2�|H0

d |2)2
(1.57)

In order for the MSSM scalar potential to be viable, the potential is bounded from below

for arbitrarily large values of the scalar fields, so that V will really have a minimum. In

purely supersymmetric theories, the scalar potentials are automatically non-negative and

so clearly bounded from below. But, now that we have introduced SUSY breaking terms,
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it does not hold any more and so we have to be impose such a condition on the potential.

Moreover, the b-term always favors electroweak symmetry breaking. Requiring that one

linear combination of H0

u and H0

d has a negative squared mass near H0

u = H0

d = 0 amounts

to the following conditions,

2b < 2|µ|2+m2

Hu
+m2

Hd
(1.58)

b2 > (|µ|2+m2

Hu
)(|µ|2+m2

Hd
) (1.59)

If this inequality is not satisfied, then H0

u = H0

d = 0 will be a stable minimum of the potential

(or there will be no stable minimum at all), and electroweak symmetry breaking will not

occur. Note that although a negative value for |µ|2+m2

Hu
will help eq. (1.59) to be satisfied,

it is not strictly necessary. Furthermore, even if m2

Hu
< 0, there may be no electroweak

symmetry breaking if |µ| is too large or if b is too small. These two are essentially the

conditions necessary for H0

u and H0

d to have non-zero VEV’s. Let us write,

vu =
⌦

H0

u

↵

, vd =
⌦

H0

d

↵

(1.60)

These VEV’s are related to the known mass of the Z boson and the electroweak gauge

couplings:

v2u + v2d = v2 =
2m2

Z
(g2 + g0

2)
⇡ (174 GeV)2 (1.61)

The ratio of the VEVs is traditionally written as,

tan � ⌘ vu
vd

(1.62)

24



The value of tan � is not fixed by present experiments, but it depends on the Lagrangian

parameters of the MSSM in a calculable way. Since vu = v sin � and vd = v cos � were

taken to be real and positive by convention, we have 0 < � < ⇡
2

. Now one can write down

the conditions @V
@H0

u
= @V

@H0
d

= 0 under which the potential eq. (1.57) will have a minimum

satisfying eqs. (1.61) and (1.62):

m2

Hu
+ |µ|2� b cot � �

⇣m2

Z
2

⌘

cos(2�) = 0 (1.63)

m2

Hd
+ |µ|2� b tan � +

⇣m2

Z
2

⌘

cos(2�) = 0 (1.64)

Taking |µ|2, b, m2

Hu
and m2

Hd
as input parameters, and m2

Z and tan � as output parameters

obtained by solving these two equations, one obtains:

sin(2�) =
2b

m2

Hu
+m2

Hd
+ |µ|2

(1.65)

m2

Z =

�

�

�

m2

Hd
�m2

Hu

�

�

�

p

1� sin2(2�)
�m2

Hu
�m2

Hd
� 2|µ|2 (1.66)

Without miraculous cancellations, all of the input parameters ought to be within an order

of magnitude or two of m2

Z. This is the famous µ-problem in the MSSM and is the biggest

motivation for the Next to Minimal Supersymmetric Standard Model. The other motivations

for considering extensions of the MSSM include:

• The Higgs sector is highly restricted in the MSSM. The lower bounds on the Higgs-

boson masses from LEP measurements require large quantum corrections accompanied

by a large stop mass in this model. An extended Higgs sector may relax this restrictions

25



and thus circumvent the lower experimental bounds.

• The MSSM Higgs-boson sector is CP -conserving at tree level. Extending the Higgs

sector in an appropriate way, CP violating phases arise. Sufficient CP -violation would

meet one of the necessary Sakharov criteria in order to generate the baryon-antibaryon

asymmetry in our Universe.

• The baryon-antibaryon asymmetry may be generated by strong electroweak phase

transitions of first order. The required cubic terms in the effective potential arise in

the SM and the MSSM only via generically small radiative corrections. An explicit

cubic term is possible in extensions of the MSSM.

1.2.1.1 Higgs Sector in MSSM

The Higgs sector of the MSSM consists of two SU(2)
L

doublets. Assuming a

CP -conserving Higgs Sector, after electroweak symmetry breaking (EWSB), there are five

physical states left in the spectrum - two CP -even states h0 and H0 with mh0 < mH0 , one

CP -odd state A0, and two charged scalar states H±. At tree-level, it is customary to use the

mass mA and the ratio of the vacuum expectation values tan � = vu
vd

as the free parameters

to determine the other masses. These masses receive large radiative corrections from the

top-stop sector due to the large top Yukawa coupling. If we categorize these Higgs bosons

according to their couplings to the electroweak gauge bosons, there are two distinct regions

in the MSSM:

1. The “decoupling region”: For a relatively heavy A0(mA � 300 GeV), the lighter CP -

even state h0 is the SM-like Higgs and the others H0, A0 and H± are heavy and nearly
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degenerate.

2. The “non-decoupling region”: For mA ⇡ mZ, the heavier CP -even Higgs H0 is the

SM-like Higgs, while h0 and A0 are light and nearly degenerate. The mass of the

charged Higgs H± is typically around 140 GeV.

The decoupling scenario comfortably accommodates the current searches due to the effective

absence of the non-SM-like Higgs states. In fact, it would be very difficult to observe any

of the heavy MSSM Higgs bosons at the LHC if mA � 400 GeV for a modest value of

tan �  10. The non-decoupling scenario, on the other hand, would lead to a rich LHC

phenomenology due to the existence of multiple light Higgs bosons. Although this latter

scenario would be more tightly constrained by current experiments, it would correspondingly

have greater predictive power for its phenomenology.

1.2.2 Next to Minimal Supersymmetric Standard Model

In the NMSSM an additional gauge singlet is introduced which generates the ț-

term dynamically, that is, an effective µ-term arises spontaneously and the adjustment by

hand drops out. This is the main motivation for the NMSSM and the price to pay, is the

introduction of an additional gauge-singlet superfield. The particle content in the bosonic

part of the singlet results in two additional Higgs bosons whereas in the fermionic part we

have one additional neutralino, called singlino. Altogether we have seven Higgs bosons and

five neutralinos in the NMSSM, compared to five Higgs bosons and four neutralinos in the

MSSM. The gauge field sector is the same as in the MSSM. The Lagrangian for NMSSM

is same as for MSSM except for the soft symmetry breaking sector which has the generic
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Table 1.5: Chiral Superfields in NMSSM

Spin-0 Spin-1
2

Representation under
SU(3)c ⌦ SU(2)L ⌦ U(1)Y

squarks and quarks

Q (ũL, d̃L) (uL, dL) (3, 2, 1

6

)

U ũ†R u†R (3̄, 1, -2
3

)

D d̃†R d†R (3̄, 1, 1

3

)

sleptons and leptons
L (⌫̃L, ẽL) (⌫L, eL) (1, 2, -1

2

)

E ẽ†R e†R (1, 1, 1)

higgs and higgsinos

Hu (H+

u , H0

u) (H̃+

u , H̃0

u) (1, 2, 1

2

)

Hd (H+

d , H0

d ) (H̃+

d , H̃0

d ) (1, 2, -1
2

)

Ŝ S S̃ (1, 1, 0)

form,

LNMSSM

soft

= LMSSM

soft

� (�A�ŜHuHd +
1

3
AŜ

3 + c.c)�m2

S |Ŝ|2 (1.67)

The super potential for the NMSSM gets some extra terms as well due to to the additional

singlet field (Ŝ) and is given by,

V
NMSSM

= V
MSSM

�

�

�

µ=0

+ �ŜHuHd +
1

3
Ŝ3 (1.68)

The last 2 terms replace the µ-term of the MSSM. Even though it is not explicitly included,

it arises from spontaneously symmetry breaking with µ = � hSi ⌘ �vs. The six parameters

�, , A�, A, µ and tan � then determine the tree-level Higgs spectrum after minimizing

the scalar potential and solving for the SUSY-breaking Higgs masses.
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1.2.2.1 Higgs Sector in NMSSM

In the NMSSM, as a result of the addition of a complex SU(2)
L

⌦U(1)
Y

singlet

scalar field, after the scalar fields acquire VEV’s, one new CP -even and one new CP -odd

state are added to the MSSM spectrum, resulting in three CP -even scalar mass eigenstates

(denoted by H
1

,H
2

,H
3

), two CP -odd pseudo-scalar mass eigenstates (A
1

,A
2

), with mH1 

mH2  mH3 and mA1  mA2 (for a CP -conserving Higgs Sector) plus a pair of charged

states (H±).
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Chapter 2

The LHC and the CMS Detector

2.1 Large Hadron Collider

Figure 2.1: Large Hadron Collider
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The Large Hadron Collider (LHC) [19–21] is the world’s largest and most powerful

particle accelerator. It is a two-ring, superconducting accelerator and collider installed in

the 27 km long LEP tunnel with a number of accelerating structures to boost the energy

of the particles along the way to a maximum energy of 7 TeV (post LS-1 upgrade). Inside

the accelerator, two high-energy particle beams travel at close to the speed of light before

they are made to collide. The beams travel in opposite directions in separate beam pipes

- two tubes kept at ultrahigh vacuum. They are guided around the accelerator ring by a

strong magnetic field maintained by superconducting electromagnets. The electromagnets

are built from coils of special electric cable that operates in a superconducting state, effi-

ciently conducting electricity without resistance or loss of energy. This requires chilling the

magnets to -271.3oC - a temperature colder than outer space. For this reason, much of the

accelerator is connected to a distribution system of liquid helium, which cools the magnets,

as well as to other supply services. Thousands of magnets of different varieties and sizes

are used to direct the beams around the accelerator. These include 1232 dipole magnets 15

meters in length which bend the beams, and 392 quadrupole magnets, each 5-7 meters long,

which focus the beams. Just prior to collision, another type of magnet is used to “squeeze”

the particles closer together to increase the chances of collisions. The particles are so tiny

that the task of making them collide is akin to firing two needles 10 kilometers apart with

such precision that they meet halfway.

The quantity that measures the ability of a particle accelerator to produce the

required number of interactions is called the luminosity(L) and is the proportionality factor
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between the number of events per second dR
dt and the cross section �

event

is given by:

dR

dt
= L�

event

(2.1)

The machine luminosity depends only on the beam parameters and can be written for a

Gaussian beam distribution as:

L =
N2

b nbfrev�r
4⇡✏n�⇤

F (2.2)

where Nb is the number of particles per bunch, nb is the number of bunches per beam,

frev is the revolution frequency of the beam, �r is the relativistic gamma factor, ✏n is the

normalized transverse beam emittance, �⇤ is the beta function at the collision point and

F is the geometric luminosity reduction factor due to the crossing angle at the Interaction

Point (IP) defined as:

F =
1

r

1 +
⇣

✓c�z
2�⇤

⌘

2

(2.3)

where ✓c is the full crossing angle at the IP, �z is the Root Mean Square (RMS) bunch

length and �⇤ is the transverse RMS beam size at the IP (The above expression assumes

equal beam parameters for both circulating beams).

The integrated Luminosity (L
integrated

) is the integral of the instantaneous Lumin-

osity as a function of the time given by,

L
integrated

=

Z

L(t)dt (2.4)

It is generally measured in units of fb�1.
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Table 2.1: Comparison of LHC design beam parameters with 2012 and 2015 data

Units Design 2012 2015

Proton energy [TeV] 7 4 6.5

Number of particles per bunch 1.15⇥1011 1.7 ⇥1011 1.2 ⇥1011

Number of bunches 2808 1368 2244

Bunch spacing [ns] 25 50 25

Average pile-up 25 35 15

Transverse normalized emittance [µm rad] 3.75 2.5 2.5

Circulating beam current [A] 0.58 0.42 0.49

Stored energy per beam [MJ] 362 149 280

RMS bunch length [cm] 7.55 9 7.55

Full Crossing angle at IP5 [µrad] 285 290 290

RMS beam size at IP5 [µm] 16.7 18.8 17
Geometric Luminosity
reduction factor at IP5 0.84 0.82 0.84

Peak Luminosity at IP5 [cm�2sec�1] 1.0 ⇥1034 0.77 ⇥1034 0.5 ⇥1034

2.1.1 Beam injection chain

The protons from the time they are produced by a source, go through a chain of

smaller accelerators before entering the LHC tunnel.

2.1.1.1 Linear Accelerator 2

Linear accelerator 2 (Linac 2) is the starting point for the protons used in ex-

periments at CERN. Linear accelerators use radiofrequency cavities to charge cylindrical

conductors. The protons pass through the conductors, which are alternately charged posit-

ive or negative. The conductors behind them push the particles and the conductors ahead

of them pull, causing the particles to accelerate. Small quadrupole magnets ensure that the
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protons remain in a tight beam. The proton source is a bottle of hydrogen gas at one end

of Linac 2. The hydrogen is passed through an electric field to strip off its electrons, leaving

only protons to enter the accelerator. By the time they reach the other end, the protons

have reached the energy of 50 MeV and gained 5% in mass. They then enter the Proton

Synchrotron Booster (PSB), the next step in CERN’s accelerator chain, which takes them

to a higher energy. The proton beams are pulsed from the hydrogen bottle for up to 100

microseconds per pulse. The pulses are repeated again and again until enough protons are

produced.

2.1.1.2 Proton Synchrotron Booster

The Proton Synchrotron Booster (PSB) is made up of four superimposed synchro-

tron rings that receive beams of protons from the Linac 2 at 50 MeV and accelerate them

to 1.4 GeV for injection into the Proton Synchrotron (PS).

2.1.1.3 Proton Synchrotron

The Proton Synchrotron (PS) is a key component in CERN’s accelerator complex,

where it usually accelerates either protons delivered by the Proton Synchrotron Booster or

heavy ions from the Low Energy Ion Ring (LEIR). With a circumference of 628 meters, the

PS has 277 conventional (room-temperature) electromagnets, including 100 dipoles to bend

the beams round the ring. The accelerator operates at up to 25 GeV.

34



2.1.1.4 Super Proton Synchrotron

The Super Proton Synchrotron (SPS) is the second-largest machine in CERN’s

accelerator complex. Measuring nearly 7 kilometres in circumference, it takes particles

from the Proton Synchrotron and accelerates them to provide beams for the Large Hadron

Collider, the NA61/SHINE and NA62 experiments, the COMPASS experiment and the

CNGS project. The SPS operates at up to 450 GeV. It has 1317 conventional (room-

temperature) electromagnets, including 744 dipoles to bend the beams round the ring.

2.1.2 LHC Collider system

The Large Hadron Collider (LHC) is currently operating at the energy of 6.5 TeV

per beam. At this energy, trillions of protons circle the collider’s 27-kilometre tunnel 11,245

times per second. After injecting the beam into the LHC tunnel from the SPS, more than 50

types of magnets are needed to send them along complex paths without their losing speed.

All the magnets on the LHC are electromagnets. The main dipoles generate powerful 8.4

Tesla magnetic fields - more than 100,000 times more powerful than the Earth’s magnetic

field. The electromagnets use a current of 11,850 amperes to produce the field, and a

superconducting coil allows the high currents to flow without losing any energy to electrical

resistance.

2.1.2.1 Lattice magnets

Thousands of “lattice magnets” on the LHC bend and tighten the particle’s tra-

jectory. They are responsible for keeping the beams stable and precisely aligned. Dipole

magnets, one of the most complex parts of the LHC, are used to bend the paths of the
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particles. There are 1232 main dipoles, each 15 metres long and weighing in at 35 tonnes.

If normal magnets were used in the 27 km-long LHC instead of superconducting magnets,

the accelerator would have to be 120 kilometres long to reach the same energy. Powerful

magnetic fields generated by the dipole magnets allow the beam to handle tighter turns.

When particles are bunched together, they are more likely to collide in greater numbers

when they reach the LHC detectors. Quadrupoles help to keep the particles in a tight

beam. They have four magnetic poles arranged symmetrically around the beam pipe to

squeeze the beam either vertically or horizontally. Dipoles are also equipped with sextupole,

octupole and decapole magnets, which correct for small imperfections in the magnetic field

at the extremities of the dipoles.

2.1.2.2 Insertion magnets

When the particle beams enter the detectors, insertion magnets take over. Particles

must be squeezed closer together before they enter a detector so that they collide with

particles coming from the opposite direction. Three quadrupoles are used to create a system

called an inner triplet. There are eight inner triplets, two of which are located at each of the

four large LHC detectors, ALICE, ATLAS, CMS and LHCb. Inner triplets tighten the beam,

making it 12.5 times narrower - from 0.2 millimetres down to 16 micrometres across. After

the beams collide in the detector, enormous magnets aid the measurement of particles. For

example, physicists look at how charged particles bend in the magnetic field to determine

their identity. Charged particles are deflected by the magnetic field in the detector, and their

momentum can be calculated from the amount of deflection. After colliding, the particle

beams are separated again by dipole magnets. Other magnets minimize the spread of the
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particles from the collisions. When it is time to dispose of the particles, they are deflected

from the LHC along a straight line towards the beam dump. A “dilution” magnet reduces

the beam intensity by a factor of 100,000 before the beam collides with a block of concrete

and graphite composite for its final stop. Insertion magnets are also responsible for beam

cleaning, which ensures that stray particles do not come in contact with the LHC’s most

sensitive components.

2.1.2.3 Cryogenics

All of the magnets on the LHC are superconducting electromagnets. The LHC’s

main magnets operate at a temperature of 1.9 K (-271.3oC), colder than the 2.7 K (-270.5oC)

of outer space. Magnets produce a magnetic field of 8.33 Tesla to keep particle beams on

course around the LHC’s 27-kilometre ring. Superconductivity could not happen without

the use of cryogenic systems. The coil’s niobium-titanium (NbTi) wires must be kept at low

temperatures to reach a superconducting state. The LHC’s superconducting magnets are

therefore maintained at 1.9 K (-271.3oC) by a closed liquid-helium circuit. At atmospheric

pressure gaseous helium becomes liquid at around 4.2 K (-269.0oC). However, if cooled

below 2.17 K (-271.0oC), it passes from the fluid to the superfluid state. Superfluid helium

has remarkable properties, including very high thermal conductivity; it is an efficient heat

conductor. These qualities make helium an excellent refrigerant for cooling and stabilising

the LHC’s large-scale superconducting systems.
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2.1.2.4 Vacuum

The vacuum pressure is about 10�7 Pa in the beam pipe at cryogenic temperature

( 5 K) because we want to avoid collisions with gas molecules, and lower than 10�9 Pa close

to Interaction Points, because this is the part where collisions take place.

2.2 Compact Muon Solenoid Detector

Figure 2.2: CMS Detector

The Compact Muon Solenoid (CMS) detector is one of the two high luminosity

experiments located at CERN. It is 21 m long, 15 m wide and 15 m high consisting of several

subsystems which are designed to measure the energy and momentum of photons, electrons,

muons, and other products in proton-proton collisions. The detector is built around a huge

solenoid magnet which takes the form of a cylindrical coil of superconducting cable, cooled

38



to -268.5oC, that generates a magnetic field of 4 Tesla. The following coordinate conventions

are followed in the CMS:

• The coordinate system adopted by CMS has the origin centered at the nominal collision

point inside the experiment, the y-axis pointing vertically upward, the x-axis pointing

radially inward toward the center of the LHC and so the z-axis points along the beam

direction.

• The azimuthal angle � is measured from the x-axis in the x� y plane.

• The polar angle ✓ is measured from the z-axis.

Figure 2.3: CMS coordinate axes

39



• The pseudorapidity is defined as ⌘ = �ln tan(✓/2).

• The momentum and energy measured transverse to the beam direction, denoted by

pT and ET , respectively, are computed from the x and y components. The imbalance

of energy measured in the transverse plane is denoted by Emiss
T .

The stringent requirements that had to be satisfied by the CMS detector so as to achieve

the goals of the LHC physics program are as follows:

• Good muon identification and momentum resolution over a wide range of momenta in

the region |⌘| < 2.5, good dimuon mass resolution (⇡ 1% at 100 GeV), and the ability

to determine unambiguously the charge of muons with p < 1 TeV.

• Good charged particle momentum resolution and reconstruction efficiency in the inner

tracker. Efficient triggering and offline tagging of ⌧ and b-jets, requiring pixel detectors

close to the interaction region.

• Good electromagnetic energy resolution, good diphoton and dielectron mass resolution

(⇡ 1% at 100 GeV), wide geometric coverage (|⌘| < 2.5), measurement of the direction

of photons and/or correct localization of the primary interaction vertex, ⇡0 rejection

and efficient photon and lepton isolation at high luminosities.

• Good Emiss
T and dijet mass resolution, requiring hadron calorimeters with a large

hermetic geometric coverage (|⌘| < 5) and with fine lateral segmentation (�⌘⇥�� <

0.1 ⇥ 0.1).
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The CMS detector consists of the following subsystems:

1. The Muon System comprising of the Drift tube chamber (DT), Resistive Plate Cham-

bers (RPC) and the Cathode Strip Chambers (CSC).

2. Calorimeter comprising of the Electromagnetic Calorimeter (ECAL) and the Hadronic

Calorimeter (HCAL).

3. Inner Tracking system comprising the Strip tracker and the Pixel tracker.

2.2.1 Muon System

The muon system uses three types of gaseous detectors to detect and measure the

muons; DTs in the barrel region, CSCs in the endcap region, and RPCs in both the barrel and

endcap. They are positioned in the CMS detector based on the environment they operate

in. In the barrel region (|⌘|<1.2), where the neutron induced background is small,the muon

rate is low and the residual magnetic field in the chambers is low, DTs are used. In the 2

endcaps, where the muon rate as well as the neutron induced background rate is high, and

the magnetic field is also high, CSCs are deployed and cover the region upto |⌘|<2.4. In

addition to this, RPCs are used both in the barrel and the endcap regions covering |⌘| < 0.9

and 0.9 < |⌘| < 2.4 (includes the overlap region 0.9 < |⌘| < 1.2) respectively. RPCs provide

a fast response with good time resolution but with a coarser spatial resolution than the DTs

or CSCs and therefore can identify the correct bunch-crossing unambiguously.
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Figure 2.4: Muon System in the CMS detector

2.2.1.1 Cathode Strip Chambers

The CSC is a multiwire proportional chamber. The gas ionization and subsequent

electron avalanche caused by a charged particle traversing each plane of a chamber produces

a charge on the anode wire and an image charge on a group of cathode strips. The signal on

the wires is fast and is used in the Level-1 Trigger. However, it leads to a coarser position

resolution. A precise position measurement is made by determining the centre-of-gravity of

the charged distribution induced on the cathode strips.

There are 540 CSCs of trapezoidal shape in the endcap placed between the iron

disks, which return the magnetic flux of the central solenoid and also shield the chambers.
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The chambers are arranged to form four disks, called stations (ME1, ME2, ME3, ME4). The

ME1 has three rings of chambers (ME1/1, ME1/2, ME1/3), while the other three stations are

composed from two rings of chambers (MEn/1 and MEn/2). All but the ME1/3 chambers

overlap in � and therefore form rings seamless in azimuth. There are 18 or 36 chambers

in every ring. The gas mixture used is 40% Argon, 50% CO2 and 10% CF4. Argon is

the ionizing gas, CO2 is a quencher and CF4 prevents aging in wires. Every chamber

contains six detecting layers each composed of an anode wire plane stretched between two

planar copper cathodes, one continuous, the other segmented in strips to provide position

measurement. The wires are read out in groups while the strips are read out individually.

The high voltage is supplied to ranges of wire groups, depending on the size of the chamber;

the largest chambers have five such high-voltage segments. The strips in alternating layers

are staggered, except in ME1/1. The strips in the ME1/1 chambers are cut along a line

parallel to the short sides of the trapezoid in order to reduce the rate on any one strip being

closer to the IP. The strips closer to the beam line constitute ME1/1a , and the others,

ME1/1b. The CSCs are designed to measure the azimuthal oordinates (�) of muon tracks

well, as the bending of the muon trajectories in the magnetic flux returned through the steel

disks is mainly about the direction of a unit vector pointing away from the beam line. The

strips describe constant � values. High precision is achieved by exploiting the shape of the

charge distribution on three consecutive strips; this allows an adequate measurement of the

muon momentum as needed for triggering purposes. The anode wires run perpendicular to

the central strip, and hence parallel to the two parallel sides of the chamber; they provide an

approximate measure of the radial coordinate. Each CSC measures up to 6 space coordinates
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(r,�,z), one from each of the six planes. The spatial resolution provided by each chamber

from the strips is typically about 200 µm (100 µm for ME1/1).The angular resolution in �

is of order 10 mrad.

ME1/1 chambers have to operate in an axial magnetic field in excess of 3 Tesla,

Figure 2.5: Cathode Strip Chamber

while ME1/2 chambers are in a highly non-uniform magnetic field of up to 1 Tesla. The other

chambers are generally in much lower magnetic fields. Most muons initially bend through

the magnetic field and reach their maximum sagitta slightly in front of the first station.

After this the muons are moving through the return flux and the sign of the bending is

reversed. Consequently the sagitta measurement in the succeeding stations will be smaller.

Therefore, the sagitta measurement at the first station is crucial and leads to more stringent

requirements on the resolution and alignment in this station than in the other stations.

Some other advantages of CSCs are:

• Their intrinsic spatial resolution, being basically defined by signal-to-noise ratio, can

be as good as 50 µm.
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• CSCs can operate in large and non-uniform magnetic field without significant deteri-

oration in their performance.

• Gas mixture composition, temperature, and pressure do not directly affect CSC pre-

cision and thus stringent control of these variables is not required.

• Detector mechanical precision is defined by strips which can be etched or milled with

the required accuracy and can be easily extended outside the gas volume, thus making

survey of plane-to-plane alignment very simple.

2.2.1.2 Resistive Plate Chambers

Figure 2.6: Model of the charge formation in the RPC gap

RPCs consist of two parallel plates, a positively-charged anode and a negatively-

charged cathode, both made of a very high resistivity plastic material and separated by a gas

volume. When a muon passes through the chamber, electrons are knocked out of gas atoms.

These electrons in turn hit other atoms causing an avalanche of electrons. The electrodes are

transparent to the signal (the electrons), which are instead picked up by external metallic

strips after a small but precise time delay. The pattern of hit strips gives a quick measure of
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the muon momentum, which is then used by the trigger to make immediate decisions about

whether the data are worth keeping. RPCs provide a reasonable level of spatial resolution

with excellent time resolution, comparable to that of scintillators.

In the muon system, these chambers cover roughly the same area as the DTs and CSCs but

Figure 2.7: RPCs in barrel and endcap

provide a faster timing signal and have a different sensitivity to background. Trigger signals

coming from the drift tubes, cathode strip chambers, and the RPCs proceed in parallel until

reaching the level of the global trigger logic. This provides redundancy for evaluating effi-

ciencies, and result in a higher efficiency and greater rate capability. RPCs constitute a fast

dedicated trigger which can identify candidate muon tracks and assign the bunch crossing

with high efficiency. Since they are low-cost devices, they are highly segmented to make it

possible to measure the transverse momentum at trigger time.
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A total of six layers of RPCs are mounted with the barrel chambers, two layers

with each of stations MB1 and MB2, and one each in the outer stations MB3 and MB4.

The redundancy in the first two stations allows the trigger algorithm to perform the recon-

struction always on the basis of four layers, even for low pT tracks, which may be stopped

inside the detector. In the endcap region, each of the four layers of CSCs have a layer of

RPCs in conjunction with it, with their shape and method of mounting determined by the

⌘ segmentation. The RPCs extend to ⌘=2.1.

2.2.1.3 Drift Tube Chambers

Figure 2.8: Transverse view of the Drift cell

The choice of a drift chamber as tracking detector in the barrel was dictated by

the low expected rate and by the relatively low intensity of the local magnetic field. When a

muon or any charged particle passes through the volume it knocks electrons off the atoms of

the gas. These follow the electric field ending up at the positively-charged wire. By register-

ing where along the wire electrons hit as well as by calculating the muon’s original distance

away from the wire, DTs give two coordinates for the muon’s position. Each DT chamber, on
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average 2m x 2.5m in size, consists of 12 aluminum layers, arranged in three groups of four,

each up with up to 60 tubes: the middle group measures the coordinate along the direction

parallel to the beam and the two outside groups measure the perpendicular coordinate.The

CMS barrel muon detector is made of four stations forming concentric cylinders around the

beam line: three of them consist of 60 drift chambers each, the fourth, the most outer, of

70.

A group of three consecutive layers of thin tubes, staggered by half a tube, provides

excellent time-tagging capability. A time resolution of a few nanoseconds can be obtained

using signal processing based on simple mean-timer circuits, which in the case of LHC makes

it possible to have efficient local standalone bunch crossing identification. In addition, the

efficiency to reconstruct a high pT muon track with a momentum measurement delivered by

the barrel muon system alone is better than 95% in the rapidity range covered by 4 stations,

i.e. |⌘|< 0.8 .

The cell design makes use of four electrodes to shape an effective drift field: two on

the side walls of the tube, and two above and below the wires on the ground planes between

the layers. With this arrangement the requirement of 250 micron resolution per layer (which

guarantees 100 microns per chamber) can be obtained while operating the tubes at atmo-

spheric pressure with a binary Ar/CO
2

gas mixture. The multi-electrode design ensures this

performance even in the presence of the unavoidable stray magnetic fields present in the

chamber region.
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Figure 2.9: Transverse section through the ECAL

2.2.2 Electromagnetic Calorimeter

The ECAL is used primarily for measuring the energy and momentum of electrons

and photons. The active material in the ECAL is lead tungstate (PbWO
4

). When electrons

and photons pass through the lead tungstate crystal, it scintillates and intensity of the light

produced is proportional to the particle’s energy. These high-density crystals produce light

in fast, short, well-defined photon bursts that allow for a precise, fast and fairly compact de-

tector. Photodetectors that have been especially designed to work within the high magnetic

field, are also glued onto the back of each of the crystals to detect the scintillation light and

convert it to an electrical signal that is amplified and sent for analysis.

The ECAL is a hermetic, homogeneous calorimeter covering the pseudorapidity

range |⌘| < 1.479 in the barrel and 1.479 < |⌘| < 3.0 in the endcaps. The crystals in the

barrel are grouped into units, called supermodules, of 1700 crystals, while in the endcap they

grouped into units, called supercrystals, of 25 crystals. These crystals have short radiation

(X
0

= 0.89 cm) and Moliere (2.2 cm) lengths, are fast (scintillation decay time is of the
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same order of magnitude as the LHC bunch crossing time: about 80% of the light is emitted

within 25 ns) and radiation hard (up to 10 Mrad). However, the relatively low light yield

(30 �/MeV) requires use of photodetectors with intrinsic gain that can operate in a magnetic

field. Silicon avalanche photodiodes (APDs) are used as photodetectors in the barrel and

vacuum phototriodes (VPTs) in the endcaps.

The Preshower detector (ES) in the endcaps, identify neutral pions within a fidu-

cial region 1.653 < |⌘| < 2.6. It also helps the identification of electrons against minimum

ionizing particles, and improves the position determination of electrons and photons with it

superior granularity. The ES is a sampling calorimeter with 2 layers: lead radiators initiate

electromagnetic showers from incoming photons/electrons whilst silicon strip sensors placed

after each radiator measure the energy deposited and the transverse shower profiles.

2.2.3 Hadronic Calorimeter

The HCAL in conjunction with the ECAL subdetectors form a complete calori-

metry system for the measurement of jets and missing transverse energy. The HCAL is a

sampling calorimeter which finds a particle’s position, energy and arrival time using altern-

ating layers of “absorber” and fluorescent “scintillator” materials that produce a rapid light

pulse when the particle passes through. Special optic fibres collect up this light and feed it

into readout boxes where photodetectors amplify the signal. When the amount of light in

a given region is summed up over many layers of tiles in depth, called a “tower”, this total

amount of light is a measure of a particle’s energy.

The central barrel and endcap HCAL subdetectors completely surround the ECAL

and are fully immersed within the high magnetic field of the solenoid. The barrel (HB) and
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endcap (HE) are joined hermetically with the barrel extending out to |⌘| = 1.4 and the

endcap covering the overlapping range 1.3 < |⌘| < 3.0. The forward calorimeters are loc-

ated 11.2 m from the interaction point and extend the pseudorapidity coverage overalapping

with the endcap from |⌘| = 2.9 down to |⌘| = 5. The forward calorimeters (HF) are specific-

ally designed to measure energetic forward jets optimized to discriminate the narrow lateral

shower profile and to increase the hermeticity of the missing transverse energy measurement.

Central shower containment in the region |⌘| < 1.26 is improved with an array of scintillators

located outside the magnet in the outer barrel hadronic calorimeter (HO).

The design of the HCAL is strongly influenced by the choice of magnet paramet-

ers since most of the CMS calorimetry is located inside the magnet coil and surrounds the

ECAL system. An important requirement of HCAL is to minimize the non-Gaussian tails

in the energy resolution and to provide good containment and hermeticity for the Emiss
T

measurement. Hence, the HCAL design maximizes material inside the magnet coil in terms

of interaction lengths. This is complemented by an additional layer of scintillators, referred

to as the hadron outer (HO) detector, lining the outside of the coil. Brass has been chosen

as absorber material as it has a reasonably short interaction length, is easy to machine and

is non-magnetic. Maximizing the amount of absorber before the magnet requires keeping to

a minimum the amount of space devoted to the active medium. The tile/fibre technology

makes for an ideal choice.

The hadron barrel (HB) part of HCAL consists of 32 towers covering the pseu-

dorapidity region -1.4 < ⌘ < 1.4, resulting in 2304 towers with a segmentation

�⌘ ⇥�� < 0.087 ⇥ 0.087.
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The hadron outer (HO) detector contains scintillators with a thickness of 10 mm,

which line the outside of the outer vacuum tank of the coil and cover the region -1.26 < ⌘ <

1.26. The tiles are grouped in 30o-sectors, matching the segmentation of the DT chambers.

They sample the energy from penetrating hadron showers leaking through the rear of the

calorimeters and so serve as a “tail-catcher” after the magnet coil. They increase the effective

thickness of the hadron calorimetry to over 10 interaction lengths, thus reducing the tails

in the energy resolution function. The HO also improves the Emiss
T resolution of the calori-

meter. HO is physically located inside the barrel muon system and is hence constrained by

the geometry and construction of that system.

Each hadron endcap (HE) of HCAL consists of 14 ⌘ towers with 5o� segmentation,

covering the pseudorapidity region 1.3 < |⌘| < 3.0. For the 5 outermost towers (at smaller

⌘) the � segmentation is 5o and the ⌘ segmentation is 0.087. For the 8 innermost towers the

� segmentation is 10o, whilst the ⌘ segmentation varies from 0.09 to 0.35 at the highest ⌘.

Coverage between pseudorapidities of 3.0 and 5.0 is provided by the steel/quartz

fibre Hadron Forward (HF) calorimeter. Because the neutral component of the hadron

shower is preferentially sampled in the HF technology, this design leads to narrower and

shorter hadronic showers and hence is ideally suited for the congested environment in the

forward region. The signal originates from Cerenkov light emitted in the quartz fibres, which

is then channeled by the fibres to photomultipliers.
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Figure 2.10: CMS tracker system

2.2.4 Inner Tracking System

The inner tracking system in the CMS is used to reconstruct the paths of high-

energy muons, electrons and hadrons (particles made up of quarks) as well as see tracks

coming from the decay of very short-lived particles such as beauty or “b quarks” that will

be used to study the differences between matter and antimatter. The tracker needs to

record particle paths accurately yet be lightweight so as to disturb the particle as little

as possible. It does this by taking position measurements so accurate that tracks can be

reliably reconstructed using just a few measurement points. Each measurement is accurate

to 10 µm, a fraction of the width of a human hair. It is also the inner most layer of the

detector and so receives the highest volume of particles: the construction materials were

therefore carefully chosen to resist radiation. Silicon sensors used in the tracker system are

highly suited to receive many particles in a small space due to their fast response and good

spatial resolution. Determining the momentum of particles is an important parameter in

building up a picture of events at the heart of the collision. One method to calculate the
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momentum of a particle is to track its path through a magnetic field; the more curved the

path, the less momentum the particle has. This is facilitated by the CMS detector which

has a strong magnetic field of 4 Tesla in its core. The momentum of a charged particle in a

magnetic field is given by:

pT ⇡ 0.3BL2

8s
(2.5)

where pT is the transverse momentum, B is the magnetic field, L is the length of the track

and s is the sagitta of the track.

Figure 2.11: Momentum of charged particle in a magnetic field

Based on the charged particle flux at various radii at high luminosity, the tracking

54



system in the CMS is divided into 3 regions:

• Closest to the interaction vertex where the particle flux is the highest (107 per second

at r ⇡ 10 cm), pixel detectors are placed where size of a pixel is 100⇥150 µm.

• In the intermediate region (20 < r < 55 cm), the particle flux is low enough to enable

use of silicon microstrip detectors where minimum cell size is 10⇥80 µm.

• In the outermost region (r > 55 cm), the particle flux is sufficiently low to allow use

of larger-pitch silicon microstrips with a maximum cell size of 25⇥180 µm.

2.2.4.1 Pixel Tracker

When a charged particle passes through the pixel detector, it gives enough energy

for electrons to be ejected from the silicon atoms, creating electron-hole pairs. Each pixel

uses an electric current to collect these charges on the surface as a small electric signal. The

signal is then amplified and sent for read out. The pixel detector consists of 3 barrel layers

at radii of 4.4 cm, 7.3 cm and 10.2 cm with 2 endcap disks on each side on them extending

from 6 to 15 cm in radius. In order to achieve the optimal vertex position resolution, a

design with an “almost” square pixel shape of 100⇥150 µm2 in both the (r,�) and the z

coordinates has been adopted. The large Lorentz effect (Lorentz angle is 23o) improves the

r � � resolution through charge sharing. The barrel comprises of 768 pixel modules while

the endcap disks have 672 pixel modules. Being closest to the IP, it plays an important role

of reconstructing the tracks of very short-lived particles as well as reconstruction of vertices.
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2.2.4.2 Strip Tracker

The silicon detectors work in much the same way as the pixels: as a charged particle

crosses the material it knocks electron from atoms and within the applied electric field these

move giving a very small pulse of current lasting a few nanoseconds. This small amount of

charge is then amplified by APV25 chips, giving us “hits” when a particle passes, allowing

us to reconstruct its path. The strip tracker in the barrel region is divided into 2 parts:

a Tracker Inner Barrel (TIB) and a Tracker Outer Barrel (TOB). The TIB is made of 4

layers of silicon sensors covering up to |z| < 65 cm. The first 2 layers are made with “stereo”

modules in order to provide a measurement in both r� � and r� z coordinates. The TOB

comprises 6 layers with a half-length of |z| < 110 cm. As the radiation levels are smaller in

this region, thicker silicon sensors are used still maintaining a good S/N ratio. Also for the

TOB the first 2 layers provide a “stereo” measurement in both r� � and r� z coordinates.

The endcaps are divided into the Tracker End Cap (TEC) and Tracker Inner Disks

(TID). Each TEC comprises 9 disks that extend into the region 120 cm< |z| < 280 cm, and

each TID comprises 3 small disks that fill the gap between the TIB and the TEC. The TEC

and TID modules are arranged in rings, centred on the beam line, and have strips that point

towards the beam line, therefore having a variable pitch. The first 2 rings of the TID and

the innermost 2 rings and the fifth ring of the TEC have “stereo” modules. The entire silicon

strip detector consists of almost 15400 modules, operating at a temperature around 20oC.
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Figure 2.12: Trigger and Data Acquisition system

2.2.5 Trigger and Data Acquisition

The average number of events in each bunch crossing at the design luminosity of

1034 cm�2s�1 for a bunch spacing of 25 ns corresponding to 109 interactions every second.

Storing each and every interactions is beyond the reach of current technology. So it is

reduced by a factor of 107 to 100 Hz, which is the maximum rate that can be archived

by the on-line computer farm. CMS reduces this rate in two steps. At the first level

(called Level-1), all the data is stored for 3.2 µs, after which no more than 100 kHz of

the stored events are forwarded to the High Level Trigger (HLT) which is called the Level-

2,3. The Level-1 (L1) system is based on hardware while the HLT on the other hand,

mostly uses software to reduce the size of data further to 100 Hz. The L1 system uses

only coarsely segmented data from calorimeter and muon detectors, while holding all the

high-resolution data in pipeline memories in the front-end electronics. The physical size

of the CMS detector and underground caverns imposes constraints on signal propagation
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that combine with electronics technology to require 3.2 µs, equivalent to 128 25-ns bunch

crossings, for any primary decision to discard data from a particular beam crossing. During

this 3.2 µs period, trigger data must be collected from the front end electronics, decisions

must be developed that discard a large fraction of the data while retaining the small portion

coming from interactions of interest and these decisions must be propagated to the readout

electronics front end buffers.

The trigger is the start of the physics event selection process. A decision to retain

an event for further consideration has to be made every 25 ns. This decision is based on the

event’s suitability for inclusion in one of the various data sets to be used for analysis. The

following physics requirements on the L1 trigger are chosen to provide a high efficiency for

the hard scattering physics to be studied at the LHC:

• The CMS trigger system should be capable of selecting leptons and jets over the

pseudorapidity range |⌘| < 2.5, with an efficiency which is very high, above a selected

threshold in transverse momentum.

• For the single lepton triggers it is required that the trigger is fully efficient (> 95%)

in the pseudorapidity range |⌘| < 2.5, with a threshold of pT > 40 GeV.

• For the dilepton trigger, it is required that the trigger is fully efficient (> 95%) in the

pseudorapidity range |⌘| < 2.5 with thresholds of pT > 20 and 15 GeV for the first

and second leptons respectively.

• Single photon and diphoton triggers are required to have thresholds similar to those

of the leptons.
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• Single and multiple jet triggers are required with a well defined efficiency over the

entire rapidity range |⌘| < 5 in order to reconstruct jet spectra that overlap with

data attainable at lower energy colliders such as the Tevatron. For higher transverse

momenta the jet trigger should also be fully efficient.

• A missing transverse energy trigger with a threshold of about 100 GeV is required.

2.2.5.1 Level-1 Trigger

The L1 Trigger System is organized into three major subsystems: the L1 calori-

meter trigger, the L1 muon trigger, and the L1 global trigger. The muon trigger is further

organized into subsystems representing the 3 different muon detector systems, the Drift

Tube Trigger in the barrel, the Cathode Strip Chamber (CSC) trigger in the endcap and

the Resistive Plate Chamber (RPC) trigger covering both barrel and endcap. The L1 muon

trigger also has a global muon trigger that combines the trigger information from the DT,

CSC and RPC trigger systems and sends this to the L1 global trigger. The data used as

input to the L1 trigger system as well as the input data to the global muon trigger, global

calorimeter trigger and the global trigger are transmitted to the DAQ for storage along with

the event readout data. In addition, all trigger objects found, whether they were responsible

for the L1 trigger or not, are also sent. The decision whether to trigger on a specific crossing

or to reject that crossing is transmitted via the Trigger Timing and Control (TTC) system

to all of the detector subsystem front end and readout systems.

The calorimeter trigger begins with trigger tower energy sums formed by the
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Figure 2.13: Level-1 Trigger system

ECAL, HCAL and HF upper level readout Trigger Primitive Generator (TPG) circuits from

the individual calorimeter cell energies. For the ECAL, these energies are accompanied by

a bit indicating the transverse extent of the electromagnetic energy deposit. For the HCAL,

the energies are accompanied by a bit indicating the presence of minimum ionizing energy.

The TPG information is transmitted over high speed copper links to the Regional Calori-

meter Trigger (RCT), which finds candidate electrons, photons, taus, and jets. The RCT

separately finds both isolated and nonisolated electron/photon candidates. The RCT trans-

mits the candidates along with sums of transverse energy to the Global Calorimeter Trigger

(GCT). The GCT sorts the candidate electrons, photons, taus, and jets and forwards the

top 4 of each type to the global trigger. The GCT also calculates the total transverse energy

and total missing energy vector. It transmits this information to the global trigger as well.

The RCT also transmits an (⌘,�) grid of quiet regions to the global muon trigger for muon

isolation cuts.
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Each of the L1 muon trigger systems has its own trigger logic. The RPC strips

are connected to a Pattern Comparator Trigger (PACT), which is projective in ⌘ and �.

The PACT forms trigger segments which are connected to segment processors which find

the tracks and calculate the pT . The RPC logic also provides some hit data to the CSC

trigger system to improve resolution of ambiguities caused by 2 muons in the same CSC.

The Cathode Strip Chambers form Local Charged Tracks (LCT) from the Cathode Strips,

which are combined with the Anode wire information for bunch crossing identification on

a Trigger Motherboard The LCT pattern logic assigns a pT and quality, which is used to

sort the LCT on the Motherboard and the Muon Port Card that collects LCTs from up to 9

CSC chambers. The top 3 LCTs from all the MPCs in a sector are transmitted to the CSC

Track Finder, which combines the LCTs into full muon tracks and assigns pT values to them.

The CSC and Drift Tube Track-Finders exchange track segment information in the region

where the chambers overlap. The Barrel Muon Drift Tubes are equipped with Bunch and

Track Identifier (BTI) electronics that finds track segments from coincidences of aligned hits

in 4 layers of one drift tube superlayer. The track segments positions and angles are sent

to the Track Correlator (TRACO), which attempts to combine the segments from the two

SuperLayers (SL) measuring the � coordinate. The best combinations from all TRACOs

of a single chamber together with the SL ⌘ segments are collected by the Trigger Server.

The Trigger Server then sends the best two segments (if found) to the Track Finder, which

combines the segments from different stations into full muon tracks and assigns pT values to

them. The Global Muon Trigger sorts the RPC, DT and CSC muon tracks, converts these

tracks into the same ⌘, � and pT scale, and validates the muon sign. It then attempts to
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correlate the CSC and DT tracks with RPC tracks. It also correlates the found muon tracks

with an ⌘�� grid of quiet calorimeter towers to determine if these muons are isolated. The

final ensemble of muons are sorted based on their initial quality, correlation and pT and then

the 4 top muons are sent to the Global Trigger.

The Global Trigger accepts muon and calorimeter trigger information, synchron-

izes matching sub-system data arriving at different times and communicates the Level-1 de-

cision to the timing, trigger and control system for distribution to the sub-systems to initiate

the readout. The global trigger decision is made using logical combinations of the trigger

data from the Calorimeter and Muon Global Triggers. The CMS L1 system sorts ranked

trigger objects, rather than histogramming objects over a fixed threshold. This allows all

trigger criteria to be applied and varied at the Global Trigger level rather than earlier in

the trigger processing. All trigger objects are accompanied by their coordinates in (⌘, �)

space. This allows the Global Trigger to vary thresholds based on the location of the trigger

objects. It also allows the Global Trigger to require trigger objects to be close or opposite

from each other. In addition, the presence of the trigger object coordinate data in the trigger

data, which is read out first by the DAQ after a L1A, permits a quick determination of the

regions of interest where the more detailed HLT analyses should focus. Besides handling

physics triggers, the Global Trigger provides for test and calibration runs, not necessarily

in phase with the machine, and for prescaled triggers, as this is an essential requirement for

checking trigger efficiencies and recording samples of large cross section data. The Global

L1 Trigger transmits a decision to either accept (L1A) or reject each bunch crossing. This

decision is transmitted through the Trigger Throttle System (TTS) to the Timing Trigger
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and Control system (TTC). The TTS allows the reduction by prescaling or shutting off of

L1A signals in case the detector readout or DAQ buffers are at risk of overflow.

2.2.5.2 High Level Trigger

The CMS L1 Trigger System is required to reduce the input interaction rate of 1

GHz to a filtered event rate of 100 kHz. For physics analysis and further event filtering,

the data corresponding to each selected event must then be moved from about 512 front-

end buffers to a single location. To match the capabilities of the mass storage and offline

computing systems, the final output of the experiment should not exceed 100 events per

second. These functions are performed by a system employing a high performance readout

network to connect the sub-detector readout units via a switch fabric to the event filter units

(which are implemented by a computer farm). The flow of event data are controlled by an

event manager system. In order to optimize the data flow, the filter farm performs event

selection in progressive stages by applying a series of HLT filters. The initial filtering decision

is made on a subset of the data, from detector components such as the calorimeter and muon

systems. This avoids saturating the system bandwidth by reading out the large volume of

tracking data at 100 kHz. It is expected that initial filtering can reduce the event rate by

at least one order of magnitude. The remainder of the full event data are only transferred

to the farm after passing these initial filters and the final HLT algorithms are then applied

to the complete event. The High Level Triggers have access to all the information used in

L1 since this is stored locally in the L1 trigger crates. Consequently, HLT can make further

combinations and other topological calculations on the digital list of objects transmitted

from L1. More importantly, much information is not available on the time scale of the L1
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trigger decision. This information is then used in the HLT which includes that from the

tracker and the full granularity of the calorimeters. Eventually, the HLT uses the full event

data for the decision to keep an event. The HLT, implemented as a processing farm that is

designed to achieve a rejection factor of 103, write up to 100 events/second to mass storage.

The last stage of HLT processing does reconstruction and event filtering with the primary

goal of making data sets of different signatures on easily accessed media.
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Chapter 3

CMS Software and Event

Reconstruction

3.1 CMS Software

The overall collection of software, referred to as CMSSW, is built around Event

Data Model (EDM) Framework. The primary goal of the Framework and EDM is to facilit-

ate the development and deployment of reconstruction and analysis software. The CMSSW

event processing model consists of one executable, called cmsRun, and many plug-in mod-

ules which are managed by the Framework. All the code needed in the event processing

(calibration, reconstruction algorithms, etc.) is contained in the modules. The same execut-

able is used for both detector and Monte Carlo data.

The CMS Event Data Model (EDM) is centered around the concept of an Event.

An Event is a C++ object container for all RAW and reconstructed data related to a par-
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ticular collision. During processing, data are passed from one module to the next via the

Event, and are accessed only through the Event. All objects in the Event may be individu-

ally or collectively stored in ROOT files, and are thus directly browsable in ROOT. This

allows tests to be run on individual modules in isolation. Auxiliary information needed to

process an Event is called Event Setup, and is accessed via the EventSetup.

Physically, an event is the result of a single readout of the detector electronics and

the signals that will (in general) have been generated by particles, tracks, energy deposits,

present in a number of bunch crossings. The task of the online Trigger and Data Acquisition

System (TRIDAS) is to select, out of the millions of events recorded in the detector, the

most interesting 100 or so per second, and then store them for further analysis. An event

has to pass two independent sets of tests, or Trigger Levels, in order to qualify. The tests

range from simple and of short duration (Level-1) to sophisticated ones requiring signific-

antly more time to run (High Levels 2 and 3, called HLT). In the end, the HLT system

creates RAW data events containing:

• the detector data

• the level 1 trigger result

• the result of the HLT selections (HLT trigger bits) and

• some of the higher-level objects created during HLT processing.

The CMS data flow includes several steps (Fig - 3.1). Raw data from the HLT is digitized,

and collision events are reconstructed to form the Reco dataset from which the AOD dataset

is generated. AOD comprises about one to four billion events of roughly 400 kilobytes each
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Figure 3.1: Data flow in CMSSW

in size. From multiple copies of AOD spread across many CMS computing sites, physics

analysis groups generates intermediate datasets called ntuples that have more specialized

formats intended for particular analysis needs. The last step is for individual analysis groups

to generate simple, flat ntuples for their specific needs from the intermediate ntuples. Un-

fortunately, the different sets of intermediate ntuples were largely overlapping, and many

copies of them were made throughout the CMS storage infrastructure. In Run 2, given the

vast increase in the amount of data, this data flow would not be sustainable. The new CMS

data flow for Run 2 replaces the many, duplicative intermediate ntuples with one standard,

condensed dataset called Mini-AOD. Without the need for specialized intermediate ntuples,

the multiple copies of AOD used in Run 1 to support ntuple generation have also been

eliminated. Mini-AOD is produced centrally by the CMS computing group and provides a

common foundation for CMS physics analyses. Its compressed format is one tenth the size

of AOD, and it provides CMS the solution for handling the large influx of data coming from
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Run 2. It is designed to meet the needs of most CMS physics analyses while fitting within

storage constraints.

3.2 Event Reconstruction

Event reconstruction in the CMS is accomplished using the particle flow (PF) al-

gorithm [22] which aims at identifying and reconstructing individually each particle arising

from the LHC proton-proton collision, by combining the information from all the subde-

tectors. The resulting particle-flow event reconstruction leads to an improved performance

for the reconstruction of jets and MET, and for the identification of electrons, muons, and

taus. The ingredients for an efficient PF algorithm arise from these principles: to maximise

the separation between charged and neutral hadrons, a large field integral and a good calor-

imeter granularity are of primary importance. An efficient tracking is a key item as well

as a material budget in front of the calorimeters as small as possible. The CMS detector

fulfill several of these conditions with a field integral more than twice larger than in other

past or existing experiments; an electromagnetic calorimeter with an excellent resolution

and granularity, and a tracker system fully exploited by the iterative tracking algorithm.

The CMS PF algorithm relies on a efficient and pure track reconstruction, on a

clustering algorithm able to disentangle overlapping showers, and on an efficient link proced-

ure to connect together the deposits of each particle in the sub-detectors. Simplifying, the

algorithm can be described as follows: The tracks are extrapolated through the calorimeters,

if they fall within the boundaries of one or several clusters, the clusters are associated to the

track. The set of track and cluster(s) constitute a charged hadron and the building bricks
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are not considered anymore in the rest of the algorithm. Muons are identified beforehand

so that their track does not give rise to a charged hadron. Electrons are more difficult to

deal with. Indeed, due to the frequent Bremsstrahlung photon emission, a specific track

reconstruction is needed as well as a dedicated treatment to properly attach the photon

clusters to the electron and avoid energy double counting. Once all the tracks are treated,

the remaining clusters result in photons in case of the electromagnetic calorimeter (ECAL)

and neutral hadrons in the hadron calorimeter (HCAL).

Once all the deposits of a particle are associated, its nature can be assessed, and

the information of the sub-detectors combined to determine optimally its four-momentum.

In case the calibrated calorimeter energy of the clusters, which is simply a linear combina-

tion of the ECAL and HCAL energy deposits, associated to a track is found to be in excess

with respect to the track momentum at more than one sigma, the excess is attributed to an

overlapping neutral particle (photon or hadron), carrying an energy corresponding to the

difference of the two measurements. Reconstruction of photons and jets will not be discussed

as they are irrelevant to this analysis.

3.2.1 Track Reconstruction

Track reconstruction [23] refers to the process of using the hits, obtained from the

local reconstruction, to obtain estimates for the momentum and position parameters of the

charged particles responsible for the hits (tracks). As part of this process, a translation

between the local coordinate system of the hits and the global coordinate system of the

track is necessary. Reconstructing the trajectories of charged particles is a computationally

challenging task. The tracking software at CMS is commonly referred to as the Combinat-
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orial Track Finder (CTF), which is an adaptation of the combinatorial Kalman filter, which

in turn is an extension of the Kalman filter to allow pattern recognition and track fitting to

occur in the same framework. The collection of reconstructed tracks is produced by multiple

passes (iterations) of the CTF track reconstruction sequence, in a process called iterative

tracking. The basic idea of iterative tracking is that the initial iterations search for tracks

that are easiest to find (e.g., of relatively large pT , and produced near the interaction re-

gion). After each iteration, hits associated with tracks are removed, thereby reducing the

combinatorial complexity, and simplifying subsequent iterations in a search for more diffi-

cult classes of tracks (e.g., low-pT, or greatly displaced tracks). Iteration 0, the source of

most reconstructed tracks, is designed for prompt tracks (originating near the pp interaction

point) with pT > 0.8 GeV that have three pixel hits. Iteration 1 is used to recover prompt

tracks that have only two pixel hits. Iteration 2 is configured to find low-pT prompt tracks.

Iterations 3?5 are intended to find tracks that originate outside the beam spot (luminous

region of the pp collisions) and to recover tracks not found in the previous iterations. At

the beginning of each iteration, hits associated with high-purity track found in previous

iterations are excluded from consideration (masked). Each iteration proceeds in four steps:

• Seed generation provides initial track candidates found using only a few (2 or 3) hits.

A seed defines the initial estimate of the trajectory parameters and their uncertainties.

• Track finding is based on a Kalman filter. It extrapolates the seed trajectories along

the expected flight path of a charged particle, searching for additional hits that can

be assigned to the track candidate.

• The track-fitting module is used to provide the best possible estimate of the parameters
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of each trajectory by means of a Kalman filter and smoother.

• Track selection sets quality flags, and discards tracks that fail certain specified criteria.

The main differences between the six iterations lie in the configuration of the seed

generation and the final track selection.

3.2.1.1 Seed generation

The seeds define the starting trajectory parameters and associated uncertainties of

potential tracks. In the quasi-uniform magnetic field of the tracker, charged particles follow

helical paths and therefore five parameters are needed to define a trajectory. Extraction of

these five parameters requires either three 3-D hits, or two 3-D hits and a constraint on the

origin of the trajectory based on the assumption that the particle originated near the beam

spot. To limit the number of hit combinations, seeds are required to satisfy certain weak

restrictions, for example, on their minimum pT and their consistency with originating from

the pp interaction region.

In principle, it is possible to construct seeds in the outermost regions of the tracker,

where the track density is smallest, and then construct track candidates by searching in-

wards from the seeds for additional hits at smaller distances from the beam-line. However,

there are several reasons why an alternative approach, of constructing seeds in the inner

part of the tracker and building the track candidates outwards, has been chosen instead.

First, although the track density is much higher in the inner region of the tracker, the

high granularity of the pixel detector ensures that the channel occupancy of the inner pixel

layer is much lower than that of the outer strip layer. Second, the pixel layers produce 3-D

71



spatial measurements, which provide more constraints and better estimates of trajectory

parameters. Finally, generating seeds in the inner tracker leads to a higher efficiency for re-

constructing tracks. Although most high-pT muons traverse the entire tracker, a significant

fraction of the produced pions interact inelastically in the tracker. In addition, many elec-

trons lose a significant fraction of their energy to bremsstrahlung radiation in the tracker.

Therefore, to ensure high efficiency, track finding begins with trajectory seeds created in

the inner region of the tracker. This also facilitates reconstruction of low-momentum tracks

that are deflected by the strong magnetic field before reaching the outer part of the tracker.

Seed generation requires information on the position of the centre of the recon-

structed beam spot, obtained prior to track finding and the locations of primary vertices

in the event, including those from pileup events. This information is obtained by running

a very fast track and vertex reconstruction algorithm, that uses only hits from the pixel

detector. The tracks and primary vertices found with this algorithm are known as pixel

tracks and pixel vertices, respectively.

The seed generation algorithm is controlled by two main sets of parameters: seed-

ing layers and tracking regions. The seeding layers are pairs or triplets of detector layers

in which hits are searched for. The tracking regions specify the limits on the acceptable

track parameters, including the minimum pT , and the maximum transverse and longitud-

inal distances of closest approach to the assumed production point of the particle, taken to

be located either at the centre of the reconstructed beam spot or at a pixel vertex. If the

seeding layers correspond to pairs of detector layers, then seeds are constructed using one

hit in each layer. A hit pair is accepted as a seed if the corresponding track parameters are
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consistent with the requirements of the tracking region. If the seeding layers correspond to

triplets of detector layers, then, after pairs of hits are found in the two inner layers of each

triplet, a search is performed in the outer detector layer for another hit. If the track para-

meters derived from the three hits are compatible with the tracking region requirements,

the seed is accepted. It is also possible to check if the hits associated with the seed have the

expected charge distribution from the track parameters: a particle that enters the detector

at a grazing angle will have a larger cluster size than a particle that enters the detector at a

normal angle. Requiring the reconstructed charge distribution to match the expected charge

distribution can remove many fake seeds.

3.2.1.2 Track finding

The track-finding module of the CTF algorithm is based on the Kalman filter

method. The filter begins with a coarse estimate of the track parameters provided by the

trajectory seed, and then builds track candidates by adding hits from successive detector

layers, updating the parameters at each layer. The information needed at each layer includes

the location and uncertainty of the detected hits, as well as the amount of material crossed,

which is used to estimate the effects of multiple Coulomb scattering and energy loss. The

track finding is implemented in the four steps listed below.

• The first step (navigation) uses the parameters of the track candidate, evaluated at

the current layer, to determine which adjacent layers of the detector can be intersected

through an extrapolation of the trajectory, taking into account the current uncertainty

in that trajectory. The navigation service can be configured to propagate along or op-
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posite to the momentum vector, and uses a fast analytical propagator to find the

intercepted layers. The analytical propagator assumes a uniform magnetic field, and

does not include effects of multiple Coulomb scattering or energy loss. With these

assumptions, the track trajectory is a perfect helix, and the propagator can therefore

extrapolate the trajectory from one layer to the next using rapid analytical calcula-

tions. In the barrel, the cylindrical geometry makes navigation particularly easy, since

the extrapolated trajectory can only intercept the layer adjacent to the current one.

In the endcap and barrel-endcap transition regions, navigation is more complex, as

the crossing from one layer does not uniquely define the next one.

• The second step involves a search for compatible silicon modules in the layers returned

by the navigation step. A module is considered compatible with the trajectory if the

position at which the trajectory intercepts the module surface is no more than some

given number (currently three) of standard deviations outside the module boundary.

Since the propagation of the trajectory parameters, and of the corresponding uncer-

tainties, to the sensor surface involves mathematical operations and routines that are

generally quite time-consuming the code responsible for searching for compatible mod-

ules is optimized to limit the number of sensors that are considered, while preserving

an efficiency of >99% in finding the relevant sensors.

• The third step forms groups of hits, each of which is defined by the collection of all the

hits from one of the module groups. A configurable parameter provides the possibility

of adding a ghost hit to represent the possibility that the particle failed to produce

a hit in the module group, for example, as a result of module inefficiency. The hit
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positions and uncertainties are refined using the trajectory direction on the sensor

surface, to calculate more accurately the Lorentz drift of the ionization-charge carriers

inside the silicon bulk. A �2 test is used to check which of the hits are compatible

with the extrapolated trajectory. The current (configurable) requirement is �2 < 30

for one degree of freedom (dof). The �2 calculation takes into account both the hit

and trajectory uncertainties. In the endcap regions and the barrel-endcap transition

regions, the extrapolation distances and the amount of material traversed are generally

greater, with correspondingly larger uncertainties in the trajectory, and the probability

of finding spurious hits compatible with the track tends therefore to be greater.

• The fourth and last step is to update the trajectories. From each of the original track

candidates, new track candidates are formed by adding exactly one of the compatible

hits from each module grouping. As the modules in a given group are mutually exclus-

ive, it would not be expected that a track would have more than one hit contributing

from each group. The trajectory parameters for each new candidate are then updated

at the location of the module surface, by combining the information from the added

hits with the extrapolated trajectory of the original track candidate.

All resulting trajectory candidates are then grown in turn to the next compatible

layer(s), and the procedure is repeated until either the outermost layer of the tracker is

reached or a “stopping condition” is satisfied. In order not to bias the result, all trajectory

candidates are grown in parallel. To avoid an exponential increase of the number of tra-

jectory candidates, the total number of candidates is truncated at each layer. To limit the

number of combinations, and hence to avoid an exponential increase thereof, only a limited

75



number of these are retained at each step, based on their normalized �2 and number of valid

and invalid hits.

Ambiguities in track finding arise because a given track may be reconstructed

starting from different seeds, or because a given seed may result in more than 1 trajectory

candidate. These ambiguities, or mutually exclusive track candidates, must be resolved in

order to avoid double counting of tracks. The ambiguity resolution is based on the fraction

of hits that are shared between 2 trajectories. For any pair of track candidates, this fraction

is defined in the following way:

f
shared

=
Nhits

shared

min(Nhits

1

, Nhits

2

)
(3.1)

where Nhits
1

(Nhits
2

) is the number of hits in the first (second) track candidate. If this fraction

exceeds a value of 0.5, the track with the least number of hits is discarded, or, if both

tracks have the same number of hits, the track with the highest �2 value is discarded. The

ambiguity resolution is applied twice: the first time on all track candidates resulting from a

single seed, and the second time on the complete set of track candidates from all seeds.

3.2.1.3 Track fitting

For each trajectory, the building stage results in a collection of hits and in an

estimate of the track parameters. However, the full information is only available at the last

hit of the trajectory and the estimate can be biased by constraints applied during the seeding

stage. Therefore the trajectory is refitted using a least-squares approach, implemented as a

combination of a standard Kalman filter and smoother. The Kalman filter is initialized at the
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location of the innermost hit with an estimate obtained during seeding. The corresponding

covariance matrix is scaled by a large factor in order to avoid any bias. The fit then proceeds

in an iterative way through the list of hits. For each valid hit the position estimate is re-

evaluated using the current values of the track parameters: information about the angle of

incidence increases the precision of the measurement especially in the pixel modules. The

track parameters and their covariance matrix are updated with the measurement and the

trajectory is propagated to the surface associated with the next hit. The track parameters

and their covariance matrix are modified according to the estimates for energy loss and

multiple scattering at the target surface and the sequence is repeated until the last hit

is included. This first filter is complemented with a smoothing stage: a second filter is

initialized with the result of the first one - except for the covariance matrix, which is scaled

with a large factor and run backward toward the beam line. At each hit the “updated”

parameters of this second filter, which contain all information from the outermost hit up to

and including the current hit, are combined with the “predicted” parameters of the first filter,

i.e., the information from the innermost hit outward, but excluding the current hit. This

filtering and smoothing procedure yields optimal estimates of the parameters at the surface

associated with each hit and, specifically, at the first and the last hit of the trajectory.

Estimates on other surfaces, e.g., at the impact point, are then derived by extrapolation

from the closest hit.

3.2.1.4 Track selection

In a typical LHC event containing jets, the track-finding procedure described above

yields a significant fraction of fake tracks, where a fake track is defined as a reconstructed
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track not associated with a charged particle. The fake rate (fraction of reconstructed tracks

that are fake) can be reduced substantially through quality requirements. Tracks are selected

on the basis of the number of layers that have hits, whether their fit yielded a good �2/dof,

and how compatible they are with originating from a primary interaction vertex. If several

primary vertices are present in the event, as often happens due to pileup, all are considered.

To optimize the performance, several requirements are imposed as a function of the track

⌘ and pT , and on the number of layers (Nlayers) with an assigned hit (where a layer with

both r� and stereo strip modules is counted as a single layer). Since quality of tracks are

paramount to this analysis, reconstructed tracks of highest quality, known in CMS as high-

purity tracks are used at the cost of efficiency. The high purity track selection is based

on:

• �2/ndof of the track fit;

• transverse and longitudinal impact parameters w.r.t. the PV, namely d
0

and dz;

• significance of impact parameters, d
0

/�d
0

and dz/�dz, where �d
0

and �dz are uncer-

tainties on impact parameters from the track fit;

• number of tracker layers with a hit on the track;

• number of tracker “3D” layers with a hit on the track (either pixel layers or matched

strip layers);

• number of layers missing hits between the first and last hit on the track;

• �pT /pT from the track fit.

78



3.2.2 Reconstruction of Beam Spot

The beam spot represents a 3-D profile of the luminous region, where the LHC

beams collide in the CMS detector. The beam spot parameters are determined from an

average over many events, in contrast to the event-by-event primary vertex that gives the

precise position of a single collision. Measurements of the centre and dependence of the

luminous region on r and z are important components of event reconstruction. The position

of the centre of the beam spot, corresponding to the centre of the luminous region, is

used, especially in the HLT, (i) to estimate the position of the interaction point prior to

the reconstruction of the primary vertex; (ii) to provide an additional constraint in the

reconstruction of all the primary vertices of an event; and (iii) to provide the primary

interaction point in the full reconstruction of low-multiplicity data.

The position of the centre of the beam spot can be determined in two ways. The

first method is through the reconstruction of primary vertices (see section 6.1), which map

out the collisions as a function of x, y and z, and therefore the shape of the beam spot. The

mean position in x, y and z, and the size of the luminous region can be determined through

a fit of a likelihood to the 3-D distribution of vertex positions. The second method utilizes

a correlation between d0 and that appears when the centre of the beam spot is displaced

relative to its expected position.

3.2.3 Reconstruction of Primary Vertex

The goal of primary-vertex reconstruction is to measure the location, and the as-

sociated uncertainty, of all proton-proton interaction vertices in each event, including the
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‘signal’ vertex and any vertices from pileup collisions, using the available reconstructed

tracks. It consists of three steps: (i) selection of the tracks, (ii) clustering of the tracks that

appear to originate from the same interaction vertex, and (iii) fitting for the position of each

vertex using its associated tracks. Track selection involves choosing tracks consistent with

being produced promptly in the primary interaction region, by imposing requirements on

the maximum value of significance of the transverse impact parameter (< 5) relative to the

centre of the beam spot, the number of strip and pixel hits associated with a track (� 2

pixel layers, pixel+strip � 5 ), and the normalized �2 from a fit to the trajectory (< 20). To

ensure high reconstruction efficiency, even for minimum-bias events, there is no requirement

on the pT of the tracks.

The selected tracks are then clustered on the basis of their z-coordinates at their

point of closest approach to the centre of the beam spot. This clustering allows for the re-

construction of any number of proton-proton interactions in the same LHC bunch crossing.

The clustering algorithm must balance the efficiency for resolving nearby vertices in cases of

high pileup against the possibility of accidentally splitting a single, genuine interaction ver-

tex into more than one cluster of tracks. Track clustering is performed using a deterministic

annealing (DA) algorithm, finding the global minimum for a problem with many degrees

of freedom, in a way that is analogous to that of a physical system approaching a state of

minimal energy through a series of gradual temperature reductions.

After identifying candidate vertices based on the DA clustering in z, those candid-

ates containing at least two tracks are then fitted using an adaptive vertex fitter to compute

the best estimate of vertex parameters, including its x, y and z position and covariance
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matrix, as well as the indicators for the success of the fit, such as the number of degrees of

freedom for the vertex, and weights of the tracks used in the vertex. In the adaptive vertex

fit, each track in the vertex is assigned a weight between 0 and 1, which reflects the likeli-

hood that it genuinely belongs to the vertex. Tracks that are consistent with the position of

the reconstructed vertex have a weight close to 1, whereas tracks that lie more than a few

standard deviations from the vertex have small weights. The number of degrees of freedom

in the fit is defined as,

n
dof

= �3 + 2⌃wi (3.2)

where wi is the weight of the ith track, and the sum runs over all tracks associated with

the vertex. The value of ndof is therefore strongly correlated with the number of tracks

compatible with arising from the interaction region. For this reason, ndof can be also used

to select true proton-proton interactions.

3.2.4 Muon Reconstruction

Muon reconstruction [24] starts with the local reconstruction done at the detector

level. Tracks are first reconstructed independently in the inner tracker (tracker track) and

in the muon system (standalone-muon track). The standalone muon reconstruction uses

only data from the muon detectors - the silicon tracker. Both tracking detectors (DT and

CSC) and RPCs participate in the reconstruction. Despite the coarser spatial resolution,

the RPCs complement the tracking chambers, especially where the geometrical coverage is

problematic, mostly in the barrel-endcap overlap region. The reconstruction starts with the

track segments from the muon chambers obtained by the local reconstruction. The state
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vectors (track position, momentum, and direction) associated with the segments found in the

innermost chambers are used to seed the muon trajectories, working from inside out, using

the Kalman-filter technique. The predicted state vector at the next measurement surface is

compared with existing measurements and updated accordingly. In the barrel DT chambers,

reconstructed track segments are used as measurements in the Kalman-filter procedure.

In the endcap CSC chambers, where the magnetic field is inhomogeneous, the individual

reconstructed constituents (3-D hits) of the segments are used instead. Reconstructed hits

from the RPC chambers are also included. A suitable �2 cut is applied in order to reject bad

hits, mostly due to showering, delta rays and pair production. The procedure is iterated until

the outermost measurement surface of the muon system is reached. A backward Kalman

filter is then applied, working from outside in, and the track parameters are defined at the

innermost muon station. Finally, the track is extrapolated to the nominal interaction point

and a vertex-constrained fit to the track parameters is performed. Based on these objects,

two reconstruction approaches are used:

1. Global muon reconstruction (outside-in)

2. Tracker Muon reconstruction (inside-out)

This analysis utilizes global muons due to the fact that global muon reconstruction is more

efficient than tracker muon reconstruction at high momenta, p � 5 GeV, because global

muon reconstruction is designed to have high efficiency for muons penetrating through more

than one muon station and typically requires segments in at least two muon stations. The

global muon reconstruction consists in extending the muon trajectories to include hits in

the silicon tracker (silicon strip and silicon pixel detectors). Starting from a standalone
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reconstructed muon, the muon trajectory is extrapolated from the innermost muon station

to the outer tracker surface, taking into account the muon energy loss in the material and

the effect of multiple scattering. Silicon layers compatible with the muon trajectory are then

determined, and a region of interest within them is defined in which to perform regional track

reconstruction. The determination of the region of interest is based on the track parameters

and their corresponding uncertainties of the extrapolated muon trajectory, obtained with

the assumption that the muon originates from the interaction point. The definition of

the region of interest has a strong impact on the reconstruction efficiency, fake rate, and

CPU reconstruction time: well measured muons are reconstructed faster and with higher

efficiency than poorly measured ones. Inside the region of interest, initial candidates for

the muon trajectory (regional seeds) are built from pairs of reconstructed hits. The 2

hits forming a seed must come from 2 different tracker layers, and all combinations of

compatible pixel and double-sided silicon strip layers are used in order to achieve high

efficiency. In addition, a relaxed beam-spot constraint is applied to track candidates above

a given transverse momentum threshold to obtain initial trajectory parameters. Starting

from the regional seeds, a track-reconstruction algorithm is applied as mentioned before. At

large transverse momenta, pT � 200 GeV, the global-muon fit can improve the momentum

resolution compared to the tracker-only fit.
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Chapter 4

Datasets and Event Simulation

4.1 Monte Carlo Event Simulation

Figure 4.1: Event Generation, Simulation and Reconstruction
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Monte Carlo (MC) event generators are essential components of almost all exper-

imental analyses and are widely used by experiments at the LHC to make predictions and

preparations for future experiments. Specifically, it gives particle physicists a feeling for the

kind of events one may expect to find, and at what rates. The data simulated by these event

generators go through the same steps as the real data. The events generated are given as in-

put to the detector simulation which records the virtual hits created by the virtual particles

using the detector simulation software Geant4. The event reconstruction algorithms then

reconstruct the events i.e. the electronics signals (from wire chambers, calorimeters, and all

the rest) may be translated into a deduced setup of charged tracks or neutral energy depos-

itions, in the best of worlds with full knowledge of momenta and particle species identifying

them as electrons, muons, taus, photons, hadrons etc. These are then stored at tier 2 centers

to be used by research groups for physics analysis. This cycle is illustrated above.

The structure of a proton-proton collision at the LHC as built up by event gen-

erators can be described by a few main steps. These are illustrated in below figure where

two protons come in from either side and make a collision. The following are the steps into

Figure 4.2: Structure of a proton-proton collision
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which most event generators divide the process:

• Hard process and Parton Distribution Functions(PDF)

• Parton shower

• Hadronization

• Beam Remnants and Multiple Interactions

• Decays

4.1.1 Hard Process and PDF

When studying proton-proton collisions, most of them are not interesting in the

sense that only a few soft hadrons are produced and most of the event goes out along

the beam pipe direction. Only a tiny fraction of events contain a high momentum-transfer

process of interest. It is therefore not feasible to simulate all possible proton-proton collisions

but the simulation needs to be structured with a focus on deciding what hard process is

wanted much like the triggers used for selecting only a fraction of the events observed

by the detector. This is done by starting the simulation at the heart of the collision and

calculating from perturbation theory the probability distribution of a particular hard scatter,

which is the highest momentum transfer process in the event. Simulating the hard process

is relatively straightforward because PDFs describe partons coming into the process and

lowest order perturbation theory gives a probabilistic distribution of the outgoing partons.
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The cross section for a process ij ! k is given by,

�ij!k =

Z

dx
1

Z

dx
2

f1

i (x1)f
2

j (x2)�̂ij!k (4.1)

Here �̂ is the cross section for the hard partonic process, as codified in the matrixelements

for each specific process. For processes with many particles in the final state it would be

replaced by an integral over the allowed final-state phase space. The fa
j (x) are the parton-

distribution functions, which describe the probability to find a parton i inside beam particle

a, with parton i carrying a fraction x of the total a momentum. Actually, parton dis-

tributions also depend on some momentum scale Q2 that characterizes the hard process.

Parton distributions are most familiar for hadrons, such as the proton, which are inherently

composite objects, made up of quarks and gluons. Since we do not understand QCD, a

derivation from first principles of hadron parton distributions does not yet exist, although

some progress is being made in lattice QCD studies. It is therefore necessary to rely on para-

meterizations, where experimental data are used in conjunction with the evolution equations

for the Q2 dependence, to pin down the parton distributions. Several different groups have

therefore produced their own fits, based on slightly different sets of data, and with some

variation in the theoretical assumptions. The default in Pythia is CTEQ 5L.

4.1.2 Parton showers

The partons involved in the hard process are coloured particles, quarks and gluons.

From Quantum Electrodynamics (QED) it is well known that scattered electric charges radi-

ate photons, this is what is called Bremsstrahlung. In the same way, scattered colour charges
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Figure 4.3: Parton Distribution functions

radiate gluons and this happens for partons on their way in and out of a collision leading

to Initial State Radiation (ISR) and Final State Radiation (FSR). The main difference to

QED is that, due to the non-Abelian structure of SU(3), gluons themselves are coloured and

so an emitted gluon can itself trigger new radiation. This leads to an extended shower and

the phase space fills up with (mostly) soft gluons. The parton shower can be simulated as

a sequential step-by-step process that is formulated as an evolution in momentum transfer

scale. The parton shower evolution starts from the hard process and works downwards to

lower and lower momentum scales to a point where perturbation theory breaks down.

FSR is fully inclusive in the sense that we want to generate the distribution of all

possible parton radiation, for ISR the goal is different. Here, we want to be able to choose

the hard process and ask what radiation this process is accompanied by. So, even though

the physics involved in ISR and FSR is essentially the same, we have certain kinematic
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Figure 4.4: The green lines illustrate the flow of information in analytic solutions of the
DGLAP evolution equation, which yields the value of the parton distribution function at a
given value of xand Q2 as a function of its values at some lower value of Q2, Q2

0

, and all
higher values of x The red lines illustrate typical backward evolution paths that lead to the
same xand Q2 value: each path corresponds to one event and each corner on the path to
one emitted parton.

constraints for ISR, e.g. we know xand Q2, and we therefore do not want to generate all

possible distributions but only those subject to having a fixed parton momentum at the end

of the process. As illustrated in Figure 4.4, we can reformulate the evolution as a backward

evolution, which probabilistically undoes the DGLAP evolution equations. We start from a

particular x and Q2 point and work down in q2 and up in x towards the incoming hadron,

asking progressively, what is the probability distribution of radiation that accompanies a

parton of this flavour and kinematics. In the end, one finds that this algorithm is identical

to FSR, but with �i(Q
2, q2) replaced by �i(Q

2, q2)/fi(x, q
2).
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4.1.3 Hadronization

QCD perturbation theory, formulated in terms of quarks and gluons, is valid at

short distances. At long distances, QCD becomes strongly interacting and perturbation

theory breaks down. In this confinement regime, the coloured partons are transformed into

colourless hadrons, a process called hadronization. It can be considered as the combination

of fragmentation and the subsequent decay of unstable particles. The fragmentation process

has yet to be understood from first principles, starting from the QCD Lagrangian. This

has left the way clear for the development of a number of different phenomenological mod-

els. Three main schools are usually distinguished, string fragmentation (SF), independent

fragmentation (IF) and cluster fragmentation (CF), but many variants and hybrids exist.

Being models, none of them can lay claims to being ‘correct’, although some may be better

founded than others. The SF model is the default in Pythia for all applications though

independent fragmentation options also exist.

4.1.4 Decays

A large fraction of the particles produced by fragmentation are unstable and sub-

sequently decay into the observable stable (or almost stable) ones. It is therefore important

to include all particles with their proper mass distributions and decay properties. Although

involving little deep physics, this is less trivial than it may sound: while a lot of experimental

information is available, there is also very much that is missing. For charm mesons, it is

necessary to put together measured exclusive branching ratios with some inclusive multipli-

city distributions to obtain a consistent and reasonably complete set of decay channels, a
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rather delicate task. For bottom even less is known, and for some B baryons only a rather

simple phase-space type of generator has been used for hadronic decays. Normally it is

assumed that decay products are distributed according to phase space, i.e. that there is no

dynamics involved in their relative distribution. However, in many cases additional assump-

tions are necessary, e.g. for semileptonic decays of charm and bottom hadrons one needs

to include the proper weak matrixelements. Particles may also be produced polarized and

impart a non-isotropic distribution to their decay products. Many of these effects are not at

all treated in the program. In fact, spin information is not at all carried along, but has to

be reconstructed explicitly when needed. This normal decay treatment makes use of a set

of tables where branching ratios and decay modes are stored. It encompasses all hadrons

made out of d, u, s, c and b quarks, and also the leptons. The decay products are hadrons,

leptons and photons. Some bb̄ states are sufficiently heavy that they are allowed to decay

to partonic states, like ⌥ ! ggg which subsequently fragment, but these are exceptions.

4.1.5 Beam Remnants and Multiple Interactions

If each incoming particle had only one parton which takes part in hard processes,

and that all other constituents sail through unaffected, then the whole process can be de-

scribed well with the 4 steps that was mentioned above. This approach is appropriate in

e+e� or ep events, but not necessarily so in hadron-hadron collisions. Here each of the beam

particles contains a multitude of partons, and so the probability for several interactions in

one and the same event need not be negligible. In principle these additional interactions

could arise because one single parton from one beam scatters against several different partons

from the other beam, or because several partons from each beam take part in separate 2 ! 2
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scatterings. Both are expected, but combinatorics should favour the latter. The understand-

ing of multiple interaction is still very primitive. Pythia therefore contains several different

options. These differ on the basis of ‘pedestal’ effect as well as other differences concerning

the level of detail in the generation of scatterings after the first one, and the model that

describes how the scatterings are intercorrelated in flavour, colour, and momentum space.

4.2 Datasets

The study is performed on proton-proton collision data of a total integrated lu-

minosity of 19.71 fb�1 and 2.09 fb�1, collected with the CMS detector at center-of-mass

energies of 8 TeV and 13 TeV respectively.

Table 4.1: Overview of the datasets used in this analysis

Dataset Luminosity [fb�1]

Di-Muon Sample - 2012 (Stream A) 0.876

Di-Muon Sample - 2012 (Stream B) 4.411

Di-Muon Sample - 2012 (Stream C) 7.055

Di-Muon Sample - 2012 (Stream D) 7.369

Di-Muon Sample - 2015 (Stream C) 0.016

Di-Muon Sample - 2015 (Stream D) 2.077

This analysis uses PYTHIA-6.4 [25] and MADGRAPH-5 [26] for simu-

lation of data which performs matrixelement calculations for event generation at Leading

Order (LO). The PYTHIA parameters that steer the simulation of hadronisation and the

underlying event are set to the most recent PYTHIA Z2* tune. This tune is derived from
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the Z1 tune [27], which uses the CTEQ5L parton distribution function (PDF) set, whereas

Z2* adopts the CTEQ6L PDF set [28]. The list of samples so generated are as given below:

• NMSSM Higgs signal:Generation of the gluon-fusion process gg ! H
2

as well as

H
2

! 2H
1

and H
1

! ⌧⌧ decays is done with the LO program PYTHIA. The p
T

distribution of the H
2

boson emerging from gluon-fusion is reweighted with NNLO k-

factors obtained by the program HqT [29,30], thereby taking into account most precise

spectrum calculated to NNLO with resummation to NNLL order.

• QCD multijet background: QCD processes are simulated with PYTHIA, followed

by filtering procedure at the generator level, selecting events containing at least one

muon with transverse momentum exceeding 15GeV.

• W/Z + Jets production: The kinematics of W/Z + Jets production with sub-

sequent leptonic decays of the W and Z bosons is simulated using the MADGRAPH

event generator interfaced to PYTHIA to account for QCD initial and final state

radiation.

• Inclusive tt̄ background: This background is simulated using the MADGRAPH

event generator interfaced to PYTHIA.

• Di-boson production: This background is simulated using the PYTHIA event gen-

erator.

• Tau decays: For all signal and background samples that include taus in the final

state, their subsequent decays are simulated using the TAUOLA software package [31],

taking into 32 account the polarization properties where appropriate.
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The resulting generated events are propagated through a full simulation of the CMS detector

based on the GEANT4 package [32] and also including pile-up effects. A weight is associated

with each processed event according to the relation:

wmc =
�.L.✏mc

Nprocessed
(4.2)

where � denotes the cross section of the process considered, L its integrated luminosity, ✏mc

the MC filter efficiency and N
processed

the number of processed MC events.
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Chapter 5

Signal Topology and NMSSM

Parameter Scans

5.1 Introduction

The recently discovered particle with mass close to 125 GeV [33–35] has been

shown to have properties that are consistent with those of a standard model (SM) Higgs bo-

son [36–46]. Supersymmetric (SUSY) extensions of the SM [47] also predict a particle with

such properties and resolve some problems of the SM [48]. The minimal supersymmetric

standard model (MSSM) [49,50] postulates the existence of two Higgs doublets, resulting in

five physical states: two CP -even, one CP -odd, and two charged Higgs bosons. This version

of SUSY has been extensively tested using data collected by the ATLAS and CMS exper-

iments at the CERN LHC. However, non-minimal SUSY extensions have received far less

attention. One example is the next-to-MSSM (NMSSM), which extends the MSSM by an ad-
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ditional singlet superfield, interacting only with itself and the two Higgs doublets [49,51–57].

This scenario has all the desirable features of SUSY, including a solution of the

hierarchy problem and gauge coupling unification. In the NMSSM, the Higgs mixing para-

meter µ is naturally generated at the electroweak scale through the vacuum expectation

value of the singlet field, thereby solving the so-called µ problem of the MSSM [58]. Fur-

thermore, the amount of fine tuning required in the NMSSM to obtain a CP -even Higgs

boson with a mass of 125 GeV is significantly reduced compared to the MSSM [59–61]. The

Higgs sector of the NMSSM is larger than that of the MSSM. There are seven Higgs bosons:

three CP -even (h
1,2,3), two CP -odd (a

1,2), and two charged Higgs states. By definition,

mh1 < mh2 < mh3 and ma1 < ma2 . Over large parts of the NMSSM parameter space, the

observed boson with mass close to 125 GeV, hereafter denoted H(125), could be identified

with one of the two lightest scalar NMSSM Higgs bosons, h
1

or h
2

. A vast set of next-to-

minimal supersymmetric models is consistent with the SM measurements and constraints

from searches for SUSY particles made with LHC, Tevatron, SLAC and LEP data, as well

as with the properties of the H(125) boson measured using Run 1 LHC data [62–67]. These

models provide possible signatures that cannot be realized in the MSSM given recent ex-

perimental constraints [68]. For example, the decays H(125) ! h
1

h
1

and H(125) ! a
1

a
1

are allowed when kinematically possible. These decay signatures have been investigated in

phenomenological studies considering a variety of production modes at the LHC [69–76].

The analysis presented in this paper is motivated by the NMSSM scenarios that

predict a very light h
1

or a
1

state with mass in the range 2m⌧ < mh1(ma1) < 2mb, where m⌧

is the mass of the ⌧ lepton and mb is the mass of the b quark. Such a light state is potentially
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accessible in final states with four ⌧ leptons, where H(125) ! h
1

h
1

(a
1

a
1

) ! 4⌧ [77, 78]. In

these scenarios the decay H(125) ! a
2

a
2

is not kinematically allowed.

Several searches for H(125) ! �
1

�
1

decays, where �
1

can be either the lightest

CP -even state h
1

or the lightest CP -odd state a
1

, have been performed. The analyses car-

ried out by the OPAL and ALEPH Collaborations at LEP [79,80] searched for the decay of

the CP -even Higgs boson into a pair of light CP -odd Higgs bosons, exploiting the Higgs-

strahlung process, where the CP -even state is produced in association with a Z boson. These

searches found no evidence for a signal, and limits were placed on the signal production cross

section times branching fraction. However, searches at LEP did not probe masses of the

CP -even state above 114 GeV. A similar study has been performed by the D0 Collaboration

at the Tevatron [81], searching for inclusive production of the CP -even Higgs boson in pp

collisions followed by its decay into a pair of light CP -odd Higgs bosons. No signal was

detected and upper limits were set on the signal production cross section times branching

fraction in the mass ranges 3.6 < ma1 < 19 GeV and 89 < mH < 200 GeV. The limits set

by the D0 analysis are a factor one to seven times higher compared to the SM production

cross section for pp̄ ! H(125) + X. The CMS Collaboration has recently searched for a

very light CP -odd Higgs boson produced in decays of a heavier CP -even state [82]. This

study probed the mass of the CP -odd state in the range 2mµ < ma1 < 2m⌧ , where mµ is

the mass of muon. In this mass range the decay a
1

! µµ can be significant. No evidence

for a signal was found and upper limits were placed on the signal production cross section

times branching fraction. The ATLAS Collaboration has also recently searched for h/H !

a
1

a
1

! µµ⌧⌧ [83], covering the mass range ma1 = 3.7-50 GeV for
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mH = 125 GeV, and mH = 100-500 GeV for ma1 = 5 GeV. No excess over SM backgrounds

was observed, and upper limits were placed on �(gg ! H) B(H ! a
1

a
1

) B2(a
1

! ⌧⌧), under

the assumption that

�(a ! µµ)

�(a ! ⌧⌧)
=

m2

µ

m2

⌧

p

1� (2m⌧/ma)2
(5.1)

The search for the production of a pair of light bosons with their subsequent decay into four

⌧ leptons has not yet been performed at the LHC and is the subject of this paper. The

choice of the 4⌧ channel makes it possible to probe the signal cross section times branching

fraction

(�B)
sig

⌘ �(gg ! H(125)) B(H(125) ! �
1

�
1

) B2(�
1

! ⌧⌧) (5.2)

in a model-independent way.

5.2 NMSSM tools and parameter scans

In our analysis we focus on the simplest version of the NMSSM where the µ term

of the MSSM is replaced by a scale invariant super potential,

µĤ
1

Ĥ
2

! �ŜĤ
1

Ĥ
2

+


3
Ŝ3 (5.3)

with the associated soft SUSY breaking terms being

m2

H1
H2

1

+m2

H2
H2

2

+m2

SS
2 + �A�H1

H
2

S +


3
AS

3 (5.4)

98



where with hatted and non hatted capital letters we indicate the superfields and their cor-

respondent scalar component respectively. It is possible to recast mH1 ,mH2 and mS in terms

of MZ, tan� and µeff = �s with s = hSi the VEV of the singlet Higgs field, and, assum-

ing CP conservation in the Higgs sector, the latter is determined by just 14 Electroweak

parameters: tan �, the trilinear couplings in the superpotential, � and , the correspond-

ing SUSY breaking parameters, A� and A, µeff, the gaugino mass parameters, M
1,2,3, the

squark and slepton trilinear couplings, At,b,⌧ and mass parameters, MfL and MfR , where for

simplicity we have assumed universality across the three generations for the last three set

of parameters. We have performed our parameter’s space scan using NMSSMTools 4.1 [84]

fixing the parameters that intervene in the Higgs sector at loop level at the value of,

M
1,2,3 = 150, 300, 1000 GeV (5.5)

At,b,⌧ = 2500 GeV (5.6)

MfL ,MfR = 1000 GeV (5.7)

therefore varying only tan �, µeff,�,, A�, A. Besides the constraints already implemented

into the NMSSMTools 4.1 package, we have also performed a �2 fit of the Higgs signal

strengths with respect to the publicly available CMS data for the following final states:

bb̄ [1], WW [2], ZZ [3] and �� [4] that are reported in table 5.1. We have performed the

fit on the SM like Higgs boson, after it has been identified between h_1 and h_2 with a

mass window selection (122.7 GeV < mh(SM) < 128.7 GeV), neglecting any contribution of

the non-SM-like Higgs and assuming an unique production process for each case, that in
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Table 5.1: CMS signal strengths for the Higgs boson decaying into bb̄, WW, ZZ and ��
final states from [1–4]

µ̂j ± �µ̂j

µb¯b 1.0 ± 0.5

µWW 0.72 ± 0.19

µZZ 0.92± 0.27

µ�� 0.93 ±0.27

particular have been assumed to be:

• 100% of Higgs-Strahlung production for bb̄ final state

• 100% of gluon fusion production for the WW*, ZZ* and �� final states

The signal strength µ for a specific production mode and in a given decay channel has been

computed as,

µprod
xx =

[�(pp ! hSM )prod . B(hSM ! xx)]NMSSM

[�(pp ! hSM )prod . B(hSM ! xx)]SM
(5.8)

and the �2 is given by,

�2 =
X

j=1

(µj � µ̂j)
2

�µ̂2

j

; j = bb̄,WW ⇤, ZZ⇤, �� (5.9)

where µ̂j and �µ̂j are reported in table 5.1. We then have excluded from our results the

points where �2 > 9.72, that corresponds to a p-value greater than ⇡ 0.05 for a �2 with

four degrees of freedom. It should however need to be stressed that within the constraints

implemented into the NMSSMTools package a �2 fit is already present and constraints on

a SM-like Higgs mass (125.7 ± 3 GeV) and its signal rates, from [85], are applied so that

our �2 fit acts as a check on the one already performed within the program. For our results
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the cross section for the production of the SM like Higgs boson via gluon fusion (ggh),

vector boson fusion (VBF) and Higgs-Strahlung (Vh) for the 8 and 14 TeV LHC has been

calculated using the production cross section for a SM Higgs boson provided by the Higgs

Cross SectionWorking Group [86] re-weighted for the corresponding reduced couplings square

that are hgg, for ggh production, and hVV, for VBF and Vh productions, provided by the

NMSSMTools package.

5.3 Topology of hSM
1,2 ! a1a1

The first topology under analysis is the one where the SM-like Higgs boson decays

into a pair of light pseudoscalars a
1

that then decay into a ⌧ pair each,

hSM
1,2 ! a

1

a
1

(5.10)

Since we are interested in a 4⌧ final state we want to focus on the region where ma1 < 10

GeV in order to be under the bb̄ threshold and have a significant branching ratio into ⌧⌧

final state. We have firstly performed a scan over a broad range of the NMSSM parameter

space,

100 GeV < µeff < 1000 GeV (5.11)

1.5 < tan � < 50 (5.12)

0 < �, < 1 (5.13)

�4000 GeV < A�, A < 4000 GeV (5.14)
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and from Fig. (5.1) we observe that in order to have a light a
1

, small µeff and A value are

preferred. Moreover it was shown in [73], there is a important correlation exists between

the combination µeff.
� and the region where h

1

or h
2

is the SM Higgs boson. In particular

when µeff.
� < 60 GeV, h

1

is light and h
2

is the SM like Higgs boson and this constraints can

be imposed in order to focus on the region of the parameter space where both the CP even

h
1

and h
2

can be the SM like Higgs boson.
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Figure 5.1: Mass of the lightest pseudoscalar a
1

as function of µeff (left) and A (right).

Following these results we perform a scan adding the following constraints to the

parameter space defined in eq. (5.9-5.12),

100 GeV < µeff < 300 GeV (5.15)

0 <
µeff.

�
< 200 GeV (5.16)

�30 < A < 10 (5.17)

ma1 < 10 GeV (5.18)
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The results for the process,

�(pp ! hSM
j )i . B(hSM

j ! a
1

a
1

) . B(a
1

! ⌧⌧)2; i = ggH, VBF, VH; j = 1, 2 (5.19)

for the 8 and 14 TeV LHC are shown in Fig. (5.2) and Fig. (5.3) for both regions where the

SM-like Higgs boson (again, identified by a mass window 122.7 GeV < mSM
h < 128.7 GeV)

is either h
1

(blue points) or h
2

(cyan points), as a function of the relevant reduced coupling

for the production process under consideration, that are gggH/gSM
ggH for ggH and gVVH/gSM

VVH

for VBF and VH.

5.4 Topology of hSM
1,2 ! h1h1

We now consider the second topology where the SM Higgs boson is h
2

, that decays

into a pair of light h
1

,

hSM
1,2 ! h

1

h
1

(5.20)

With respect to the scan defined in eq. (5.13-5.16) we have defined,

0 <
µeff.

�
< 50 GeV (5.21)

�400 GeV < A < 10 GeV (5.22)

The results for the cross section for the process,

�(pp ! hSM
2

)i . B(hSM
2

! h
1

h
1

) . B(h
1

! ⌧⌧)2; i = ggH (5.23)
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Figure 5.2: Inclusive cross section for the process of eq. (5.17) for the 8 TeV LHC. In blue
and cyan the points where h

1

or h
2

is the SM Higgs boson respectively.
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Figure 5.3: Inclusive cross section for the process of eq. (5.17) for the 14 TeV LHC. In blue
and cyan the points where h

1

or h
2

is the SM Higgs boson respectively.
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for the 8 and 14 TeV LHC for the case of gluon fusion production are shown in Fig. 5.4.
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Figure 5.4: Inclusive cross section for the process of eq. (5.21) for the 8 and 14 TeV LHC in
function of the mass of the lightest CP even Higgs h

1

5.5 Signal Topology

This analysis searches for the production of the recently discovered state at a mass

near 125 GeV, denoted H(125), via gluon fusion with subsequent decay into a pair of light

NMSSM Higgs bosons �
1

, where �
1

can be either the lightest CP -even state h
1

or the

lightest CP -odd state a
1

. The signal can be associated with one of three possible scenarios:

• H(125) corresponds to h
2

and decays into a pair of h
1

states, h
2

! h
1

h
1

;

• H(125) corresponds to h
2

and decays into a pair of a
1

states, h
2

! a
1

a
1

;

• H(125) corresponds to h
1

and decays into a pair of a
1

states, h
1

! a
1

a
1

.

The signal topology is illustrated in Fig. 5.5. The search is performed for very light �
1

states,

covering a mass range of 4 to 8 GeV. Within this mass range the �
1

boson is expected to

decay predominantly into a pair of tau leptons, �
1

! ⌧⌧ . One of the tau leptons in each

�
1

! ⌧⌧ decay leg is identified via its muonic decay. The other tau lepton in each �
1

decay
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leg is allowed to decay either leptonically, or via the 1-prong semi-hadronic mode (where

the tau decays into one charged hadron and one or more neutral particles). Therefore the

tau will only have one charged particle among its decay products. We identify these decays

by the presence of one reconstructed opposite sign track with respect to the selected muon,

and thus the neutral particles will have no effect on the event selection. Given the large

  

boosted

well separated
     muons

Figure 5.5: Left: Feynmann diagram for the signal process. Right: Illustration of the signal
topology.

difference in mass between the �
1

and the H(125) states (mH(125) � m�1), one expects that

the �
1

bosons produced will be highly boosted, and consequently their decay products are

expected to be strongly collimated. Furthermore, in the gluon fusion process the H(125)

is mainly produced with relatively small transverse momentum. Thus, in the majority

of H(125) ! �
1

�
1

decays, the �
1

states will be produced nearly back-to-back in the plane

transverse to the beams, with the particles stemming from one �
1

boson decay well separated

in azimuthal angle � from the particles produced by the decay of the other �
1

boson. In

the gluon fusion process, the H(125) state can be also produced with relatively high boost

when a hard gluon is radiated off the initial state gluons or the heavy quark loop. In this
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case, the separation between two �
1

bosons in azimuthal angle can be reduced, while the

separation in pseudorapidity ⌘ can still be large.

The signal properties discussed above define the search topology. The analysis

presented here searches for the signal in a sample of dimuon events with large angular

separation imposed between the muons. Each muon is accompanied by one nearby opposite

sign track originating from the same �
1

decay leg. Throughout this analysis, the signal

yields are normalized to the benchmark value of the signal production cross section times

branching fraction of 5 pb. The choice of the benchmark scenario is motivated by recent

phenomenological analyses [77,78].
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Chapter 6

Event Selection and Scale Factors

6.1 Trigger selection

Two triggers are used namely HLT_Mu17_Mu8 and HLT_Mu17_TkMu8 and

events are selected if one atleast one of them fires. These are dimuon triggers with thresholds

on the pT of the leading and the sub-leading muon being 17 and 8 GeV respectively along

with the requirement that the difference between longitudinal impact parameters of muon

tracks is less than 2mm. For HLT_Mu17_TkMu8, there is an additional requirement on

the sub-leading muon to be a tracker-muon with pT > 8 GeV.

6.2 Primary Vertex

Reconstructed vertices are required to have a z position within 24 cm of the nom-

inal detector center and a radial position within 2 cm from the beamspot. There must

be more than four degrees of freedom in the vertex fit. From the set of PV [87] passing
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these criteria, the vertex with the maximum p2T sum of tracks associated with the vertex

is chosen as the hard interaction vertex. With increasing instantaneous luminosity of the

LHC machine, the data taking conditions have been changing rapidly. In particular, addi-

tional energy is attributed to the reconstructed jets which is not associated to the primary

interaction, rather than with other proton-proton interactions at the PV. These additional

interactions constitute the Pile Up (PU), and as a consequence a difference in the number

of reconstructed PV between the data and the simulated samples is observed. In order to

correct for these effects and model coherently the number of PU events in simulation as

observed in experimental data, the simulated events are reweighted as a function of the

simulated PU interactions as described in Reference [88].

6.3 Muon Identification and Selection

Two muons are selected if they are identified as muons by the particle-flow (PF)

algorithm [89,90] while they are reconstructed by the Global reconstruction algorithm [24].

The muons must fulfill the requirements corresponding to the PF-Tight Muon criteria for-

mulated by the Muon POG (Physics Object Group):

• The �2/ndof of the global track fit must be smaller than 10.

• At least one segment in the muon detector is included in the global track fit.

• Muon track segments must be present in at least two stations of the muon detector.

• There must be one hit in the pixel detector and hits in more than 5 layers in the inner

track detector.
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Figure 6.1: Distributions of the muon transverse impact parameter d
0

(left plot) and lon-
gitudinal impact parameter dz (right plot) with respect to the primary interaction vertex
in the selected sample of same-sign muon pairs. Data (dots) is compared with the Monte
Carlo background predictions (histograms). The dashed histogram shows distribution in the
signal sample with mH1 = 8 GeV. The signal distribution is scaled to cross section times
branching ratio of 500 pb.

Muons are required to match trigger objects associated with triggers used in the

analysis. To reject QCD multi-jet events with muonic decays of the hadrons containing

charm and bottom quarks, the cuts are imposed on impact parameters of muon tracks. The

impact parameter in the transverse plane with respect to the PV is required to be |d
0

| <

0.03 cm. The longitudinal impact parameter with respect to the PV is required to be |dz|

< 0.1 cm.

Further selection imposes the following kinematic cuts:

• pseudorapidity of the leading and the sub-leading muons should be |⌘| < 2.1 .

• pT > 17 GeV for the leading muon and pT > 10 GeV for the sub-leading muon.
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Figure 6.2: Distributions of the leading muon pT (upper left plot), trailing muon pT (upper
right plot), leading muon pseudo-rapidity (lower left plot) and trailing muon pseudo-rapidity
(lower right plot) in the selected sample of same-sign muon pairs.

Two muons are required to have same sign. This requirement significantly sup-

presses background coming from the Drell-Yan process, top-quark pair production and QCD

multi-jet events with muonic decays of heavy flavor hadrons. If more than one same-sign

muon pair is found in the event, the pair with the largest sum of muon transverse mo-

menta is chosen. Figure 6.1 compares distributions of the muon impact parameters between
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Figure 6.3: Distribution of the �R(µ, µ) variable in the selected sample of same-sign muon
pairs.

data and simulation in a selected sample of same-sign di-muon events. The kinematical

distributions of the two muons are presented in Figure 6.2. Distribution of the �R(µ, µ)

variable is shown in Figure 6.3. Good agreement between data and simulation is found in

the distributions of the muon impact parameters and pseudo-rapidity. However, significant

discrepancies between data and simulation are observed in distributions of muon transverse

momenta and the �R(µ, µ) variable. It should be noted at this point that no simulated

events are used for estimation of the background shapes and normalization. Instead the

background is evaluated from the control data samples.

6.4 Track Selection

The analysis makes use of the reconstructed tracks [87] with highest quality, known

in CMS as high purity tracks. The high purity track selection is based on:
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• the �2/ndof of the track fit;

• transverse and longitudinal impact parameters with respect to the PV, namely d
0

and

dz;

• significance of impact parameters, d
0

/�d
0

and dz/�dz, where �d
0

and �dz are uncer-

tainties on impact parameters from the track fit;

• number of tracker layers with a hit on the track;

• number of tracker “3D” layers with a hit on the track (either pixel layers or matched

strip layers);

• number of layers missing hits between the first and the last hit on the track;

• �pT /pT from the track fit.

Tracks must have pT > 1 GeV and pseudo-rapidity |⌘| < 2.4. The impact para-

meter in the transverse plane with respect to the PV is required to be |d
0

| < 1 cm. The

longitudinal impact parameter with respect to the PV is required to be |dz| < 1 cm. These

loose requirements on the track impact parameters are necessitated by the definition of the

muon isolation criteria described in the next Section. The isolation criteria involve tracks

directly coming from the PV as well as tracks originating from decays of the heavy flavor

hadrons, giving rise displaced tracks with respect to the primary interaction vertex.
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6.5 Topological Selection

Two selected same-sign muons are required to be separated by �R(µ, µ) > 2.

Isolation requirement: Given the search topology (Fig. 5), we require each muon to have
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Figure 6.4: Distribution of the transverse impact parameter (upper left plot), the longitud-
inal impact parameter (upper right plot) and the transverse momentum (lower plot) of the
tracks regarded as one-prong tau decay candidates.
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only one track with momentum pT > 1 GeV, pseudo-rapidity |⌘| < 2.4 and impact parameters

|d
0

| < 1 cm and |dz| < 1 cm within a �R cone of 0.5 around the muon momentum.

Selection of the one-prong tau decay candidates: The single track around each muon

must fulfill selection criteria imposed on the one-prong tau-lepton decay candidate:

• the net charge of track and close-by muon must be zero, qµ + qtrk = 0;

• track momentum has to be pT > 2.5 GeV and pseudo-rapidity |⌘| < 2.4;

• transverse and longitudinal impact parameters of the track are required to be |d
0

| <

0.02 cm and |dz| < 0.04 cm, respectively.

With the criteria outlined above the background from the QCD multi-jet events is signific-

antly suppressed. Figure 6.4 presents the distribution of variables used in selection of the

one-prong tau-lepton decay candidates.

6.6 Muon Identification, Isolation and Trigger Efficiencies

Correction factors are applied to the simulated signal samples in order to com-

pensate for differences in the trigger, the muon identification and the isolation efficiencies

found between data and simulation. The efficiencies are estimated using a tag-and-probe

technique, which is applied on the samples of di-muon events originating from the decays of

Z bosons. The Z ! µµ sample is selected with the HLT_IsoMu24 trigger.

The tag muon is required to pass the PF-Tight Muon criteria and match the HLT_IsoMu24

trigger object. The probe muons are subject to the muon identification requirements out-
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lined in Section 6.3. Furthermore, the isolation requirement, equivalent to that used in the

analysis for muon-track pairs from each �
1

decay leg, is applied to the probe muons in the

Z ! µµ sample:

• there must be no tracks with pT > 1 GeV and impact parameters of d
0

< 1 cm and

dz < 1 cm with respect to the PV within a �R cone of 0.5 around the probe muon.

The measured efficiencies of muon identification and isolation along with the scale factors

applied to the simulated signal samples, are reported in Table 6.1 for different (pT , ⌘) bins.

For the simulated samples, the simulation of the trigger response is not used. Instead, in

order to account for the HLT_Mu17_Mu8 OR HLT_Mu17_TkMu8 trigger inefficiency,

each simulated event is assigned with a weight:

V =(✏leg17(pT1 , ⌘1) . ✏
leg8(pT2 , ⌘2)+

✏leg17(pT2 , ⌘2) . ✏
leg8(pT1 , ⌘1)�

✏leg17(pT1 , ⌘1) . ✏
leg17(pT2 , ⌘2))

⇥ ✏dZfilter

(6.1)

where

• ✏leg17(pT , ⌘)� pT and ⌘ dependent efficiency of the trigger leg with pT threshold of

17 GeV;

• ✏leg8(pT , ⌘) � pT and ⌘ dependent efficiency of the trigger leg with pT threshold of 8

GeV (Mu8 OR TkMu8);

• pT1 and ⌘
1

are transverse momentum and pseudo-rapidity of the first muon;
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• pT2 and ⌘
2

are transverse momentum and pseudo-rapidity of the second muon;

• ✏dZfilter - efficiency of dZfilter of the double muon trigger.

Table 6.1: Muon Id and isolation efficiencies in data and MC samples derived using tag-
andprobe technique, applied on the Z! µµ sample. Also the data-simulation scale factors
(SF) are reported.

pT (GeV) ⌘ ✏data ✏MC SF

10-15

0-0.8 0.618 0.657 0.942

0.8-1.6 0.697 0.716 0.973

1.6-2.1 0.753 0.757 0.993

15-20

0-0.8 0.640 0.651 0.983

0.8-1.6 0.686 0.718 0.956

1.6-2.1 0.729 0.727 1.003

20-25

0-0.8 0.674 0.683 0.987

0.8-1.6 0.708 0.727 0.974

1.6-2.1 0.749 0.762 0.982

25-30

0-0.8 0.706 0.724 0.974

0.8-1.6 0.722 0.733 0.984

1.6-2.1 0.755 0.775 0.974

> 30

0-0.8 0.755 0.778 0.971

0.8-1.6 0.762 0.781 0.975

1.6-2.1 0.787 0.801 0.983

The trigger efficiencies as measured with the tag-and-probe technique using a

sample of Z ! µµ decays are given in Tables 6.2-6.3. The trigger efficiencies are meas-

ured relative to the offline selection while combining both the muon identification and

the isolation requirements. The efficiency of the dZfilter of the HLT_Mu17_Mu8 OR
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Table 6.2: HLT_Mu17_Mu8 OR HLT_Mu17_TkMu8 : efficiency of the Mu8 leg.

pT (GeV) 0 < ⌘  0.8 0.8 < ⌘  1.2 1.2 < ⌘  2.1

10-12.5 0.96 0.97 0.92

12.5-15 0.97 0.97 0.93

15-17.5 0.98 0.97 0.94

17.5-20 0.98 0.98 0.94

20-30 0.97 0.98 0.95

>30 0.98 0.98 0.95

Table 6.3: HLT_Mu17_Mu8 OR HLT_Mu17_TkMu8 : efficiency of the Mu17 leg.

pT (GeV) 0 < ⌘  0.8 0.8 < ⌘  1.2 1.2 < ⌘  2.1

10-12.5 0.00 0.00 0.00

12.5-15 0.00 0.02 0.01

15-17.5 0.24 0.22 0.23

17.5-20 0.96 0.93 0.91

20-30 0.97 0.94 0.92

>30 0.96 0.93 0.92

HLT_Mu17_TkMu8 trigger is measured to be 95%.

6.7 Higgs pT Reweighting

As it has been already elaborated in chapter 4(section 4.2), Pythia was used for

the generation of the signal samples which provides the leading order diagrams and cross

section for the processes of interest. However, in order to account for NNLO and NNLL

effects that may affect the signal acceptance, the pT spectrum has been reweighted with the
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use of the HqT code [29,30].

The purpose is to assign a unique weight on the initial pT spectrum from Pythia

per bin i:

W i
bin =

(HqT)ibin
(Pythia)ibin

(6.2)

In the case of the HqT the above procedure has been repeated for a different choice of the

factorization and the normalization scales. The nominal scale thereafter denotes the scale

where the factorization and the normalization scales are set equal to the Higgs boson mass

(125 GeV), while Scale-Up and Scale-Down refer to twice and half the Higgs boson mass

respectively. Further, in order to assess the contribution of b-loop diagrams on the signal

acceptance, the above mentioned workflow was exercised with a dedicated PowHeg (b-loop)

dataset but only for the nominal scale. Figure 6.5 shows the obtained weights of the pT

distribution for the range 0 to 300 GeV obtained from the HqT. Above 300 GeV a weight

of unity has been assigned. Further, Figure 6.6 overlays the pT spectrum obtained from

Pythia before and after the reweighting for the different considered scales for both HqT and

PowHeg (b-loop).

Finally, the effect of the reweighting procedure as described above has been ob-

tained for the two masses of the signal considered in this analysis and is summarized in

Table 6.4. As it can be seen, the effect is rather small at the level of few percent.
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Figure 6.5: The weights distribution for the pT spectrum of the Higgs with the use of
the HqT code for the nominal (left), Scale-Up (middle) and the Scale-Down (right). The
nominal scale is defined when the factorization and the normalization scales are set equal
to the Higgs mass (125 GeV) while Scale-Up (Scale-Down) when the factorization and the
normalization scale is set equal to two (half) times the Higgs mass.
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Table 6.4: Signal acceptances of the two considered light Higgs masses (4 and 8 GeV) for the
unweighted and the weighted pT spectrum of the nominal (for both HqT and PowHeg(b-
loop)), Scale-Up and Scale-Down cases.

Quantity
Signal Acceptance

m�1 = 4 GeV m�1 = 8 GeV

no pT Reweighing (5.28 ± 0.22)⇥ 10�4 (3.05 ± 0.18)⇥ 10�4

Nominal scale (HqT) (5.38 ± 0.23)⇥ 10�4 (3.13 ± 0.18)⇥ 10�4

Nominal scale (PowHeg(b-loop)) (5.55 ± 0.23)⇥ 10�4 (3.20 ± 0.18)⇥ 10�4

Scale up (5.41 ± 0.23)⇥ 10�4 (3.16 ± 0.18)⇥ 10�4

Scale down (5.35 ± 0.23)⇥ 10�4 (3.09 ± 0.18)⇥ 10�4
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Figure 6.6: The pT spectrum in both linear (left) and log scale (right) of the Higgs before
(dashed) and after been reweighted with the use of the HqT and PowHeg(b-loop) samples
(full lines). Nominal refers to the case where the factorization and normalization scales are
set equal to the Higgs mass, while Scale-Up (Scale-Down) when the factorization and the
normalization scale is set equal to two (half) times the Higgs mass as explained in the text.
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Chapter 7

Signal Extraction and Modeling of

QCD Background

7.1 Signal Extraction

The set of selection requirements outlined in chapter 6 defines the signal region,

which will be used to extract the signal. The number of data events, expected background

events selected in the signal region, as well as signal acceptance are reported in Table 7.1. The

expected background and signal yields, along with the signal acceptances, are obtained from

simulation. The signal yields are normalized to the benchmark value of the signal production

cross section times branching fraction of 5 pb. The quoted uncertainties in predictions from

simulation include only MC statistical uncertainties. Thus, since the expected signal yield is

comparable with the statistical uncertainty on the number of selected data events, a simple

counting experiment will have limited sensitivity to any potential signal. The expected
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background yields presented in Table 6.4 show that the final selected sample is dominated by

QCD multijet events, and that the contribution from other background sources is negligible,

constituting less than 1% of all selected events. Although MC simulation is not directly used

to estimate background, the simulated samples play an important role in the validation of

the background modelling as described in Section 6. The signal acceptances are computed

with respect to all possible decays of the four ⌧ leptons i.e. we assume the B(� ! ⌧⌧) =

100% , and include a branching fraction factor,

1

2
B2(�

1

! ⌧µ⌧one�prong

) ⇡ 3.5% (7.1)

where the factor 1/2 accounts for the selection of same-sign muon pairs, and

B(�
1

! ⌧µ⌧one�prong

) denotes the branching fraction of the �
1

! ⌧⌧ decays to the final

states characterized by the presence of only two charged particles where at least one of the

charged particles is a muon.

This branching fraction is expressed as,

B(�
1

! ⌧µ⌧one�prong

) = 2B(⌧ ! 1one� prong)B(⌧ ! µ⌫⌫̄)� B2(⌧ ! µ⌫⌫̄) (7.2)

where B(⌧ ! one� prong) denotes the total branching fraction of the ⌧ decay to one charged

particle with any number of neutral particles. The factor of two in the first term accounts

for the two possible charges of the required muonic decay: ⌧�⌧+ ! µ� +one� prong+ and

⌧�⌧+ ! µ+ + one� prong�. Subtraction of the term B2(⌧ ! µ⌫⌫̄) avoids double counting
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Table 7.1: The number of data events, expected background and signal events and signal
acceptance after final selection. Signal acceptance includes branching ratio factor B2(⌧ !
µ⌫⌫̄).(2B(⌧ ! one-prong) � B(⌧ ! µ⌫⌫̄))2 ⇡ 7%, as well as a factor of 1/2 due to the
selection of same-sign muon pairs. Electroweak background includes Drell-Yan process,
W + Jets events and di-boson production, WW, WZ and ZZ. The number of signal events is
reported for the signal cross section times branching ratio of 5 pb. The quoted uncertainties
for predictions from simulation include only statistical errors.

Sample Number of events

Data 873

Expected background events

QCD multi-jets 820 ± 320

tt̄ 1.2 ± 0.2

Electroweak 5.0 ± 4.7

Signal Acceptance, A(gg ! H(125) ! �
1

�
1

! 4⌧)

m�1 = 4 GeV (5.38±0.23).10�4

m�1 = 5 GeV (4.36±0.21).10�4

m�1 = 6 GeV (4.00±0.23).10�4

m�1 = 7 GeV (4.04±0.20).10�4

m�1 = 8 GeV (3.13±0.18).10�4

Number of signal events for �(gg ! H(125)).B(H(125) ! �
1

�
1

).B2(�
1

! ⌧⌧) = 5 pb

m�1 = 4 GeV (53.0±2.3).10�4

m�1 = 5 GeV (43.0±2.0).10�4

m�1 = 6 GeV (39.5±2.0).10�4

m�1 = 7 GeV (39.9±2.0).10�4

m�1 = 8 GeV (30.8±1.8).10�4

in the case where the two ⌧ leptons produced by a given �
1

both decay to muons.

The invariant mass of each selected muon and the nearby track is reconstructed.

The two dimensional distribution of the invariant mass of each selected muon and the nearby

track is used to discriminate between the signal and the QCD multijet background; the signal
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is extracted by means of a fit to this two-dimensional distribution. The binning of the two

dimensional (m
1

,m
2

) distributions is illustrated in Fig. 7.1. For masses below 3 GeV, bins

of 1 GeV width are used for both m
1

and m
2

. For masses in the range 3 < m
1

(m
2

) < 10

GeV, a single bin is used. This choice avoids poorly populated bins in the two-dimensional

(m
1

,m
2

) distributions in the background control regions used to construct and validate

the QCD multijet background model (Section 6). For each selected event, the (m
1

,m
2

)

histogram is filled once if the pair of quantities (m
1

,m
2

) occurs in one of the diagonal bins

and twice, once with values (m
1

,m
2

) and a second time with the swapped values (m
1

,m
2

),

for off-diagonal bins. This procedure insures the symmetry of the two-dimensional (m
1

,m
2

)

distribution. To avoid double counting of events, the off-diagonal bins (i, j) with i > j are

excluded from the procedure of the signal extraction. Thus, the number of independent bins

is reduced from 4⇥4 = 16 to 4⇥(4 + 1)/2 = 10.

In order to fit the data in the 10 bins of the two-dimensional distribution of Fig.

7.1, a two component fit is performed using two-dimensional distributions (“templates”)

describing the QCD multijet background and the signal. The normalizations of background

and signal components are free parameters in this fit. The two-dimensional template for

the signal is obtained from the simulation using the generator described in chapter 4. The

two-dimensional template for the QCD multijet background is extracted from the data as

explained in the next section.
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Figure 7.1: Binning of the two-dimensional (m
1

,m
2

) distribution with the off-diagonal bins
excluded in the statistical analysis.

7.2 Modelling of the QCD multijet background shape

A simulation study shows that the sample of same-sign dimuon events selected

as described in Section 4, but without requiring a presence of one-prong ⌧ candidates and

without applying the isolation requirement for the muon-track systems, is dominated by

QCD multijet production, where 94% of all selected events contain b quarks in the final

state. The same-sign muon pairs in these events originate mainly in the following sources:

• Muonic decay of a bottom hadron in one b-quark jet, and cascade decay of a bottom

hadron into a charmed hadron with subsequent muonic decay of a charmed hadron in

the other b-quark jet.

• Muonic decay of a bottom hadron in one b-quark jet, and decay of a quarkonium state

into a pair of muons in the other jet.

• Muonic decay of a bottom hadron in one b-quark jet, and muonic decay of a neutral
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B meson in the other b-quark jet. The same-sign muon pair in this case may appear

as a result of B0 � B̄0 oscillations.

The normalization of the QCD multijet background is not constrained prior to the extraction

of the signal. The procedure used to model the shape of the two-dimensional (m
1

,m
2

)

distribution of QCD multijet events in the signal region is described in this section. Given

the symmetry of the two-dimensional (m
1

,m
2

) distribution, the modelling of the QCD

multijet background shape is derived from the two-dimensional probability density function

(pdf),

f
2D(m1

,m
2

) = C(m
1

,m
2

)f
1D(m1

)f
1D(m2

) (7.3)

where:

• f
2D(m1

,m
2

) is the normalized two-dimensional distribution of the muon-track pair

invariant masses, m
1

and m
2

, in the sample of QCD background events selected in the

signal region;

• f
1D(mi) is the normalized one-dimensional distribution of the muon-track pair in the

sample of QCD background events selected in the signal region;

• C(m
1

,m
2

) is a symmetric function of 2 arguments, C(m
1

,m
2

) = C(m
2

,m
1

), reflecting

correlation between masses m
1

and m
2

.

A constant correlation function would indicate the absence of correlation between m
1

and

m
2

. Based on Eq. 7.3, the content of bin (i, j) of the symmetric normalized two-dimensional
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distribution f
2D(m1

,m
2

) is computed as

f
2D(i, j) = C(i, j) f

1D(i) f1D(j) (7.4)

where:

• C(i, j) is the correlation coefficient in the bin (i, j) of the correlation function C(m
1

,m
2

);

• f
1D(i) is the content of bin i in the normalized one-dimensional distribution f

1D(mi).

The modelling of f
1D(m) and C(m

1

,m
2

), is necessary in order to build the template f
2D(i, j)

and is described in the following sections.

7.2.1 Modelling of f
1D(m)

The f
1D(m) pdf is modelled using a QCD-enriched control data sample disjoint

from the signal region. Events in the control sample are required to satisfy all selection

criteria, except for the isolation of the second muon-track system. The second muon is

required to be accompanied by either two or three nearby tracks with pT > 1 GeV and

impact parameters smaller than 1 cm relative to the PV both in the transverse plane and

along the beam axis. The simulation shows that more than 99% of events selected in this

control region, hereafter referred to as N
23

, are QCD multijet events. The modelling of

the f
1D(m) pdf is based on the assumption that the kinematic distributions for the first

muon-track system are not affected by the isolation requirement imposed on the second,

and therefore the f
1D(m) pdf of the isolated muon-track system is the same in the signal

region and the region N
23

. A direct test of this assumption, given the limited size of the
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simulated sample of QCD multijet events, is not conclusive, and a test is therefore performed

with an additional control sample. Events are selected in this control sample if one of the

muons has at least one track passing the one-prong ⌧ decay candidate criteria within a �R

cone of radius 0.5 around the muon direction, with any number of additional tracks within

the same �R cone. As more than one of these tracks can pass the selection criteria for

a one-prong ⌧ decay candidate, we investigate two scenarios. In one scenario, the lowest

pT (“softest”) track passing the one-prong ⌧ decay candidate criteria is used to calculate

the muon-track invariant mass,while in the other scenario the highest pT (“hardest”) track

passing the one-prong ⌧ decay candidate criteria is used. If only one ⌧ track is found around

the first muon, the track is regarded as both “hardest” and “softest”. For the second muon,

two isolation requirements are considered: when the muon is accompanied by only one track

passing the one-prong ⌧ decay candidate criteria (Ntrk,2 = 1) as in the signal region, or

when it is accompanied by two or three tracks (Ntrk,2 = 2, 3) with pT > 1GeV and impact

parameters smaller than 1 cm relative to the PV as in the region N
23

. The shapes of

invariant mass distributions of the first muon and the softest or hardest accompanying track

are then compared for the two different isolation requirements on the second muon, Ntrk,2

= 1 and Ntrk,2 = 2, 3. The test is performed both on data and on the simulated sample of

QCD multijet events. The results of this study for 8 TeV and 13 TeV data are illustrated in

Fig. 7.2 and Fig. 7.3 respectively. In all considered cases, the shape of the invariant mass

distribution is compatible within statistical uncertainties between the two cases, Ntrk,2 =

1 and Ntrk,2 = 2, 3. This observation validates the assumption that the f
1D(m) pdf can

be determined in the control region N
23

. Fig. 7.4 presents the normalized invariant mass
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distribution of the muon-track system for data selected in the signal region, and for the QCD

multijet background model derived from the control region N
23

. The data and QCD multijet

background distributions are compared to the signal distribution normalized to unity (signal

pdf), obtained from simulation, for two representative mass hypotheses, m�1 = 4 and 8 GeV.

The invariant mass of the muon-track system is found to have high discrimination power

between the QCD multijet background and signal at m�1 = 8 GeV. At smaller m�1 the

signal shape becomes more similar to the background shape, resulting in a reduction of

discrimination power. The normalized distribution f
1D(i) with the binning defined in Fig.

7.1 is extracted from the background distribution shown in Fig. 7.4.

7.2.2 Modeling of C(m
1

,m
2

)

In order to determine the correlation coefficients C(i, j) we define an additional

control region A enriched in QCD multijet events. This control region consists of events

that contain two same-sign muons passing the identification and kinematic selection criteria

outlined in chapter. Each muon is required to have two or three nearby tracks within a

�R cone of radius 0.5 around the muon direction. One and only one of these tracks must

satisfy the criteria imposed on one-prong ⌧ lepton decay candidates with pT > 2.5 GeV.

The additional tracks must have transverse momentum in the range 1 < pT < 2.5 GeV. A

total of 9127 data events are selected in this control region. The MC simulation predicts

that the QCD multijet background dominates in region A, comprising more than 99% of

all selected events. The simulation study also shows that the overall background-to-signal

ratio is enhanced compared to the signal region by a factor of 15 to 20, depending on

the mass hypothesis m�1 . Despite the large increase in the overall background-to-signal
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ratio, potential signal contamination in individual bins of the mass distributions can be non

negligible. Bin-by-bin signal contamination in region A is discussed in Section 7.3. For each

event in control region A, the pair (m
1

,m
2

) of muon-track invariant masses is calculated.

This pair is used to build the symmetrized normalized two-dimensional distribution f
2D(i, j)

defined in Fig. 7.1. Then C(i, j) is obtained according to Eq. (7.4) as,

C(i, j) =
f
2D(i, j)

f
1D(i) f1D(j)

(7.5)

where f
1D(i) is the one-dimensional normalized distribution with two entries per event (m

1

and m
2

) built as in Fig. 4 using 8 TeV data. Correlation coefficients C(i, j) derived from

data in region A are presented in Fig. 7.5. The correlation coefficients have been derived

using 13 TeV data as well and are shown in Fig. 7.6. The results are similar to that for 8 TeV.

A direct comparison of C(i, j) between the signal region and region A would be impossible

in the simulated sample of QCD multijet events because of the very small numbers of events

selected in the signal region and in region A. In order to assess the difference in C(i, j)

between the signal region and region A, a dedicated MC study is performed, making use of

a large exclusive sample generated with PYTHIA. The simulation includes only two leading-

order QCD multijet production mechanisms: the creation of a bb̄ quark pair via gg ! bb̄

and qq̄ ! bb̄. The detector simulation and event reconstruction are not performed for

this sample, and the comparison of C(i, j) between the signal region and region A is made

using generator-level quantities. These simplifications are validated by performing a set of
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Figure 7.2: Normalized invariant mass distributions of the first muon and the softest (left
plots) or hardest (right plots) accompanying track for different isolation requirements im-
posed on the second muon: when the second muon has only one accompanying track (Ntrk,2

= 1; squares); or when the second muon has two or three accompanying tracks (Ntrk,2 = 2,
3; circles). The upper plots show distributions obtained from data. The lower plots show
distributions obtained from the sample of QCD multijet events generated with PYTHIA.
Lower panels in each plot show the ratio of the Ntrk,2 = 1 distribution to the Ntrk,2 = 2, 3
distribution.
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Figure 7.3: Normalized invariant mass distributions of the first muon and the softest (left
plots) or hardest (right plots) accompanying track for different isolation requirements im-
posed on the second muon: when the second muon has only one accompanying track (Ntrk,2

= 1; squares); or when the second muon has two or three accompanying tracks (Ntrk,2 = 2,
3; circles).

consistency tests, making use of the available MC sample of QCD multijet events processed

through the full detector simulation and event reconstruction. These tests are performed in

a control region B, where each muon is required to have at least one track passing the one-

prong ⌧ decay candidate selection criteria, i.e. with pT > 2.5 GeV and impact parameters

smaller than 200 µm and 400 µm in the transverse plane and along beam axis, respectively.

Along with this requirement each muon is allowed to have one or more tracks within a �R

cone of radius 0.5 around the muon direction, with pT > 1 GeV and impact parameters

smaller than 1 cm. Control region B is characterized by a significantly larger yield of

QCD multijet events compared to the signal region and control region A, thus making it

possible to perform reliable MC consistency tests and assess the uncertainties in C(i, j).
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Figure 7.4: Normalized invariant mass distribution of the muon-track system for events
passing the signal selection. Data are represented by points. The QCD multijet background
model is derived from the control region N

23

. Also shown are the normalized distributions
from signal simulations for two mass hypotheses, m�1 = 4 GeV (dotted histogram) and 8 GeV
(dashed histogram). Each event contributes two entries to the distribution, corresponding
to the two muon-track systems passing the selection requirements. The lower panel shows
the ratio of the distribution observed in data to the distribution, describing the background
model.

Two scenarios are investigated: 1) muons are paired with the softest one-prong ⌧ decay

candidate and 2) muons are paired with the hardest one-prong ⌧ decay candidate. If only

one one-prong ⌧ decay candidate is found around a muon, it is regarded as both “softest” and
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“hardest”. In both scenarios the correlation coefficients computed using the reconstructed

four-momenta of muons and tracks are found to be compatible with those computed using

generator-level four-momenta, within statistical uncertainties. Furthermore, the correlation

coefficients computed with the inclusive QCD multijet sample are found to be compatible

with those computed in the exclusive MC sample including only the gg(qq̄) ! bb̄ production

mechanisms. This observation validates the use of the generator-level information and the

exclusive bb̄ MC sample to compare C(i, j) between the signal region and control region A.

This comparison is presented in Fig. 7.7. The uncertainties in C(i, j) represent a quadratic

sum of the systematic and MC statistical uncertainties. The systematic uncertainties are

derived from the control region B.

They take into account 1) any differences in C(i, j) calculated using the inclusive

QCD multijet sample compared with the exclusive bb̄ sample and 2) any differences in

C(i, j) calculated using full detector simulation and event reconstruction compared with the

study using generator-level quantities. Within their uncertainties the correlation coefficients

C(i, j) in the signal region and in region A are compatible. We therefore use C(i, j) derived

from data in region A to predict the QCD multijet background shape in the signal region

according to Eq. 7.4.

7.3 Systematic uncertainties

The analysis is affected by various systematic uncertainties,which are classified into

two groups. The first group consists of uncertainties related to the background, while the

second group includes uncertainties related to the signal. The systematic uncertainties are
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) correlation coefficients C(i, j) determined in the control region
A (circles) and in the signal region (squares) from the MC study carried out at generator
level with the exclusive MC sample of QCD multijet events resulting from gg(qq̄) ! bb̄
production mechanisms. The bin notation follows the definition presented in Fig. 7.1. The
vertical bars include both statistical and systematic uncertainties.

summarized in Table 2.

7.3.1 Uncertainties related to background

The estimation of the QCD multijet background is based solely on data and is there-

fore not affected by imperfections in the simulation of the detector response and inaccuracies

in the modelling of the muon and track reconstruction. The shape of the background in the

two-dimensional (m
1

,m
2

) distribution is modelled according to Eq. 7.4. The uncertainty

in the two-dimensional shape f
2D(m1

,m
2

) is dominated by uncertainties in the correlation

coefficients C(i, j) derived in the QCD multijet background enriched control region A as

described in Section 7.2. The statistical uncertainties in C(i, j) in region A range from 2
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to 14%, as seen in Fig. 7.5. These uncertainties are accounted for in the signal extraction

procedure by 10 independent nuisance parameters, one nuisance parameter per bin in the

(m
1

,m
2

) distribution. The systematic uncertainties related to the extrapolation of C(i, j)

from the control region A to the signal region are derived from the dedicated MC study.

The correlation coefficients are found to be compatible between the signal region and the

control region A within uncertainties ranging from 2 to 22% (Fig. 7.7). These uncertainties

are accounted for by 10 additional independent nuisance parameters.

The possible contamination of control region A by the signal may bias the estim-

ation of the correlation coefficients and consequently have an impact on the evaluation of

the QCD multijet background. The effect is estimated with a conservative assumption on

the branching fraction B(H(125) ! �
1

�
1

)B2(�
1

! ⌧⌧) of 32%, which corresponds to the

95% confidence level (CL) upper limit set by CMS on the branching fraction of the H(125)

boson decays to non-standard model particles [35], while the cross section for gluon-gluon

fusion is set to the value predicted in the standard model (19.3 pb). Under these assump-

tions, the contamination of region A by the signal is estimated to be less than 2% for all

mass hypotheses m�1 and in all bins of the two dimensional (m
1

,m
2

) distribution, with the

exception of bin (4,4), where the contamination can reach 12% for m�1 = 8 GeV. However,

the overall effect on the signal extraction is found to be marginal. Within this conservative

scenario, variations of C(i, j) due to possible contamination of control region A by the signal

modify the observed and expected upper limits at 95% CL on (�B)
sig

by less than 1% for

all considered values of m�1 .
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7.3.2 Uncertainties related to signal

The following uncertainties in the signal estimate are taken into account, and are

summarized in Table 7.2. An uncertainty of 2.6% is assigned to the integrated luminosity

estimate [91]. The uncertainty in the muon identification and trigger efficiency is estimated

to be 2% using the tag-and-probe technique applied to a sample of Z ! µµ decays. Because

final states with two muons are selected in this analysis, this uncertainty translates into a

4% systematic uncertainty in the signal acceptance. The track selection and isolation effi-

ciency is assessed with a study performed on a sample of Z bosons decaying into a pair of ⌧

leptons. In the selected Z ! ⌧⌧ events, one ⌧ lepton is identified via its muonic decay, while

Table 7.2: List of systematics uncertainties and their effect on estimates of the QCD multijet
background and signal.

Source Value Affected
sample Type Effect on the

total yield
Statistical
Uncertainties in C(i, j)

2–14 % bkg. bin-by-bin —

Extrapolation
Uncertainties in C(i, j)

2–22 % bkg. bin-by-bin —

Integrated Luminosity 2.6% signal norm 2.6%

Muon ID and trigger
efficiency 2 % per muon signal norm. 4%

Track selection and
isolation efficiency 5 % per track signal norm. 10 %

MC statistical
uncertainties 2–100 % signal bin-by-bin 4–6%

Theory uncertainties in the signal acceptance

µr and µf variations 1% signal norm 1%

PDF 1% signal norm 1%
Effect of b-quark loop
contribution to gg ! H(125) 3% signal norm 3%
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the other is identified as an isolated track resulting from a one-prong decay. The track is

required to pass the nominal selection criteria used in the main analysis. From this study

the uncertainty in the track selection and isolation efficiency is estimated to be 5%. As the

analysis requires each muon to be accompanied by one track, this uncertainty gives rise to

a 10% systematic uncertainty in the signal acceptance. The muon momentum and track

momentum scale uncertainties are smaller than 0.5% and have a negligible effect on the

analysis. The bin-by-bin MC statistical uncertainties in the signal acceptance range from

7 to 100%. Their impact on the signal normalization is between 4 and 6% as indicated in

Table 7.1. These uncertainties are accounted for in the signal extraction procedure by 10

nuisance parameters, corresponding to 10 independent bins in the (m
1

,m
2

) distribution.

Theoretical uncertainties have an impact on the differential kinematic distribu-

tions of the produced H(125) boson, in particular its pT spectrum, thereby affecting signal

acceptance. The uncertainty due to missing higher-order corrections to the gluon-gluon fu-

sion process are estimated with the HQT program by varying the renormalization (µr) and

factorization (µf ) scales. The H(125) pT -dependent k factors are recomputed according to

these variations and applied to the simulated signal samples. The resulting effect on the

signal acceptance is estimated to be of the order of 1%. The HQT program is also used

to evaluate the effect of the PDF uncertainties. The nominal k factors for the H(125) bo-

son pT spectrum are computed with the MSTW2008nnlo PDF set [92]. Variations of the

MSTW2008nnlo PDFs within their uncertainties change the signal acceptance by about 1%,

whilst using the CTEQ6L1 PDF set changes the signal acceptance by about 0.7%. These

variations are covered by the assigned uncertainty of 1%. The contribution of b-quark loops
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to the gluon-gluon fusion process depends on the NMSSM parameters, in particular tan �,

the ratio of the vacuum expectation values of the two NMSSM Higgs doublets. The cor-

responding uncertainty is conservatively estimated by calculating k-factors for the H(125)

boson pT spectrum with POWHEG [93–96], removing any contribution from the top quark

loop and retaining only the contribution from the b-quark loop. The modified k-factors

applied to the simulated signal samples change the signal acceptance by approximately 3%

for all mass hypotheses m�1 .
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Chapter 8

Results

The signal is extracted with a binned maximum-likelihood fit applied to the two-

dimensional (m
1

,m
2

) distribution in data. For eachmass hypothesis of the �
1

boson, the

(m
1

,m
2

) distribution in data is fitted with the QCD multijet background shape and the

gg ! H(125) signal shape for the �
1

mass under test. The contribution to the final selected

sample from vector boson fusion and vector boson associated production of the H(125) boson

is suppressed by the selection described in chapter 6, i.e. by the requirement �R(µ, µ) >

2. The impact of other backgrounds on the fit is found to be negligible. The signal shapes

are derived from simulation. The background shape is evaluated from data, as described in

chapter 7. The systematic uncertainties are accounted for in the fit via nuisance parameters

with log-normal pdfs. The contribution to the final selected sample from vector boson fusion

(qqh) and vector boson associated production (Vh) of the H(125) boson is suppressed by

the selection described in chapter 6, especially by the requirement �R(µ, µ) > 2. For the

values of the H(125) boson production cross sections predicted in the SM, the expected
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contribution from the qqh and Vh processes to the final selected sample is estimated to

be less than 4% of total signal yield for all tested m�1 hypotheses. The shapes of the

two-dimensional (m
1

,m
2

) distributions are found to be nearly indistinguishable among the

three considered production modes, making it difficult to extract individual contributions

from these processes in a model independent way. In the following these contributions are

neglected, resulting in more conservative upper limits on (�B)
sig

. Subtraction of the qqh

and Vh contributions assuming the SM cross sections for the H(125) production mechanisms

would decrease the upper limits on (�B)
sig

by less than 4% for all tested values of m�1 . First,

the data are examined for their consistency with the background-only hypothesis by means

of a fit performed with the normalization of the signal fixed to zero.

Figure 8.1 (left) shows the two-dimensional (m
1

,m
2

) distribution unrolled into a

one-dimensional array of analysis bins after performing the maximum-likelihood fit under

the background-only hypothesis. The signal distribution, although not used in the fit, is also

included for comparison, for the mass hypotheses m�1 = 4 and 8 GeV. Table 8.1 presents the

number of observed data events, the predicted background yields obtained from a fit under

the background-only hypothesis, and the expected signal yields obtained from simulation, for

each unique bin in the two-dimensional (m
1

,m
2

) distribution. The data are well described by

the background-only model. The signal cross section times branching fraction is constrained

by performing a fit under the signal+background hypothesis, where both the background

and signal normalisations are allowed to vary freely in the fit. A representative example of

the fit under the signal+background hypothesis at m�1 = 8 GeV is presented in Fig. 8.1
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Figure 8.1: The two-dimensional (m
1

,m
2

) distribution unrolled into a one-dimensional array
of analysis bins. In the left plot, data (points) are compared with the background predic-
tion (solid histogram) after applying the maximum-likelihood fit under the background-only
hypothesis and with the signal expectation for two mass hypotheses, m�1 = 4 and 8 GeV
(dotted and dashed histograms, respectively). The signal distributions are obtained from
simulation and normalized to a value of the cross section times branching fraction of 5 pb. In
the right plot, data (points) are compared with the background prediction (solid histogram)
and the background+signal prediction for m�1 = 8 GeV (dashed histogram) after apply-
ing the maximum likelihood fit under the signal+background hypothesis. The bin notation
follows the definition presented in Fig. 7.1.

(right).

No significant deviations from the background expectation are observed in data. Only a

small excess is found for 6  m�1  8 GeV, with a local significance ranging between

1.2� (m�1 = 8 GeV) and 1.4� (m�1 = 6 GeV). Results of the analysis are used to set upper

limits on (�B)
sig

at 95% CL. The modified frequentist CLs criterion [97, 98], implemented

in the ROOSTATS package [99], is used for the calculation of the exclusion limits.

Figure 8 shows the observed upper limit on (�B)
sig

at 95% CL, together with the

expected limit obtained under the background-only hypothesis, for m�1 in the range from 4

to 8 GeV. Exclusion limits are also reported in Table 8.2. The observed limit is compatible
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Table 8.1: The number of observed data events, the predicted background yields, and the
expected signal yields, for different masses of the �

1

boson in individual bins of the (m
1

,m
2

)
distribution. The background yields and uncertainties are obtained from the maximum-
likelihood fit under the background-only hypothesis. The signal yields are obtained from
simulation and normalized to a signal cross section times branching fraction of 5 pb. The
uncertainties in the signal yields include systematic and MC statistical uncertainties. The
bin notation follows the definition presented in Fig. 7.1.

Bin Data Bkg.
Signal for (�B)

sig

= 5 pb, m�1 =

4 GeV 5 GeV 6 GeV 7 GeV 8 GeV

(1,1) 124 116± 7 9.7± 1.5 1.9± 0.5 <0.1 0.1± 0.1 <0.1

(1,2) 231 247± 10 21.6± 2.9 6.8± 1.1 1.9± 0.5 0.3± 0.2 0.1± 0.1

(1,3) 91 98± 6 3.8± 0.8 4.9± 0.9 2.4± 0.6 0.9± 0.3 0.2± 0.2

(1,4) 64 60± 5 0.1± 0.1 1.5± 0.4 1.8± 0.5 0.8± 0.3 0.5± 0.2

(2,2) 137 142± 8 14.2± 2.0 8.2± 1.3 2.8± 0.6 1.5± 0.4 0.8± 0.3

(2,3) 112 104± 6 3.7± 0.7 10.4± 1.6 9.2± 1.4 4.4± 0.8 2.3± 0.6

(2,4) 61 59± 5 <0.1 2.6± 0.6 5.6± 1.0 8.1± 1.3 4.0± 0.8

(3,3) 16 19± 2 <0.1 4.8± 0.9 4.8± 0.9 3.7± 0.7 2.2± 0.5

(3,4) 29 23± 3 <0.1 1.9± 0.5 8.0± 0.9 11.1± 1.5 9.4± 1.4

(4,4) 8 7± 1 <0.1 <0.1 3.1± 0.6 9.1± 1.4 11.2± 1.7

Table 8.2: The observed upper limit on (�B)
sig

at 95% CL, together with the expected limit
obtained in the background-only hypothesis, as a function of m�1 . Also shown are ±1� and
±2� probability intervals around the expected limit.

m�1 [GeV]
Upper limits on (�B)

sig

[pb] at 95% CL

observed �2� �1� expected +1� +2�

4 7.1 5.7 7.6 10.6 14.9 20.2

5 10.3 5.4 7.3 10.3 15.0 21.2

6 8.6 2.8 3.8 5.4 7.8 11.0

7 5.0 1.6 2.2 3.1 4.5 6.5

8 4.5 1.5 2.0 2.9 4.3 6.2
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with the expected limit within two standard deviations in the entire tested range of the �
1

boson mass, 4 m�1  8 GeV. The observed limit ranges from 4.5 pb at m�1 = 8 GeV to

10.3 pb at m�1 = 5 GeV.
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Figure 8.2: The observed and expected upper limits on (�B)
sig

in pb at 95% CL, as a
function of m�1 . The expected limit is obtained under the background-only hypothesis.
The bands show the expected 1� and 2� probability intervals around the expected limit.

The expected limit ranges from 2.9 pb at m�1 = 8 GeV to 10.6 pb at m�1 = 4 GeV.

The analysis presented here complements the search for h/H ! a
1

a
1

! µµ⌧⌧ performed

by the ATLAS Collaboration [100], providing results in the 4⌧ channel, which has not been

previously explored at the LHC.
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8.1 Summary

A search for a very light NMSSM Higgs boson a
1

or h
1

, produced in decays of the

observed boson with a mass near 125 GeV, H(125), is performed on a pp collision data set

corresponding to an integrated luminosity of 19.7 fb�1, collected at a centre-of-mass energy

of 8 TeV. The analysis searches for the production of an H(125) boson via gluon-gluon fusion,

and its decay into a pair of a
1

(h
1

) states, each of which decays into a pair of ⌧ leptons. The

search covers a mass range of the a
1

(h
1

) boson of 4 to 8 GeV. No significant excess above

background expectations is found in data, and upper limits at 95% CL are set on the signal

production cross section times branching fraction,

(�B)
sig

⌘ �(gg ! H(125)) B(H(125) ! �
1

�
1

) B2(�
1

! ⌧⌧), (8.1)

where �
1

is either the a
1

or h
1

boson. The observed upper limit at 95% CL on (�B)
sig

ranges

from 4.5 pb at m�1 = 8 GeV to 10.3 pb at m�1 = 5 GeV.
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