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ABSTRACT OF THE DISSERTATION

Efficient Design and Analysis of Genome-wide

Association Studies

by

Emrah Kostem

Doctor of Philosophy in Computer Science

University of California, Los Angeles, 2013

Professor Eleazar Eskin, Chair

The recent advances in genomic technologies, have made it possible to collect large-

scale information on genetic variation across a diverse biological landscape. This has

resulted in an exponential influx of genetic information and the field of genetics has be-

come data-rich in a relatively short amount of time. These developments have opened

new avenues to elucidate the genetic basis of complex diseases, where the traditional

disease study approaches had little success.

In recent years, the genome-wide association study (GWAS) approach has gained

widespread popularity for its ease of use and effectiveness, and is now the standard

approach to study complex diseases. In GWAS, information on millions of single-

nucleotide polymorphisms (SNPs) is collected from case and control individuals. SNP

genotyping is cost-effective and due to their abundance in the genome, SNPs are cor-

related to their neighboring genetic variation, which makes them tags for genomic

regions. Typically, each SNP is statistically tested for association to disease, and the

genomic regions tagged by the significant SNPs are believed to be harboring the func-

tional variants contributing to disease.

In order to reduce the cost of GWAS and the redundancy in the information col-
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lected, an informative subset of the SNPs, or tag SNPs, are genotyped. Typically,

the genomic regions harboring the significantly associated tag SNPs may be large and

contain many additional polymorphisms. At this stage of the study it may not be clear

which specific genes or polymorphisms are in fact most strongly associated to dis-

ease. We present a novel framework for designing cost-effective follow-up association

studies to further characterize such regions by genotyping additional SNPs to identify

all the associated polymorphisms. This identification of all associated polymorphisms

provides a catalog of all possible functional variants, and the values of the actual as-

sociation statistics at these polymorphisms may provide information to identify causal

variants. We present the utility of our method in identifying significant associations

and causal variants using simulated and real GWAS datasets.

Although GWAS have been widely used to study associations of SNPs to disease

phenotypes, there has been growing interest in applying the GWAS approach to high-

throughput biological phenotypes, such as gene expression. In these studies, the goal

is to identify genomic regions that affect gene expression levels, known as expres-

sion quantitative trait loci (eQTL). A challenge in applying GWAS to eQTL studies

is that there are tens of thousands of measurements, each representing the expression

level of one gene, for each sample tested, as opposed to values for one or two clin-

ical traits. This results in a tremendous computational burden when performing the

analysis, requiring computation for billions of tests and demands substantial compu-

tational resources. We present a novel two-stage approach to efficiently identify all

of the significant associations without testing all the SNPs. In the first-stage, a small

number of informative SNPs across the genome are tested. Based on their observed

associations, our approach locates the regions that may contain significant SNPs and

only tests additional SNPs from those regions. We demonstrate that this method in-

creases the computational speed of eQTL studies by a factor of ten, and can be applied

to reduce the computational burden of a wide range of association statistics.
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Finally, we develop a novel approach to address a problem that has been of fun-

damental interest to geneticists for decades. The contribution of genetics to a trait,

termed as heritability, is often measured by the amount of variation in the trait that

is due to genetics. Heritability, quantifies the role of genetics in a trait and provides

insight about disease etiology. Traditionally, heritabilities were estimated in studies of

individuals with known relatedness such as classical twin studies. Recently, estimat-

ing the heritability of a trait from unrelated individuals using GWAS data, and further,

partitioning the heritability into the contributions of genomic regions has received a

lot of attention. Existing methods partition the heritability by jointly estimating the

contributions of all regions. However, these methods are computationally intractable

and may be inaccurate when the number of regions is large. In this work, we present

an alternative approach that partitions the total heritability into the contributions of

an arbitrary number of regions, while performing these computations in parallel. We

demonstrate that our method is more accurate and computationally efficient than ex-

isting approaches.
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CHAPTER 1

Introduction

1.1 Introduction

A wave of technological developments is reshaping the world of life sciences and

medicine, ushering in the genomic era. We can now simultaneously collect high-

throughput molecular information from thousands of individuals, constructing datasets

that were unimaginable just a few decades ago. Genotyping technologies can deliver

information on millions of DNA polymorphisms across the genome, and we can mon-

itor the activity levels of tens of thousands of genes in an individual using microarrays.

The cost of genomic technologies is falling exponentially over time[Met10, Ste10,

Mar11]. For example, the Human Genome Project[Con04], the first to successfully

sequence the human genome (2003), took 13 years and cost $2.7 billion, whereas the

current cost of sequencing a genome is approaching $1000 and takes less than a week.

Within the next ten years, it is expected to drop to as low as $10 and take just a few

minutes to genotype all 3 billion nucleotides in the human genome.

The rapid drop in cost and corresponding increase in throughput of genomic tech-

nologies provide unprecedented opportunities to study and understand the genetic basis

of complex diseases such as cancer, heart disease, diabetes and autoimmune diseases.

Complex diseases are common in the population and account for the majority of hu-

man mortality and healthcare spending across the world. Elucidating the genetic risk

factors of complex diseases and understanding their etiology allows for cost-effective

1



medical services through early disease diagnosis and clinical treatments tailored to the

individual, a concept known as personalized medicine.

Complex diseases do not show the “simple” inheritance pattern observed in Mendelian

diseases, where alterations in a single gene or a unique locus is causal for a phenotype[LS94,

RM96, CB01, GNA02]. In a complex disease, multiple genes are involved, each with

low-penetrance, where each gene modestly increases the probability of disease and

does not completely determine disease status. These factors often render the traditional

genetic dissection approaches, such as linkage analysis[LS94, RM96], ineffective tools

to study complex diseases.

Linkage analysis democratized disease research by allowing researchers to study

human diseases systematically without any prior knowledge about their mechanism.

In a linkage study, information on hundreds of polymorphisms across the genome

are collected from a carefully selected cohort of closely related individuals, such as

affected offsprings and their unaffected parents. The inheritance pattern of disease

and the transmission pattern of each polymorphism is statistically analyzed to identify

the polymorphisms that segregate with disease phenotype with statistically significant

levels. Intuitively, this approach is most powerful when one of the polymorphisms ob-

served is within the causal gene, which is unlikely since only a small number of poly-

morphisms are collected. Therefore, this approach maps disease loci defined by large

chromosomal regions flanked by the significant polymorphisms, referred to as the can-

didate regions. Using labor intensive and time consuming wet lab experiments[Col92,

Col95], researchers then fine map disease loci by discovering novel polymorphisms

within the candidate regions and repeat the analysis until disease-genes are identified.

Using linkage studies, the genetic basis of hundreds of Mendelian diseases have been

successfully discovered, such as Huntingtons disease[Wal07], late-onset Alzheimers

disease[PBG91] and some forms of breast cancer[HLN90].
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With the advent of genotyping technologies, multinational projects, such as the

HapMap Project[Int05] and the 1000 Genomes Project[The10], have started to cata-

log common genetic variation across various ethnic populations. Among all types of

genetic variation, single nucleotide polymorphisms (SNPs), defined as locations in the

DNA sequence that are polymorphic in the population, are the most abundant in the

genome. Even though a SNP is not the underlying causal variant in a disease, due to

their abundance, SNPs are correlated with genetic variation that may directly be func-

tional in disease, and thus be used as genomic markers. The availability of reference

datasets on genetic variation and genotyping technologies have made it possible to de-

velop commercial SNP arrays that can cost-effectively collect information on millions

of SNPs across the genome.

These developments have changed the perspective of research in complex diseases

and enabled the genome-wide association study (GWAS) era[DR95, RM96, Int05,

HS09]. In a GWAS, information on millions of SNPs are collected from thousands

of unrelated individuals with and without the disease, termed as the cases and the con-

trols. Typically, each SNP is statistically tested for disease association by comparing

its minor allele frequency (MAF) between the cases and the controls, and the regions

harboring significant association are believed to be functional in disease. In general,

GWAS provides better resolution and power than linkage analysis to map disease-

associated genes[RM96, CB01]. Furthermore, GWAS allows a simpler study design

since unrelated individuals is a more abundant resource than families with a particular

disease inheritance pattern. The GWAS approach has also been utilized to identify

regions of the genome which harbor variation affecting gene expression or expres-

sion quantitative trait loci (eQTLs)[Boc03, RK06, CLA09]. In eQTL studies, tens of

thousands of gene expression levels are measured and the GWAS approach is applied

to each gene expression level. Hundreds of GWASs have been performed on dozens

of complex diseases and have successfully discovered many novel loci involved in
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disease[HSJ09].

Although GWAS is a very powerful tool, it comes with some drawbacks. System-

atic relatedness, or population structure, among the individuals may lead to spurious

associations and increase the false positive rate[PSR00, VP05]. Typically, two models

of population structure are considered, population stratification and cryptic related-

ness. In the population stratification model, individuals come from populations with

different MAF distributions on SNPs and different disease prevalence. Hence, if a

population is over-represented among the cases, a SNP that segregates this population

from the others may become disease-associated even though it is not. In the cryptic

relatedness model, spurious associations may arise due to shared common ancestry

among a subset of the individuals. These individuals are enriched for genomic regions

that are identical by descent (IBD). If such individuals are over-represented either in

the cases or the controls, a SNP within an IBD region may become spuriously associ-

ated to disease. Many methods have been proposed to address the population structure

problem[PR99, SFY01, RG01, ZFG06, KSS10, LLL11, ZS12]. These methods may

substantially increase the computational burden of computing the association statistic.

Recently, another application of GWAS has gained tremendous recognition in or-

der to determine the role of genetics compared to the environment in complex diseases,

termed as the heritability of disease. Heritability, in the ”narrow-sense”[VHW08],

quantifies the influence of the additive genetic effects relative to the environment. Tra-

ditionally, heritabilities were estimated in studies of individuals with known related-

ness such as classical twin studies[DSD12]. The GWAS era has created new possi-

bilities for estimating heritability from unrelated individuals using their inferred re-

latedness from the observed SNP data[ZK12]. These estimates obtained from GWAS

datasets explain a large fraction of the estimates of heritability obtained from twin

studies[SSP03]. More recently, partitioning the heritability[YMP11] into the contribu-
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tions of genomic regions has received a lot of attention with important applications to

study complex traits.

1.2 Contributions and Organization of the Thesis

In Chapter 2, I introduce a method for designing follow-up association studies to iden-

tify all disease-associated polymorphisms. In order to reduce the cost of GWAS, com-

mercial genotyping arrays collect information on a subset of the SNPs, termed tag

SNPs, across the genome. Each tag SNP is a marker for a genomic region which

may contain dozens of genes and many additional polymorphisms. Therefore, once

the significantly disease-associated tag SNPs are identified, it may not be clear to the

investigator which specific genes or polymorphisms are most associated to disease. In

addition, biological validation on all such candidates may be costly, labor intensive and

time consuming. How to cost-effectively follow-up and further investigate the regions

represented by the significant tag SNPs presents a challenge. The method I introduce

aims to design a cost-effective follow-up study to identify all the disease-associated

polymorphisms within these regions. A complete set of all associated polymorphisms

can be seen as a catalog of all possible functional variants, and the actual values of

the association statistics at these polymorphisms provide information about which of

these polymorphisms may be causal in disease.

In Chapter 3, I introduce a method that improves the computational efficiency of

analyzing expression quantitative trait loci (eQTL) studies. A challenge in applying

GWAS to gene expression data is that there are tens of thousands of measurements,

each representing the expression level of one gene, for each sample tested, as opposed

to values for one or two clinical traits. This results in a tremendous computational

burden when performing the analysis, requiring computation for billions of tests and

demands substantial computational resources, particularly when applying novel statis-
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tical methods to account for the population structure. The introduced method is a two-

stage testing procedure that identifies all of the significant associations more efficiently

than testing all the SNPs. In the first-stage, a small number of informative SNPs across

the genome are tested. Based on their observed associations, our approach locates the

regions that may contain significant SNPs and only tests additional SNPs from those

regions. I demonstrate that this method increases the computational speed of eQTL

studies by a factor of ten and can be applied to reduce the computational burden of a

wide range of association statistics.

In Chapter 4, I introduce a method that improves the accuracy and efficiency of

estimating the contributions of genomic regions to heritability from GWAS data. Par-

titioning the heritability accounted for by common SNPs into the contributions of ge-

nomic regions has received a lot of attention with important applications for under-

standing the genetic architecture of complex diseases. Current methods partition the

total heritability by jointly estimating the contributions of all regions. However, these

methods are computationally intractable and may be inaccurate when the number of

regions is large. The method I introduce is an alternative approach that partitions the

total heritability into the contributions of an arbitrary number of regions. In addition,

I show that our method can characterize the population structure better by estimating

the effects of population stratification and cryptic relatedness more accurately.

In Chapter 5, I conclude by summarizing the contributions of the dissertain and

discuss additional research directions.
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CHAPTER 2

Increasing Power of Genome-wide Association Studies

by Collecting Additional SNPs

2.1 Motivation

In order to reduce the cost of genome-wide association studies (GWAS) and the re-

dundancy in the information collected, an informative subset of the SNPs, termed tag

SNPs, are genotyped in GWAS. Tag SNPs are selected by utilizing the correlation

structure between the SNPs, referred to as linkage disequilibrium (LD). Tag SNP se-

lection under different criteria has been very well investigated[BYP05, Str04, Str05,

CDG06, CGM03, HKS05, LA04, PLW05, QGA06, SRS06, CER04].

However, genomic regions which are in LD with the most significantly associated

tag SNPs are often large and may contain many additional polymorphisms. At this

stage of the study it may not be clear to the investigator which specific genes or poly-

morphisms lead to increase in disease risk. Additionally, biological validation on all

such candidates may be costly and time consuming. However, the regions harboring

these candidates is characterized by identifying all of the associated polymorphisms. A

complete set of all associations can be seen as a catalog of all possible functional vari-

ants and the actual values of the association statistics at these polymorphisms provide

information about which of these polymorphisms may be causal.

How to cost-effectively follow-up and further investigate the regions represented
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by the significant tag SNPs presents a challenge. Given all the SNPs within these

regions, or candidate SNPs, one way to identify the associated SNPs is to collect

genotype information on every candidate SNP. However, this approach is highly in-

efficient as only a small percentage of the candidate SNPs are likely to be associated.

Ideally, we would like to know which of the candidate SNPs are the associated SNPs

before genotyping them. We introduce a follow-up study approach in which a subset

of the candidate SNPs, or follow-up SNPs, which are likely to be associated is selected

and genotyped in the original case-control individuals. We propose a follow-up SNP

selection method with the goal of maximizing the number of statistically associated

SNPs among the follow-up SNPs. We assume that the candidate SNPs are catalogued

in a reference human genetic variation dataset, such as the HapMap Project. The in-

tuition behind our method is that a candidate SNP which is strongly correlated to a

significantly associated tag SNP is likely to be associated as well (i.e., such as perfect

correlation). We formalize this intuition to compute the probability of each candidate

SNP being associated, and select the follow-up SNPs accordingly.

Our approach may also be used in conjunction with the fine-mapping efforts which

obtain the complete sequence information for regions of interest. In a typical GWAS,

thousands of case-control individuals are employed to achieve a reasonable statistical

power in the study and sequencing thousands of individuals is still a difficult and costly

task compared to genotyping SNPs. Therefore, a small number of individuals can be

sequenced in these regions to catalogue the candidate SNPs and the follow-up SNPs

selected using our method can be genotyped in all of the case-control individuals.

Below we formalize two intuitive approaches which we refer to as the distance and

the correlation-based traditional follow-up SNP selection approaches. The traditional

follow-up SNP selection approaches choose candidate SNPs which are within a certain

distance or correlated above a minimum correlation cut-off value to the most signifi-
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cant tag SNPs. The distance-based traditional approach assumes that the neighboring

SNPs are strongly correlated, yet because of the complexity of the LD landscape, SNPs

close to each other may not necessarily be correlated, and assuming so may fail to iden-

tify the associated SNPs. Similarly, the correlation-based traditional approach may fail

as a consequence of using the same minimum correlation cut-off value for every candi-

date and tag SNP. Predicting whether a candidate SNP is associated or not depends on

the particular values of the observed tag SNP statistic, pairwise correlation, and the ef-

fect size of the candidate SNP. Our method outperforms traditional approaches both in

simulated and real GWAS data. In our simulations we use the SNPs available from the

HapMap Project and the widely used Affymetrix 500K SNP array as the candidate and

tag SNPs respectively. We generate various simulated candidate regions to compare

the performance of the follow-up SNP selection approaches. For performance evalu-

ation under real GWAS, we use data available from the Wellcome Trust Case Control

Consortium[WTC07]. In each of the seven disease GWAS we use half of the observed

SNPs as the tag SNPs and the remaining as the candidate SNPs.

2.2 Preliminaries

Given a biallelic SNP mi with true population minor allele frequency pi, we denote

the true case and control minor allele frequencies with p+i and p−i and the observed

frequencies with p̂+i and p̂−i . For the simplicity of our equations we will work with

balanced case and control panels of size N/2, which yields N chromosomes in each

panel.

The following association statistic Si is evaluated at SNP mi for large enough N ,

Si ≡ p̂+
i
−p̂−

i√
2/N

√
p̂i(1−p̂i)

∼ N
(

p+
i
−p−

i√
2/N

√
pi(1−pi)

, 1

)

where p̂i =
p̂+
i
+p̂−

i

2
. (2.1)

Si is normally distributed with mean λi

√
N (the non-centrality parameter), and unit
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variance, where

λi

√
N =

p+
i
−p−

i√
2pi(1−pi)

√
N. (2.2)

A SNP mi is associated with the disease trait if its non-centrality parameter (NCP) is

not zero, λi

√
N 6= 0. The NCP of a SNP is unknown and the association of a SNP

is inferred statistically. We refer to SNP mi as statistically associated or significant,

if under the null distribution (λi

√
N = 0) of the association statistic Si, the observed

statistic ŝi is in the rejection region defined by the significance level α, i.e. |ŝi| >

Φ−1
(

1− α
2

)

, where Φ−1 is the quantile function of the standard normal distribution.

Note that even though a SNP can be associated, it may not be detected as statistically

associated.

Additionally, given that the SNP mi is associated (λi

√
N 6= 0), mi can be either a

causal SNP or correlated to a causal SNP. Assuming there is a single causal SNP mc

and mi is not the causal SNP, then the following relation holds between the NCPs of

mc and mi[PP01]:

λi

√
N = ricλc

√
N, (2.3)

where ric is the correlation coefficient between the two SNPs.

2.3 Problem Formulation

Consider T tag SNPs were genotyped in a GWAS and the association statistic of each

tag SNP is computed, ŝ1, ..., ŝT . GivenK candidate SNPs, the follow-up SNP selection

problem is to choose k follow-up SNPs from the K candidate SNPs to genotype in the

original GWAS case/control panels, using the observed statistics of T tag SNPs and

the pairwise correlation between the SNPs.

Assume that in a follow-up study the chosen follow-up SNPs are genotyped in the

case/control individuals of the original GWAS. In this scheme an ideal follow-up SNP
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selection, referred to as oracle, selects the candidate SNPs which are in fact significant

in the original GWAS. We evaluate the performance of a follow-up SNP selection

method with the precision criteria, which is the proportion of the follow-up SNPs that

are significant, or true positives (TP). Finally, at a given significance level α, if TP(α)

denotes the number of the true positives among k follow-up SNPs, then the precision

can be expressed as follows:

Precision(α) =
TP(α)

k
.

2.4 Traditional Follow-up SNP Selection Approaches

To the best of our knowledge although there is no existing method addressing the

follow-up SNP selection, we formalize two intuitive approaches which we refer to as

the distance and the correlation-based traditional follow-up SNP selection approaches

in which each candidate SNP is paired with a tag SNP.

Under the correlation and distance-based traditional follow-up SNP selection ap-

proaches each candidate SNP is paired with a tag SNP. The tag SNP that pairs a can-

didate SNP is selected as the tag SNP with the highest pairwise correlation or within a

certain distance of the candidate SNP. For each candidate/tag SNP pair, ŝt denotes the

observed association statistic of the tag SNP, rit denotes the pairwise correlation and

dit denotes the distance between the candidate and the tag SNPs.

Under the correlation-based traditional approach, follow-up SNPs are selected as

follows. First the candidate/tag SNP pairs are sorted according to the significance of

their tag SNP’s observed association statistic, from the most significant to the least

significant. If two pairs have the same significance of tag SNP statistic, then the pair

with stronger pairwise correlation precedes the other one. To select the follow-up

SNPs a minimum pairwise correlation cut-off value, rmin > 0, is given such that the
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top k pairs carrying stronger pairwise correlation than rmin, are selected.

The distance-based traditional approach selects the follow-up SNPs with respect to

the distance between the candidate and tag SNPs. A distance window, dmax, is given

such that starting from the most significant tag SNP, candidate SNPs which are within

the distance window are paired with the tag SNP. In addition, pairs with the same

significance of tag SNP statistic are sorted with respect to how close their distance is

to their tag SNP. The top k pairs are selected to determine the follow-up SNPs.

2.5 A Statistical Framework to Analyze Follow-up SNP Selection

We introduce a simple statistical framework for analyzing the follow-up SNP selec-

tion problem. Although this model is an oversimplification, it captures the essence of

follow-up SNP selection and is easy to analyze. We pair each candidate SNP with the

tag SNP with the highest correlation. We assume that the candidate/tag SNP pairs are

independent and focus on the joint distribution of the association statistics in a pair.

We can estimate the covariance between two SNPs as shown by Han et al.[HKE09]

and calculate the joint distribution of their association statistics as follows:





Si

St



 ∼ N









λi

√
N

ritλi

√
N



 ,





1 rit

rit 1







 . (2.4)

Note that Si ∼ N
(

λi

√
N, 1

)

and St ∼ N
(

ritλi

√
N, 1

)

. The value of the candi-

date SNP non-centrality parameter (NCP), λi

√
N , depends on whether or not the SNP

is causal. We introduce a new parameter, ci, as the probability of the candidate SNP

being causal and assume it attains a certain NCP of λc

√
N . Under these assumptions

the joint distribution can be expressed as follows:
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



Si
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

 ∼














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





































N













λc

√
N

ritλc

√
N






,







1 rit

rit 1












if the candidate SNP is causal

N













0

0






,







1 rit

rit 1












otherwise.

(2.5)

Although the joint distribution depends on two unknown parameters, the NCP of

the causal SNP, λc

√
N and the probability of the candidate SNP being the causal SNP,

ci, it will be shown in the results section that variation in these parameters has small

effect on the choices of follow-up SNPs.

2.6 Follow-up SNP Selection under the Proposed Framework

Using the joint distribution given in equation (2.5) the conditional distribution of the

candidate SNP statistic given the observed tag SNP statistic can be expressed as fol-

lows:

Si| St = ŝt ∼











N
(

λc

√
N (1− r2it) + ritŝt, 1− r2it

)

if the candidate SNP is causal

N (ritŝt, 1− r2it) otherwise.

(2.6)

Let φ(x ;µ, σ2) denote the density of a univariate normal distribution with mean µ

and variance σ2. The density function of the conditional distribution of the candidate

SNP statistic, f , can expressed as the following mixture density:

f (si | St = ŝt) = ciφ
(

si ;λc

√
N (1− r2it) + ritŝt, 1− r2it

)

+ (1− ci)φ (si ; ritŝt, 1− r2it) .

(2.7)
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Using the above equation we can express the probability of a candidate SNP being

statistically associated given the observed value of its tag SNP statistic as:

P
(

|Si| > Φ−1
(

1− α
2

)

| ŝt
)

, (2.8)

which will be referred to as πi (ŝt). The selection of follow-up SNPs is achieved by

computing the πi (ŝt) for each candidate SNP and ranking them descending with re-

spect to their πi (ŝt). We will refer to the follow-up SNP selection method where each

candidate SNP is paired with the tag SNP that has the highest pairwise correlation as

RFSS (Rank-based Follow-up SNP Selection).

Consider the example given in Figure 2.1, the selection of two follow-up SNPs

from four candidate/tag SNP pairs, where the true framework parameters are λc

√
N =

5.73 and ci = 10−6. We assume there are one million candidate SNPs (only four

shown in the example) and the significance level is 10−8, which takes into account

the multiple testing correction. The NCP value of λc

√
N = 5.73 corresponds to 50%

power at the causal SNP. Under the correlation-based traditional approach, for the

given tag SNP statistics and pairwise correlations, two follow-up SNPs can be selected

using three different values for the minimum pairwise correlation cut-off value, rmin =

{0.50, 0.90, 0.92}. For each candidate SNP the πi (ŝt) value can be calculated as:

π1 = 0.084, π2 = 0.0004, π3 = 0.0007 and π4 = 0.008. The two optimal follow-up

SNPs are m1 and m4 which have the highest πi (ŝt) values. This example shows that

the correlation-based traditional approach may fail to identify the optimal follow-up

SNP selection under all of the possible correlation cut-off values.
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Figure 2.1: Consider a genome-wide follow-up SNP selection with 106 candidate SNPs,

where only four candidate SNPs m1, m2, m3, m4 and their tag SNPs t1, t2, t3, t4 are shown.

Assuming λc

√
N = 5.73, ci = 10−6 and α = 10−8, the correct ranking of the four candi-

date SNPs is m1, m4, m3 and m2. Consider selecting two follow-up SNPs among the four

candidate SNPs. The correlation-based traditional approach can realize this selection using

three different minimum correlation cut-off values (rmin). Under the columns rmin = 0.50,

rmin = 0.90 and rmin = 0.92, the follow-up SNPs selected under each cut-off value are in-

dicated with a checkmark. Under the column πi(ŝt) the probability of each candidate SNP

being statistically significant conditioned on its observed tag SNP is given. Unlike the pro-

posed method, the correlation-based traditional approach fails to identify the optimal selection

(m1 and m4) under all possible thresholds.
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2.7 Extending the Statistical Framework to Incorporate Multiple

tag SNPs and the Neighboring candidate SNPs

We now extend the RFSS approach by grouping each candidate SNP with multiple

tag SNPs with the highest correlations, and relaxing the assumption of the candidate

SNPs being independent. In this scheme, we incorporate two additional sources of

information. First, in addition to the best tag SNP, the observed statistics of the top

highly correlated tag SNPs are utilized. Second, even though a candidate SNP may not

be causal, it may still be associated (e.g., λi

√
N 6= 0) as a result of being correlated

to a candidate SNP that is causal. We refer to the multivariate extension of the RFSS

approach as mRFSS, and present its performance improvements in the results section.

Given a candidate SNP mi, we consider its L most strongly correlated tag SNPs.

Let RiL denote the L × 1 vector of the correlation coefficients between mi and the

L tag SNPs. Similarly, let SL and λL

√
N , respectively, be the L × 1 vectors of the

association statistics and non-centrality parameters (NCPs) of the tag SNPs, and ΣL

be the L × L matrix of their pairwise correlation coefficients. The joint distribution

of the association statistics of the candidate SNP mi and the L tag SNPs follows a

multivariate normal distribution, which can be expressed as follows:





Si

SL



 ∼ N









λi

√
N

λL

√
N



 ,





1 R
t
iL

RiL ΣL







 . (2.9)

In equation (2.9) the NCPs of the candidate SNP mi and the tag SNPs are unknown.

Suppose the causal SNP mc is known, where it correlates to mi by ric, and to the

tag SNPs by the L × 1 vector RcL. Using the indirect association rule (2.3), we can

express the NCPs of mi and the tag SNPs as follows: λi

√
N = ricλc

√
N and λL

√
N =

RcLλc

√
N .

Although the causal SNP is unknown, we can consider each candidate SNP mk
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as the causal SNP with probability ck, and use the indirect association rule to resolve

the unknown NCPs. For each candidate SNP mk, where k ∈ {1, . . . , K}, let rik and

RkL denote the correlation coefficient of mk to mi and the L most strongly correlated

tag SNPs to mi. Then joint distribution of (Si,SL) can then be expressed as a 2-level

hierarchical model, which uses the indirect association to compute the NCPs.
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(2.10)

Consequently, the density function, f , of the conditional distribution of the candidate

SNP statistic Si given the vector of observed tag SNP statistics ŝL can be written as

follows:

f (si | SL = ŝL) =
K
∑

k=1

ckφ
(

si ;λc

√
N
(

rik −R
t
iLΣ

−1

L
RkL

)

+R
t
iLΣ

−1

L
ŝL, 1−R

t
iLΣ

−1

L
RiL

)

+

(

1−
K
∑

k=1

ck

)

φ
(

si ;R
t
iLΣ

−1

L
ŝL, 1−R

t
iLΣ

−1

L
RiL

)

.

(2.11)

Note that in Equation (2.11) there is one mixture component for each candidate SNP

mk being the causal SNP (with weight ck), and a mixture component that corresponds

to having no causal SNPs with a weight

(

1−
K
∑

k=1

ck

)

.
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Although the model (2.10) considers K candidate SNPs, in practice it can be sim-

plified by using only the M neighboring candidate SNPs with the highest pairwise

correlations to mi, since the remaining K − M candidate SNPs do not contribute to

the sum in Equation (2.11). In our experiments, we have used ten most strongly cor-

related neighboring candidate SNPs, M = 10. Additionally, the choice of the most

strongly correlated tag SNPs affects the computational cost and the numerical stability

of the method. If any two tag SNPs are strongly correlated with each other the matrix

ΣL may become nearly singular, therefore in practice we discarded any tag SNP with

correlation > 0.9 to any of the already included tag SNPs. Finally, in our experiments

we have chosen the number of tag SNPs to be at most ten, L ≤ 10.

2.8 Performance of the correlation-based Traditional Approach

In this section we analyze the expected performance (EP) of the correlation-based tra-

ditional approach on a single follow-up SNP. That is, how often a candidate SNP is

observed as statistically associated given that it is selected as a follow-up SNP. The

selection of a candidate SNP as a follow-up SNP depends on the ordering of all the

candidate/tag SNP pairs and the given minimum correlation cut-off value, rmin. In

order to simplify the interdependence, we introduce a new parameter called the min-

imum statistic cut-off value, ŝmin, where ŝmin > 0. As a rule, a candidate SNP is

selected as a follow-up SNP if the observed statistic of its tag SNP, ŝt, is above ŝmin.

We assume there is a one to one mapping between rmin and ŝmin, such that for every

rmin, there exists a ŝmin value.

The follow-up SNP selection rule defined for the correlation-based traditional ap-

proach using ŝmin is comparable to RFSS, which uses a conditional probability thresh-

old, π∗, as a follow-up SNP selection rule. It can be shown that the probability of

a candidate SNP being significant given the observed value of its tag SNP statistic,
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P
(

|Si| > Φ−1
(

1− α
2

)

| ŝt
)

, is a monotonic function of ŝt. That is, for a given candi-

date/tag SNP pair, for every π∗ it is possible to determine a unique ŝ∗i value such that

π∗ = P
(

|Si| > Φ−1
(

1− α
2

)

| ŝ∗i
)

, where the candidate SNP is selected if |ŝt| > ŝ∗i .

Therefore, we can compare the two selection rules based on ŝmin and ŝ∗i , where the

correlation-based traditional approach uses the same ŝmin for every candidate/tag SNP

pair, and RFSS determines a ŝ∗i for each candidate/tag SNP pair based on λc

√
N , ci, rit

and α. Below we show how the expected performance changes with respect to ŝmin.

The EP under the correlation-based traditional approach can be computed directly

from the corresponding joint distribution of the association statistics given in equation

(2.5) as P
(

|Si| > Φ−1(1− α
2
) | |St| > ŝmin

)

. This probability can be expressed as

P (|Si| > Φ−1(1− α
2
), |St| > ŝmin)

P (|St| > ŝmin)
. (2.12)

In Figure 2.2, the densely shaded region represents where the follow-up SNP is sig-

nificant. Likewise, in the lightly shaded region, the candidate SNP is selected as a

follow-up SNP however it is not significant. Therefore EP can be expressed as the

ratio of the probability in the densely shaded region to all shaded regions as given in

equation (2.13).

For given ci, λc

√
N and α, we can write the EP as a function of rit and ŝmin,

EP (ŝmin, rit) =
ciA (d1) + (1− ci)A (d2)

ciB
(

ŝmin − ritλc

√
N
)

+ (1− ci)B (ŝmin)
,

where

d1 = {(ŝi, ŝt)
∣

∣ |ŝi| > Φ−1
(

1− α
2

)

− λc

√
N , |ŝt| > ŝmin − ritλc

√
N},

d2 = {(ŝi, ŝt)
∣

∣ |ŝi| > Φ−1
(

1− α
2

)

, |ŝt| > ŝmin},

A(d) =

∫∫

d

1

2π
√

1− r2it
e

(

−(ŝ2t+ŝ
2
i
−2ritŝiŝt)

2(1−r2
it)

)

dŝi dŝt,

B(x) = 1− Φ (x) + Φ (−x) .

(2.13)
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In Figure 2.3 each of λc

√
N , ci and rit is varied while keeping the other two pa-

rameters fixed and the effect of variation in EP is shown. When the variation of EP is

compared between the change in (a) λc

√
N or in (b) ci to (c) rit, we observe that the

largest variation in EP is due to the pairwise correlation. A second observation is that

varying λc

√
N or ci approximately corresponds to a shift of EP in the horizontal axis.

This suggests that if the same λc

√
N and ci parameters are used to calculate the EPs of

any two candidate/tag SNP pairs, the order of the pairs with respect to their EPs will

always be the same. That is, as long as the values of λc

√
N and ci are close to the true

values, the selection of the follow-up SNPs is robust to uncertainties in these parame-

ters. This property is utilized in RFSS and mRFSS, where we show the concordance

of the selections under different combinations of the framework parameters.

2.9 Performance Comparison under Simulated Data

We evaluate and compare the performance of the traditional approaches and our pro-

posed methods, RFSS and mRFSS, using simulated association studies generated us-

ing the ENCODE regions from the HapMap Project. We use the ENCODE SNPs as

the candidate SNPs and the Affymetrix 500K array as the tag SNPs. There are 10 EN-

CODE regions, each 500K base pairs long, which are genotyped separately under the

four HapMap populations. The correlation structure and the minor allele frequency of

the SNPs in these regions vary depending on the specific population. A summary of

the number of candidate and tag SNPs in each region and population is given in Table

2.1.

We simulate the follow-up study of a genome-wide association study (GWAS) as

follows: assuming there is a single causal SNP, the region where the significant tag

SNPs are located, is simulated by an ENCODE region. Using each ENCODE region
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Figure 2.2: Regions with shades represent where a candidate SNP is selected as a

follow-up SNP based on the observed statistic of its tag SNP. In the region with dense-

shades the follow-up SNP is statistically associated, whereas in the light-shade region

it is not.

ENCODE Region

The number of SNPs in each ENCODE region per population

CEU CHB JPT YRI

candidate tag candidate tag candidate tag candidate tag

ENm010.7p15.2 687 45 569 34 591 40 833 48

ENr112.2p16.3 1191 65 1031 65 1046 73 1805 84

ENr131.2q37.1 1187 121 993 123 981 122 1459 130

ENr113.4q26 1311 57 979 56 979 55 1467 59

ENm013.7q21.13 1621 182 1225 151 1228 157 1800 181

ENm014.7q31.33 1657 203 1424 189 1422 193 1892 203

ENr321.8q24.11 758 78 685 90 701 87 1179 103

ENr232.9q34.11 673 45 656 46 645 47 1001 52

ENr123.12q12 1193 92 1135 90 1394 86 1134 83

ENr213.18q12.1 795 68 644 58 676 62 1216 76

Table 2.1: Summary of the number of candidate and tag SNPs in the ENCODE regions in

each population.
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(a) rit = 0.80, ci = 10−6 (b) λc

√
N = 5.73, rit = 0.80

(c) λc

√
N = 5.73, c = 10−6

Figure 2.3: The effect of 2.3a non-centrality parameter, 2.3b probability of the can-

didate SNP being causal and 2.3c the pairwise correlation in the Expected Precision

(EP) is shown. The NCPs of 5.73, 6.57 and 8.06 correspond to 50%, 80% and 99%

statistical power at the causal SNP. The unknown parameters, non-centrality parameter

of the causal SNP, λc

√
N , and probability of a candidate SNP being causal, ci, have

smaller impact in the performance compared to the pairwise correlation. (α = 10−8)
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in each population, we simulate 2000 association study panels. In half of these panels,

we implant a causal SNP, which is randomly selected among the candidate SNPs, and

in the rest of the panels there are no causal SNPs. In order to generate the association

statistics of the SNP, we simulate the case/control genotypes of the SNPs. In each

panel, we generate the genotypes by sampling haplotypes depending on whether or

not there is a causal SNP in the panel. If there is no causal SNP, we randomly sample

case/control individuals’ haplotype from the specific haplotype pool of the ENCODE

region from the corresponding population. If there is a causal SNP, we divide the hap-

lotype pool into two separate pools based on the causal SNP’s allele. The true case and

control minor allele frequencies of the causal SNP are calculated as follows. We as-

sume the HapMap frequency of the causal SNP under the corresponding population is

the true control frequency, and determine the true case minor allele frequency such that

the non-centrality parameter (NCP) of each causal SNP yields 50% statistical power.

In other words, when the causal SNP is genotyped, half of the time it is detected as

significant. Once the true case and control minor allele frequencies are determined at

the causal SNP, we sample case and control individuals using these probabilities from

the corresponding haplotype pool. We use a genome-wide significance level α of 10−8

and under 50% statistical power the NCP of the causal SNP is λc

√
N = 5.73.

In different HapMap populations and ENCODE regions the correlation structure

among the SNPs varies greatly. We compare the performance of the methods for each

of the ENCODE regions in each population. In Figure 2.4 an example performance

comparison is given in the ENm010.7p15.2 ENCODE region using the CEU HapMap

population. The precision of each method is plotted along the size, k, of the follow-up

SNPs (Figure 2.4(a)). We give the ideal follow-up SNP selection as the “oracle” as a

reference to compare each method to. The vertical line indicates the total number of

statistically associated candidate SNPs in the simulation data.
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The performance of the correlation-based traditional approach depends on the min-

imum correlation cut-off value, rmin, used for selecting the follow-up SNPs. If rmin is

high, such as r = 0.9, the correlation-based traditional approach performs well for a

small number of follow-up SNPs and performance degrades rapidly as more follow-up

SNPs are collected. However significant candidate SNPs may not be strongly corre-

lated to the most significant tag SNPs, and by using a high rmin value such candi-

date SNPs cannot be selected. On the other hand when rmin is low (Figures 2.4(a)

or 2.6), the traditional approach selects the significant candidate SNPs that are corre-

lated weakly to the most significant tag SNPs, however a price is paid by selecting

many follow-up SNPs most of which are not significant. Hence when the number of

follow-up SNPs is small, the precision is significantly lower. The distance-based tra-

ditional approach performs worse than the correlation-based counterpart which can be

observed in Figure 2.4(a) as shown for the distance windows of 1k and 10k base pairs.

Whether or not a candidate SNP is statistically associated depends on the values of the

observed tag SNP statistic and the pairwise correlation, and due to the complexity of

the LD landscape SNPs located near each other may not be strongly correlated.

RFSS makes assumptions about the λc

√
N and ci which effects the estimates of the

decision rule. We evaluate how incorrect assumptions on these parameters affect the

performance by varying the value of these parameters in our simulations. Figure 2.4(b)

shows that even with incorrect assumptions about these parameters, performance of

our method is nearly identical to the performance using correct parameters.

In Table 2.2 we shown the summary of performance comparisons under all gener-

ated association studies. In each population in every ENCODE region, the precision of

each method is reported two times, first when the number of follow-up SNPs is equal

to the total number of the significant candidate SNPs, Ns, and second when number

of follow-up SNPs is twice this value. For each population, the two sets of precisions
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obtained over all ENCODE regions are averaged respectively. The proposed RFSS

and mRFSS methods significantly performs better than the traditional approaches for

the relevant sizes of follow-up SNPs.

2.10 Performance Comparison using Incorrect HapMap Popula-

tion Correlations

We further experiment with the effect of using incorrect correlations on the perfor-

mance of each method. Among the four HapMap populations, the correlations among

the SNPs vary the most between the CEU and YRI populations. We use the correla-

tion values from the YRI population to select follow-up SNPs from the simulation data

generated in the ENm010.7p15.2 ENCODE region using the CEU population.

In Figure 2.5 the performance comparison of the traditional and the proposed meth-

ods is given. We observe that each method performs worse than their performance

when the correct correlations are used. However, the proposed methods performed

better than the traditional approaches.

2.11 Performance on Discovering Causal SNPs

Next, we compare the performance of the traditional and the proposed approaches

in discovering the causal SNPs. Note that neither the traditional nor the proposed

methods are designed for this goal. Nevertheless, we compare their performance on

what percentage of the significant causal SNPs that are present in the data are selected

as follow-up SNPs. Here we assume only the follow-up SNPs that are observed as

significant are further analyzed, which may lead to the discovery of whether or not a

SNP is causal.
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(a) Performance comparison the pro-

posed and the traditional methods

along the number, k, of follow-up

SNPs collected. The vertical line indi-

cates the number of statistically signif-

icant candidate SNPs in the simulation

data.
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Figure 2.4: Sample performance evaluation under the ENCODE region ENm010.7p15.2 in

CEU. In (a) the correlation and distance-based traditional approaches are compared to the op-

timal approach. In (b) the effect of using wrong parameters in the performance of the proposed

methods is shown.
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Population

Average precision on significant candidate SNPs over all ENCODE regions per population

k = number of significant candidate SNPs (Ns) k = 2Ns

RFSS mRFSS
Traditional Approaches

RFSS mRFSS
Traditional Approach

r=0.1 r=0.5 r=0.9 d=1k d=10k r=0.1 r=0.5 r=0.9 d=1k d=10k

CEU 0.83 0.90 0.10 0.47 0.77 0.05 0.08 0.46 0.49 0.10 0.39 0.39 0.05 0.05

CHB 0.83 0.91 0.11 0.48 0.77 0.07 0.06 0.46 0.50 0.10 0.38 0.40 0.07 0.06

JPT 0.78 0.89 0.10 0.45 0.70 0.06 0.06 0.43 0.49 0.09 0.36 0.36 0.06 0.05

YRI 0.57 0.79 0.04 0.39 0.43 0.02 0.02 0.33 0.47 0.04 0.28 0.22 0.02 0.02

Table 2.2: Performance results of the traditional approaches and the proposed methods. Under

each ENCODE region and population, the precisions of each method are recorded when the

number of follow-up SNPs, k, is equal to the number of the significant candidate SNPs at the

corresponding simulation Ns and two times this value, k = 2Ns. For each method the recorded

precisions are then averaged over the ENCODE regions per each population.
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Figure 2.5: Performance comparison of the traditional and proposed methods when incorrect

correlation coefficients between the SNPs are used. Simulation is generated in the ENCODE

region ENm010.7p15.2 in CEU population and the correlation coefficients from the YRI pop-

ulation are used.
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In Figure 2.6 we show the candidate SNPs in the order they are selected as follow-

up SNPs in each method. We plot the hidden statistic of each follow-up SNP as a

green circle and indicate the causal SNPs with a black ring. The red horizontal lines

mark the significance threshold for the association statistic under the significance level

α = 10−8. We use two extreme minimum correlation cut-off values of rmin = 0.1 and

rmin = 0.9 for the correlation-based traditional approach. The blue circles indicate

the statistic of the tag SNP that corresponds to each follow-up SNP. The plot for the

distance-based traditional approach is omitted as it performs similar to the rmin = 0.1.

Additionally, the likelihood of each candidate SNP being significant is shown with

a blue line in the plots the proposed methods. The traditional approaches select the

follow-up SNPs despite of the significance level or the assumed statistical power at

the causal SNP. However, the proposed approaches rank the candidate SNPs based on

these parameters where the likelihood of each candidate SNP being significant changes

accordingly. We observe that when multi tag SNPs are used this ranking is more

successful. Both of our proposed methods identify significantly higher number of

causal SNPs, where the mRFSS method prioritizes causal candidate SNPs earlier in

the selection.

In Table 2.3 the summary of the average performance comparisons on each HapMap

population is shown. In each population and ENCODE region, the performance of the

methods are recorded twice where the number of the follow-up SNPs, k, equals to

the number of significant candidate SNPs in the corresponding simulation, k = Ns

and two times this value k = 2Ns. In each population, we then average the perfor-

mance of each method over the ENCODE regions. The proposed approaches lead to

the discovery of significantly more causal SNPs than the traditional approaches.
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Figure 2.6: Green circles indicate the chosen candidate SNPs under each method in the EN-

CODE region ENm010.7p15.2 in CEU population simulation dataset. Red horizontal lines

indicate the significance threshold and black circles indicate the causal SNPs. The traditional

approach is shown via two minimum correlation cut-off values, rmin = 0.1 and rmin = 0.9,

where rmin = 0.1 approximates the distance-based approach. Both of the proposed meth-

ods identify significantly higher number of causal SNPs, where the mRFSS method prioritizes

causal candidate SNPs much more effectively.
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2.12 Performance Comparison under Real GWAS Data

We compare the performance of the correlation-based traditional approach to the pro-

posed methods using real GWAS studies. We use the data available from the WTCCC

GWAS on seven human diseases which provides genotype data on 2000 case individu-

als per disease and 3000 shared controls. Each individual is believed to be of European

origin (CEU) and genotyped with the Affymetrix 500K array. Bipolar Disorder (BD)

and Hypertension (HT) are excluded from the analysis as no statistically significant

associations are observed. The performance comparisons are evaluated on the remain-

ing five diseases, Coronary Artery Disease (CAD), Crohn’s Disease (CD), Rheumatoid

Arthritis (RA), Type 1 Diabetes (T1D) and Type 2 Diabetes (T2D). We use approxi-

mately half of the genotyped Affymetrix SNPs as candidate SNPs and the rest as the

tag SNPs. Using each SNP’s unique reference identifier number (rsID), the SNPs with

odd rsIDs are used as the candidate SNPs.

The performance of the correlation-based traditional approach is recorded for min-

imum correlation cut-off values of 0.9, 0.5 and 0.1. For the proposed methods we

assumed the statistical power at the causal SNP to be 50%, and used the value of 10−6

for the probability of a candidate SNP being causal. In Figure 2.7, a sample perfor-

mance comparison is given between the correlation-based traditional approach and the

proposed methods under Rheumatoid Arthritis (RA).

In Table 2.4 the summary of performance comparisons in all five diseases is given.

In each disease the precision of each method is reported twice, first when the number

of follow-up SNPs is equal to the total number of statistically associated candidate

SNPs, and second when number of follow-up SNPs is two times the total number

of statistically associated candidate SNPs. The proposed RFSS and mRFSS methods

consistently outperform the correlation-based traditional approach.
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Population

Average percentage of the significant causal candidate SNPs collected over all ENCODE regions per population

k = number of significant candidate SNPs (Ns) k = 2Ns

RFSS mRFSS
Traditional Approaches

RFSS mRFSS
Traditional Approach

r=0.1 r=0.5 r=0.9 d=1k d=10k r=0.1 r=0.5 r=0.9 d=1k d=10k

CEU 0.54 0.69 0.05 0.25 0.48 0.02 0.02 0.71 0.93 0.09 0.48 0.51 0.04 0.04

CHB 0.55 0.74 0.04 0.24 0.50 0.02 0.02 0.72 0.96 0.09 0.46 0.53 0.05 0.05

JPT 0.57 0.77 0.05 0.25 0.50 0.03 0.03 0.72 0.96 0.09 0.49 0.52 0.06 0.05

YRI 0.34 0.65 0.02 0.19 0.24 0.06 0.01 0.46 0.89 0.04 0.33 0.24 0.01 0.01

Table 2.3: The average performance selecting the significant causal SNPs are compared be-

tween the traditional approaches and the proposed methods. Under each ENCODE region

and population, the percentage of the significant causal SNPs recalled are recorded when the

number of follow-up SNPs, k, is equal to the number of the significant candidate SNPs at the

corresponding simulation Ns and two times this value, k = 2Ns. For each method the recorded

percentages are averaged over the ENCODE regions and shown per population.
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Figure 2.7: Performance evaluation under Rheumatoid Arthritis (RA).
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2.13 Concordance of the RFSS Selections under Uncertainty in the

Framework Parameters

We determine the rank of the follow-up SNPs which represents the order they will

be picked, using different values for the framework parameters, λc

√
N and ci, in the

WTCCC data. The concordance between two such rankings indicates the invariance

between using different values. In the two rankings, the top k candidate SNPs are

examined and the proportion of the candidate SNPs which have the same rsIDs is

recorded. The concordance of a ranking to itself is always one for all k, hence two

rankings are highly similar if their concordance is close to one.

In Figure 2.8 show the concordance plots of RFSS in Rheumatoid Arthritis (RA),

varying λc

√
N between 5.73 and 6.57 and ci between 10−5 and 10−8. The concordance

of the mRFSS performs similar to the RFSS, and hence not shown. The vertical line

indicates the total number of statistically significant candidate SNPs under the signif-

icance level α = 10−8. We observe that the follow-up SNP selection under RFSS is

highly concordant between different values used for the framework parameters, veri-

fying empirically that even though our proposed RFSS method depends on unknown

parameters, follow-up SNP selection is highly concordant within the range of likely

values.

2.14 Discussion

Currently, genome-wide association studies are initiating the journey of disease gene

discovery. The results of a GWAS are effective in guiding investigators to the ge-

nomic regions that may contain causal variants. However such regions may contain

many polymorphisms, and biologically validating all of them is not an efficient use of

resources. We introduced a follow-up study approach which may be useful in better
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Figure 2.8: Concordance of the selected follow-up SNPs in Rheumatoid Arthritis (RA)

between different framework parameters. θ1 ≡ (λc

√
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√
N = 6.57
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characterizing the associated regions and may provide investigators a clear direction

for biological validations.

Our method makes certain assumptions for predicting whether or not a candidate

SNP is significantly associated, which depends on the observed tag SNP statistics,

pairwise correlation between the tag and candidate SNPs and the effect size of the

causal SNP. We model the effect size of a candidate SNP assuming that the effect

size of the causal SNP is known and the probability of each candidate SNP being

causal is given. These parameters affect the probability of a candidate SNP being

associated, thus whether or not the candidate SNP should be selected for the follow-

up study. We empirically show that although the true values for these parameters are

not known, surprisingly, within the range of likely values, predicting the association

of a candidate SNP is mainly influenced by the known parameters, and errors in the

assumptions on the unknown parameters usually do not change the predictions of our

method. Additionally, our method does not require any genotype data either on the

candidate or the tag SNPs, which makes it easy to apply on the currently available

GWAS results.

Our approach requires knowledge of the correlation between the test statistics at

each marker and the relation between non-centrality parameters at causal variants and

correlated markers. For the standard association statistic presented in this chapter, the

correlation between statistics is simply the correlation (r) between the markers. For

other association statistics which have the same correlation structure, we can directly

apply our method. For statistics which have a different correlation structure, we can

still apply our method if we replace equations (2.7) and (2.11) with the correlation

structure specific to the association study.

Several groups have performed sequencing in regions implicated in association

studies in a small number of individuals to discover many new polymorphisms in those
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regions. These studies then follow up a subset of those polymorphisms by genotyp-

ing them in the entire case and control population. Usually many polymorphism are

discovered, each with different correlation structure with respect to the tag SNPs. Our

approach can be directly applied to select which subset of these discovered polymor-

phisms to collect by using the correlations estimated from the sequenced data.
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Study

Observed precision on significant candidate SNPs in WTCCC studies

k = Ns k = 2Ns

RFSS mRFSS
Traditional Approach

RFSS mRFSS
Traditional Approach

r=0.1 r=0.5 r=0.9 r=0.1 r=0.5 r=0.9

CAD 1.00 1.00 1.00 0.88 0.88 0.50 0.50 0.50 0.50 0.44

CD 0.79 0.92 0.21 0.43 0.64 0.50 0.50 0.14 0.39 0.36

RA 0.82 0.85 0.63 0.69 0.54 0.48 0.49 0.37 0.46 0.27

T1D 0.79 0.81 0.58 0.66 0.56 0.46 0.46 0.42 0.43 0.28

T2D 1.00 1.00 1.00 1.00 0.60 0.50 0.50 0.50 0.50 0.30

Table 2.4: Performance comparison of the correlation-based traditional approach and the pro-

posed methods. The SNPs genotyped in these studies are separated as candidate and tag SNPs

based on whether their rsIDs are odd or even. Under each disease, the observed precision

values are recorded when the number of follow-up SNPs, k, is equal to the number of the

significant candidate SNPs (Ns), and two times this value, k = 2Ns.
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CHAPTER 3

Efficiently Identifying Significant Associations in

Genome-wide Association Studies

3.1 Motivation

The expression quantitative trait loci (eQTL) studies are already very popular[BYC02,

BK05, KFT07] and with rapidly decreasing costs of genomic technologies[WGS09,

MP11] will likely become more popular in the future. These include, several major

efforts collecting expression from multiple-tissues in human[CSE05, SNF07, ETZ08,

SBB07, Bak12] and mouse[CLS05, BWD05]. More broadly, application of the GWAS

approach to phenotypes measured by other genomic technologies such as those re-

ported by the ENCODE consortium[The04, The07, The11, The12] will face similar

computational challenges.

In this chapter, we introduce a novel two-stage method which can be applied to re-

duce the computational burden of a wide range of association studies including those

employ case-control, quantitative trait and mixed-model statistical testing methodolo-

gies. In each trait, typically only a small percentage of the SNPs are significantly

associated and the SNPs neighboring a significant association have elevated statistics.

Intuitively, one can first test an informative subset of the SNPs, termed proxy SNPs,

across the genome to quickly locate these regions and test the SNPs therein. This way,

many of the regions with no associations can be discarded from the analysis to reduce
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the computational burden.

Our novel method for genome-wide rapid association testing (GRAT), guarantees

to identify all of the significant associations with high-probability while reducing the

total number of tests. The proposed method chooses the proxy SNPs and determines

which additional SNPs to test based on the observed proxy SNP statistics and the pat-

terns of linkage disequilibrium (LD) in the region. The key insight underlying GRAT is

that by taking advantage of how the statistics at SNPs in LD with each other behave, we

can estimate the probability that an untested SNP has a significant association and use

this probability to eliminate SNPs from consideration only if they are highly unlikely

to have significant associations. We have selected a set of proxy SNPs for the 1000

Genomes Project and any study which imputes their genotyped SNPs in the GWAS to

the 1000 Genomes Project SNPs can readily use our approach. We also provide our

method for choosing proxy SNPs, which can be applied to any reference dataset. We

show through simulations and analysis of real eQTL datasets that the proposed two-

stage procedure identifies the significant associations while only testing approximately

10% of the SNPs. GRAT’s efficient software implementation reduces the computa-

tional time for computing large-scale association studies by a factor of 30 compared

to currently used state of the art methods. When our method is applied to association

studies that utilize linear mixed models, the speed-up is cumulative with recent efforts

that decrease the computational burden of computing the actual association statistic

such as EMMAX, FaST-LMM and GEMMA[KSS10, LLL11, ZS12].

3.2 Preliminaries

For the simplicity of description, we consider a balanced case-control genome-wide

association study (GWAS) with N/2 individuals (N copies of each chromosome) per

panel. For our actual experiments, we will use association statistics for quantitative

38



phenotypes, but the approach assuming case-control phenotypes is equivalent. For

SNP mi, pi denotes its population minor allele frequency (MAF); p+i and p−i denote

its population case and control MAFs; p̂+i and p̂−i denote its observed case and control

MAFs in the GWAS. Given the relative risk of the SNP, γi, in the disease and the

prevalence of the disease, F , in the population, it can be shown that the case and

control MAFs of the SNP follow,

p+i =
γipi

(1− γi)pi + 1
, p−i =

pi − Fp+i
1− F

. (3.1)

A SNP is defined as not associated if p+i = p−i .

In case-control GWASs the following statistic is widely used, which is normally

distributed for large N with mean λi

√
N (the non-centrality parameter), and unit vari-

ance,

Si = ŝi =
p̂+
i
−p̂−

i√
2p̂i(1−p̂i)

√
N ∼ N

(

λi

√
N, 1

)

,

where λi =
p+
i
−p−

i√
2pi(1−pi)

and p̂i =
p̂+
i
+p̂−

i

2
.

(3.2)

Given the significance level α and the observed value of the test statistic ŝi, the SNP is

deemed as significant, or statistically associated, if |ŝi| > Φ−1
(

1− α
2

)

, where Φ−1(.)

is the quantile function of the standard normal distribution. For simplicity, we use the

notation: tα ≡ Φ−1
(

1− α
2

)

. Typically, in a GWAS the significance level is chosen as

α = 10−8.

3.3 Problem Formulation

We propose the following two-stage testing procedure for identifying the significant

associations within a set of SNPs M. Given a subset of the SNPs T ⊂ M, referred

to as the proxy SNPs, for each proxy SNP, mt ∈ T , its association statistic, ŝt, is

computed. In the second stage, a decision rule is exercised for each remainder SNP,
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mi ∈ M\T , in order to determine whether or not to compute the association statis-

tic of the remainder SNP. The decision rule for a remainder SNP mi is defined using

a proxy SNP, mt ∈ T , and a threshold, s∗t , for its observed statistic ŝt. If the ob-

served statistic of the proxy SNP is more extreme than the threshold value, ŝt > s∗t the

remainder SNP is tested.

3.4 Proposed Two-stage Framework and its Performance

In a GWAS, the performance of the two-stage approach can be summarized by the total

number of SNPs tested (NT), and the percentage of the significant SNPs identified, or

the recall rate (RR). The total number of tests is the sum of the tests performed on the

proxy SNPs, plus the remainder SNPs that are tested as a result of the decision rules.

We use a standard GWAS simulation model[KLE11] to evaluate a given set of proxy

SNPs and decision rules based on their expected performance within the simulated

data.

The simulation model considers the probability of each SNP being causal, ci, and

the non-centrality parameter (NCP) of the causal SNP, λc

√
N . For simplicity, we give a

brief explanation of the simulation procedure for a single causal SNP using a genomic

reference dataset such as HapMap. Using the given probabilities of each SNP being

causal, at most a single causal SNP is randomly selected. Given the disease prevalence

F and the NCP of the causal SNP λc

√
N , the case and control MAFs, p+c and p−c are

determined. Next, the HapMap haplotypes are divided into two pools according to the

minor and major allele of the causal SNP, and case-control panels are sampled using

p+c and p−c .

For each simulation dataset, each association statistic is computed to identify which

SNPs are significant in the dataset. We then apply the two-stage method to observe the
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NT and RR. The expected recall rate (ERR) and the expected number of SNPs to be

tested (ENT) then can be computed by repeatedly simulating datasets, applying the

two-stage approach and averaging the observed NT and RR value.

3.5 Finding the Optimal Decision Rules for Given Proxy SNPs

For a given set of proxy SNPs, one can determine the decision rules empirically by

evaluating the performance of using different threshold values on the remainder SNPs

in the simulated data. The empirical approach can be cumbersome and instead we

derive an analytical framework for estimating the expected performance, which elim-

inates the need for generating simulated data and saves time. Furthermore, using this

analytical framework we show how to determine the optimal decision rules for the

remainder SNPs given a set of proxy SNPs.

A SNP that is disease-associated can be either causal in the disease or in LD with

the causal SNP. Given that SNP mi is the causal SNP, the non-centrality parameter

(NCP) of a correlated SNP mt, λt

√
N , is proportional to the NCP of the causal SNP,

λc

√
N , by their correlation coefficient, r, where λt = rλc. It can be shown that the

joint distribution of the association statistics of the causal SNP mi and the non-causal

SNP mt follows a bivariate normal distribution[HKE09].

We follow a conservative approach in which each remainder SNP mi is paired

with the proxy SNP that is most strongly correlated, referred to as the best-proxy, and

denoted by mb(i). For each remainder SNP mi, we denote the association statistic of its

best-proxy mb(i) with sb(i) and test SNP mi if its best-proxy SNP association statistic is

more extreme than a given threshold, sb(i) > s∗b(i). For simplicity, we assume only the
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remainder SNP can be causal and express the density function of the joint distribution,

f
(

si, sb(i)
)

= ciφ









si

sb(i)



 ;





λc

√
N

rλc

√
N



 ,





1 r

r 1







+ (1− ci)φ









si

sb(i)



 ;





0

0



 ,





1 r

r 1







 ,

(3.3)

where φ(x ;µ,Σ) denotes the density of a multivariate normal distribution with mean

vector µ and covariance matrix Σ. The first term corresponds to having the remainder

SNP as causal, with probability ci, and the second term to not casual with probability

1− ci.

Assume we are given K proxy SNPs, where T = {m1, . . . , mK}. The expected

number of SNPs to be tested (ENT) can be expressed as the fixed cost of testing K

proxy SNPs, plus the expected number of decision rules that are triggered,

ENT(s∗b(K+1), . . . , s
∗
b(M)) = K +

M
∑

i=K+1

Pr
(

|Sb(i)| > s∗b(i)
)

. (3.4)

We approximate the expected recall rate (ERR) as the ratio of the expected number

of significant SNPs that the two-stage approach discovers, to the expected number of

significant SNPs in a GWAS,

ERR(s∗b(K+1), . . . , s
∗
b(M)) =

K
∑

t=1

Pr (|St| > tα) +

M
∑

i=K+1

Pr
(

|Si| > tα, |Sb(i)| > s∗b(i)
)

M
∑

i=1

Pr (|Si| > tα)

,

(3.5)

where the first and the second terms in the numerator correspond to the expected num-

ber of significant SNPs obtained from testing the proxy SNPs and the remainder SNPs,

respectively. Further, we refer to the second term as the expected recall function, which
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can be computed using the joint distribution,

ER(s∗b(K+1), . . . , s
∗
b(M)) =

M
∑

i=K+1

Pr
(

|Si| > tα, |Sb(i)| > s∗b(i)
)

,

Pr
(

|Si| > tα, |Sb(i)| > s∗b(i)

)

=

∫∫

Ωi

f
(

si, sb(i)
)

dsi dsb(i),

(3.6)

where Ωi =
{

(si, sb(i)) | |si| > tα , |sb(i)| > s∗b(i)

}

.

We are interested in determining the decision rules that lead to the least expected

number of SNPs to be tested (ENT), while the expected recall rate (ERR) satisfies a

given target value, ρ, which can be expressed as an optimization problem,

minimize ENT(s∗b(K+1), . . . , s
∗
b(M)),

such that ERR(s∗b(K+1), . . . , s
∗
b(M)) ≥ ρ.

(3.7)

In the next section we show that the problem is convex and outline an efficient iterative

solution.

3.6 Convexity of the Optimization Problem

The derivative of the expected number of tests (ENT)(3.4) from a single remainder

SNP with respect to the decision threshold follows,

∂

∂s∗
ENT(s∗) =

∂

∂s∗

[

1−
∫ s∗

−s∗
f(st) dst

]

= −f(s∗)− f(−s∗)

= −ci

[

φ
(

s∗ − rλc

√
N
)

+ φ
(

s∗ + rλc

√
N
)]

− 2(1− ci)φ (s∗) .

(3.8)

Note that the second derivative is negative, hence convex. Therefore, the expected

number of SNPs to be tested (ENT) is the sum of convex functions and is also convex.
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Let us denote the expected recall function by ER(s∗) = Pr (|Si| > tα, |St| > s∗) =

ρi. Its derivative follows

∂

∂s∗
ER(s∗) =

∂

∂s∗

[
∫ −s∗

−∞

∫ −tα

−∞

f(si, st) dsi dst

]

+
∂

∂s∗

[
∫ −s∗

−∞

∫ ∞

tα

+

∫ ∞

s∗

∫ −tα

−∞

+

∫ ∞

s∗

∫ ∞

tα

]

= −
∫ −tα

−∞

(f(si, st = −s∗) + f(si, st = s∗)) dsi −
∫ ∞

tα

(f(si, st = −s∗) + f(si, st = s∗)) dsi.

(3.9)

Note that given,

f (x, y) = φ









x

y



 ;





µx

µy



 ,





1 r

r 1







 (3.10)

it can be shown that a cross section of the joint distribution at y = a follows,

f (x, y = a) =

√
1− r2√
2π

exp

(

−(a− µy)
2

2

)

φ
(

x ;µx + r(a− µy), 1− r2
)

.

(3.11)

Therefore, using the joint distribution of the statistics of a remainder SNP and its best-

proxy, equation (3.9) can be expressed as,

ER
′

(s∗) =

−1√
2π

[

ci exp

(

− (s∗ + rλc

√
N)2

2

)(

Φ

(

−tα − λc

√
N(1− r2) + rs∗√
1− r2

)

+ 1− Φ

(

tα − λc

√
N(1− r2) + rs∗√
1− r2

))

+ci exp

(

− (s∗ − rλc

√
N)2

2

)(

Φ

(

−tα − λc

√
N(1− r2)− rs∗√
1− r2

)

+ 1− Φ

(

tα − λc

√
N(1 − r2)− rs∗√
1− r2

))

+2(1− ci) exp

(

− (s∗)2

2

)(

Φ

(−tα + rs∗√
1− r2

)

+Φ

(−tα − rs∗√
1− r2

))]

.

(3.12)

It can be shown that ER(.) is a monotonic function of the best-proxy statistic

threshold, s∗. Therefore, there exists a unique ρi such that ER−1(ρi) = s∗, where

ER−1(.) is the inverse of the expected recall function. Using this property, the prob-

lem can be simplified by linearizing the constraint function, which reads
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minimize

M
∑

i=K+1

Pr
(

|Sb(i)| > ER−1(ρi)
)

,

such that

M
∑

i=K+1

ρi = ρ∗.

(3.13)

Note that
∂

∂ρ
ER−1(ρ) =

1

ER
′
(

ER−1(ρ)
) , (3.14)

hence the derivative of the expected number of test from a single remainder SNP with

respect to ρ follows,

g =
∂

∂ρ
Pr
(

|St| > ER−1(ρ)
)

=
−f(ER−1(ρ))− f(−ER−1(ρ))

ER
′
(

ER−1(ρ)
) . (3.15)

Using the method of Lagrange multipliers, it can be shown that at the optimum solution

the expected number of tests from each remainder SNP has the same derivative value,

g∗. In GRAT, we determine g∗ by using binary-search such that for each remainder

SNP mi, g
∗ uniquely maps to ρ∗i , where

∑

ρ∗i = ρ∗.

3.7 Performance on a Single SNP Pair

We apply the proposed method to a pair of SNPs, a causal SNP and non-causal proxy

SNP, to verify whether or not the target sensitivity is reached for any value of the

pairwise correlation. For each value of the correlation, we sample thousands of joint

statistics for the SNP pair and record how many times the causal SNP is significant.

The power at the causal SNP is set to Pc = 50% using a genome-wide significance

level of α = 10−8.

We compute the threshold of the proxy SNP statistic for different target sensitivities

in each pairwise correlation using a small prior probability for the causal SNP, ci =
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10−5. In each correlation value, we apply the decision rules to the samples and record

the recall rate of significant causal SNP in each target sensitivity.

In Figure 3.1, the observed recall rates are shown for different values of target

sensitivity and pairwise correlation. The target sensitivities are shown as horizontal

lines and are followed closely by the observed recall rates. The variation around a

target value is due to the asymptotic distribution of the test statistic, and diminishes as

the sample size increases.
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Figure 3.1: Performance of the method using a single pair of SNPs. The observed

recall rate of the significant causal SNP is shown for different target sensitivity and

pairwise correlation values.

3.8 Choosing the Optimal Proxy SNPs

The expected number of SNPs to be tested (ENT) in the two-stage approach depends

on the number of proxy SNPs and which SNPs are chosen as proxies. It can be shown

that the problem of finding the optimal set of proxy SNPs, among all possible sets

of proxy SNPs, the set of proxy SNPs that gives the minimum ENT is an NP-Hard
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problem. Therefore, we propose a heuristic algorithm for choosing the proxy SNPs

using a greedy approach, which incrementally builds the set of proxy SNPs.

Starting with an empty set, let Tk denote the current set of proxy SNPs with size k,

where ENTk and ERRk denote the values of its ENT and ERR. ( ENT0 = +∞ and

ERR0 = −∞ ). Each remainder SNP mi is a candidate to extend the current set of

proxy SNPs to become {Tk ∪mi}, which performs ENT
(i)
k+1. The remainder SNP with

the least ENT
(i)
k+1 is chosen for extending the current set of proxy SNPs:

Tk+1 = Tk ∪ argmin
mi∈M\Tk

(

ENT
(i)
k+1

)

. (3.16)

While the extended set Tk+1 improves the ENT, i.e., ENTk+1 < ENTk, the algorithm

continues.

For each candidate set of proxy SNPs, the algorithm solves the optimization prob-

lem (3.7) to compute ENT
(i)
k+1. This leads to a quadratic computational complexity in

the number of collected SNPs and in practice makes it hard to scale to large numbers.

We further introduce a heuristic extension to the above greedy-approach to reduce

this complexity. While extending the current set of proxy SNPs Tk to Tk+1, the opti-

mization problem (3.7) is solved M − k times. In particular, solving the optimization

problem (3.7) corresponds to finding the gradient, g∗, at which the ENT function is

minimized while satisfying the constraints (see Appendix). We assume that for Tk and

Tk+1 the gradient values of their ENT functions are close enough, g∗k ≈ g∗k+1. There-

fore, while extending the current proxy set, we compute the ENT of each candidate

set, ENT
(i)
k+1, using the gradient value from the previous step, g∗k. This way, rather than

solving the optimization problem M − k times for each possible proxy SNP at each

step k, the gradient is updated once after the new set Tk+1 is determined. Using this

approach the optimization problem (3.7) is solved a total of K times, where K is the

size of the final set of proxy SNPs.
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3.9 Updating the Remainder SNP Thresholds in Linear Mixed Mod-

els

We consider the following linear mixed model (LMM) formulation,

y = Xβ + g + e, (3.17)

where y is the (n× 1) vector of phenotypic values, X is the (n × p) matrix of fixed-

effects, which includes the mean, covariates and the SNP to be tested, β is the (p× 1)

vector of fixed-effect weights, g is the variance component accounting for the popu-

lation structure and e is the iid noise. We assume the random effects, g and e, follow

multivariate normal distribution, g ∼ N
(

0, σ2
gK
)

, e ∼ N (0, σ2
eI), where K is the

known, (n × n), genetic similarity matrix, I is the (n × n) identity matrix with un-

known magnitudes σ2
g and σ2

e . We follow the approach taken in EMMAX[KSS10] and

estimate σ2
g and σ2

e in the null model, with no SNP effect, and use these parameters

while testing the SNPs. That is, when each SNP is tested, the covariance of y is kept

fixed, Cov(y) = Σ = σ̂2
gK + σ̂2

eI , where σ̂2
g and σ̂2

e are the restricted log likelihood

(REML) estimates[KSS10, LLL11].

In GRAT, the threshold value for each remainder SNP is computed after the co-

variance matrix Σ is estimated and the alternate model is transformed by the inverse

square root of this matrix,

Σ
−1/2y ∼ N

(

Σ
−1/2Xβ, σ2I

)

, (3.18)

where the residuals are iid. For two SNPs mi and mj , let xi and xj be their (n × 1)

allelic indicator vectors. When the SNPs are tested individually in the above model,

the same transformation is applied to the genotype vectors, which may moderately

change the pairwise correlation between the SNPs. The transformed genotype vectors
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are x̃i = Σ
−1/2xi and x̃j = Σ

−1/2xj and their correlation coefficient is,

r̃ij =
Cov(x̃i, x̃j)

√

Var(x̃i)
√

Var(x̃j)
. (3.19)

3.10 GRAT: Genome-wide Rapid Association Testing

In Figure 3.2, we consider two possible scenarios for a genomic region in a GWAS.

In (a) the region contains no significant associations and in (b) the region contains a

causal SNP. In (a) and (b), the statistics for each SNP are shown, denoting what could

have been observed in each scenario had all the SNPs in the region been tested. Let

m2 be the proxy SNP for this region to decide whether or not to test the rest of the

SNPs. We refer to the SNPs other than the proxy SNP ( m1, m3, m4, m5, m6 and m7 )

as the “remainder SNPs”. If the observed statistic of the proxy SNP is stronger than a

threshold value, which in this example is 3.0, the remainder SNPs are tested.

In the first-stage, only the proxy SNP is tested and its association statistic is ob-

served. In (a), where the region contains no associations, the statistic of the proxy SNP

is 0.7. The observed statistic of the proxy is less than the threshold value ( 0.7 < 3.0

) and hence none of the remainder SNPs within the region are tested. In (b), the re-

gion contains associations and the proxy SNP captures this information. The observed

statistic of the proxy SNP is stronger than the threshold value ( 5.0 > 3.0 ), which

leads to testing each of the remainder SNPs in the region. This results in identifying

all the significant SNPs (m3, m4, m5).

In Methods, we introduce a novel approach for choosing the proxy SNPs and the

threshold values, which provide guarantees that all statistically significant associa-

tions will be discovered while computing the least amount of association tests. Due to

the complexity of linkage disequilibrium (LD) across the genome, we use a separate

threshold value for each remainder SNP rather than using a common threshold value
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(a) A region with no associations.
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(b) A region with significant associations.

Figure 3.2: An example of applying GRAT in two hypothetical regions. First, the

proxy SNP (rectangle) is tested and its statistics is compared to the threshold (dashed

line). If the statistic is above the threshold, the remaining SNPs in the region are tested.

for all the remainders SNPs in an LD region. This is performed by pairing each re-

mainder SNP with its most strongly correlated proxy SNP and a threshold value is used

for the pair to decide whether or not to test the remainder SNP. We have precomputed
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the proxy SNPs for the 1000 Genomes Project and studies imputing to SNPs in this

reference can benefit from our method. Even though the LD structure among the SNPs

in the study and the reference dataset may be different, our method guarantees to dis-

cover all significant associations with high-probability. This is achieved by updating

the threshold values using the LD structure observed in the study. We term our novel

two-stage testing procedure as Genome-wide Rapid Association Testing (GRAT).

GRAT can be applied to a wide range of statistical models, such as case-control

studies, quantitative traits and linear mixed models (LMM). In particular, the LMM

approach has recently become popular due to its effective control of population struc-

ture. Computing the LMM association statistic is computationally expensive and re-

cently its efficient computation has attracted great interest[KSS10, LLL11, ZS12]. The

speed-up due to GRAT is cumulative with these efforts.

3.11 Application to a Large-scale eQTL Study

We compared the performance of GRAT to the standard approach of testing all the

SNPs using a large-scale eQTL study[SMD12] that contains 47, 292 gene expression

traits on 80 HapMap ASN (East Asian ancestry) individuals that are fully sequenced

in the 1000 Genomes Project[The10]. We obtained the genotype data from the MACH

website[LWD10] and retained approximately 5.9 million SNPs that are filtered for

Hardy-Weinberg equilibrium (HWE) and minor allele frequency (MAF) greater than

5%. We eliminated SNPs with lower MAF frequency since they could not be genome-

wide significant due to the sample size.

We performed the standard analysis using PLINK[PNT07] which took approxi-

mately 2600 hours. We used a conservative genome-wide significance threshold level,

α = 10−8, to label the significant SNPs and observed 85, 219 significant associations.
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We repeated the association analysis by applying GRAT using the proxy SNPs precom-

puted for the 1000 Genomes Project ASN population SNPs. The number of proxies is

276, 702, which means GRAT tests approximately 5% of the SNPs in the first stage.

Applying GRAT to the whole eQTL dataset took 35 hours using the same compu-

tational resources (single core of an Opteron CPU). In addition to the proxies, GRAT

tested 8.5% of the SNPs in the second stage, reducing the computational cost down to

analyzing 13.5% of all the SNPs with the rest of the speedup coming from a faster im-

plementation compared to PLINK. GRAT identified all of the significant associations

and speeded up the computation by a factor of 75.

3.12 Application to Linear Mixed Model Association

We applied GRAT to a linear mixed model (LMM) association of the eQTL dataset.

A challenge in applying GRAT to LMMs is that GRAT utilizes the fact that the joint

distribution of traditional association statistics for correlated markers is directly depen-

dent on the correlation between the markers as shown in Pritchard & Przeworski[PP01].

Unfortunately, when applying LMMs, this relation no longer holds. We derive an anal-

ogous relationship between LMM statistics that takes into account both the correlation

between the markers and the kinship matrix. Utilizing this relationship, we apply

GRAT to LMMs using an efficient implementation[LLL11].

We performed the standard analysis, testing each SNP in each expression trait,

which identified 66, 818 significant associations (α = 10−8). We applied GRAT using

the proxy SNPs precomputed for the 1000 Genomes Project ASN population. In two-

stages, GRAT statistically tested a total of 9.1% of the SNPs, identifying all of the

significant associations, demonstrating that GRAT can speed up LMM association by

a factor of 10.
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3.13 Simulations Using the 1000 Genomes Project

To obtain a more robust estimate of the performance, we applied GRAT to thousands

of simulated GWAS studies. We simulated the studies using common SNPs (minor

allele frequency > 5%) available from the 1000 Genomes Project[The10] using the

phased SNP genotypes obtained from the MACH website[LWD10] on four popula-

tions: African (AFR), East Asian (ASN), Ad Mixed American (AMR) and European

(EUR) ancestries.

We divided each chromosome into panels of 1000 SNPs and simulated case-control

GWASs by randomly selecting 5% of the panels as the alternate panels, in which we

simulated a causal SNP, and the remaining panels as the null panels, without any causal

SNPs. In each alternate panel, we randomly selected the causal SNP and set its statis-

tical power to be Pc = 50% at the significance level α = 10−8. Using this procedure,

we simulated 500 GWASs in each population.

We applied GRAT to each simulated GWAS and recorded the recall rate of the

significant SNPs and total number of tests performed. In Table 3.1, we show the per-

formance of GRAT in each population averaged over the simulations. GRAT practi-

cally identified all significant associations and reduced the number of tests by 10 folds.

Across the simulations, from the total 3, 718, 126 significant associations GRAT only

missed 1052 significant associations.

3.14 Comparison to Tradition tag-SNP Based Association Testing

Choosing an informative subset of the SNPs, termed tag-SNPs, under various crite-

ria has been extensively investigated[Str04, BYP05, Str05, CDG06, CGM03, HKS05,

LA04, PLW05, QGA06, SRS06, CER04]. The main goal of these methods is to re-

duce the cost of GWASs by genotyping a subset of the SNPs, yet collect as much
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Table 3.1: Performance in simulations

Population Number of SNPs Recall Rate Reduction

AFR 8.5× 106 > 99.9% 88.2%

AMR 6.7× 106 > 99.9% 92.4%

ASN 6.1× 106 > 99.9% 92.8%

EUR 6.6× 106 > 99.9% 92.6%

The average performance of GRAT in 500 simulated GWASs using 1000 Genomes

Project data in four populations. GRAT identified practically all significant

associations by only testing 10% of the SNPs.

information as possible on the remaining SNPs.

We mimic a two-stage association testing approach using a traditional tag-SNP

selection method and compare its performance to GRAT. In the first stage, we test all

the tag-SNPs and use a p-value threshold, αtag, to choose which of the tag-SNPs to

follow. If the p-value of a tag-SNP is more stronger than the threshold, the remainder

SNPs tagged by this tag-SNP are tested.

We simulated association studies using the 10 HapMap ENCODE regions, which

are densely genotyped for four HapMap populations[The04]. In each simulation study,

we used the ENCODE regions to generate null regions that harbor no causal SNPs

and alternate regions each harboring a causal SNP with 50% statistical power at the

genome-wide significance level of α = 10−8. Following this approach, we generated

500 association studies in each population.

In each region and in each population, we identified the tag-SNPs using the widely

utilized tag-SNP selection method Tagger[BYP05]. Given a set of SNPs and infor-

mation on their minor allele frequencies and pairwise correlation coefficients, Tagger
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selects the minimum number of tag-SNPs such that each of the remaining SNPs cor-

relates to a tag-SNP with a minimum r2 pairwise correlation value. In our evaluations,

we have used the default value of r2 = 0.8. In order to perform a comparison, we also

applied GRAT to identify the proxy SNPs and the statistic threshold rules for testing

the remainder SNPs to achieve 99% target recall rate on the significant associations.

In Table 3.2 the performance of GRAT is compared to Tagger in four HapMap

populations using various p-value threshold values, αtag = {10−8, 10−7, 10−6, 10−5}.

In each population, GRAT achieved more than 99% recall rate, while testing approxi-

mately 10% of all SNPs. Among all the p-value threshold values used, the traditional

tag-SNPs led to testing more than twice the number of SNPs tested by GRAT and only

achieved the target recall rate in all populations when the p-value threshold value was

αtag = 10−5. Unfortunately, Tagger –unlike GRAT– does not guarantee a recall rate so

it is not clear how to set the threshold and be certain that no associations are missed.

3.15 Discussion

In the genome-wide association study (GWAS), information on single-nucleotide poly-

morphisms (SNPs) across the genome is collected from thousands of case and control

individuals. Typically, each SNP is tested individually for disease association and the

significant SNPs provide insight into the genetics of the disease. Association studies

attempt to collect information on as many SNPs as possible to cover the whole genome.

However, as the number of collected SNPs increases so does the computational burden

to identify the significant associations

We introduced a novel method, GRAT, for genome-wide rapid association testing

to identify all significant associations by testing a small subset of the SNPs. Due to the

correlation, or linkage disequilibrium (LD), testing a SNP provides information about
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Table 3.2: Performance of GRAT and Tagger in ENCODE simulations

Method
CEU CHB

Recall Reduction Speedup Recall Reduction Speedup

GRAT 99.89% 89.7% 9.7× 99.73% 89.6% 9.6×
Tagger αtag=1e-8 86.25% 78.9% 4.7× 87.78% 79.7% 4.9×
Tagger αtag=1e-7 95.74% 78.6% 4.7× 97.70% 79.4% 4.8×
Tagger αtag=1e-6 98.40% 78.3% 4.5× 99.62% 79.0% 4.8×
Tagger αtag=1e-5 99.30% 77.8% 4.5× 99.97% 78.4% 4.6×

Method
JPT YRI

Recall Reduction Speedup Recall Reduction Speedup

GRAT 99.63% 90.2% 10.2× 99.72% 88.4% 8.6×
Tagger αtag=1e-8 88.53% 80.5% 5.1× 87.62% 65.3% 2.9×
Tagger αtag=1e-7 98.10% 80.1% 5.0× 97.55% 65.3% 2.9×
Tagger αtag=1e-6 99.52% 79.6% 4.9× 99.39% 65.1% 2.9×
Tagger αtag=1e-5 99.92% 79.1% 4.8× 99.94% 65.0% 2.9×

In each HapMap population, the average performance of GRAT and Tagger in 500

simulated GWASs are shown. GRAT guarantees to achieve the 99% target recall rate,

while reducing the number of tests by 90%. Using Tagger, we test the remainder

SNPs that are tagged by the tag-SNPs that exceed a p-value cut-off threshold, αtag.

GRAT outperforms the traditional tag-SNPs in all populations.

the associations of its neighboring SNPs. Using this intuition, the procedure first tests

a subset of the SNPs, referred to as the proxy SNPs, across the genome to locate the

regions that may contain the significant associations. Once located, additional SNPs

are tested from those regions to identify the significant SNPs. Each unobserved, or

remainder, SNP is paired with its most strongly correlated proxy SNP, termed best-
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proxy, and a threshold value is used for the best-proxy’s statistic to decide whether

or not to test the unobserved SNP. We introduced a novel approach to choose the

proxy SNPs and determine the threshold values for each best-proxy SNP. Through

simulations and real GWAS data we showed that the proposed approach can identify

more than 99% of the significant SNPs by reducing the number of tests by a factor of

10. Furthermore, GRAT can also be applied to association studies that utilize linear

mixed models, where the speed-up is cumulative with recent efforts that decrease the

computational burden of computing the actual association statistic.
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CHAPTER 4

Improving the Accuracy and Efficiency of Partitioning

Heritability into the Contributions of Genomic Regions

4.1 Motivation

Partitioning heritability into the contributions of genomic regions is a general prob-

lem with many applications. These include providing insights into the genetic archi-

tecture of a trait[YMP11], quantifying the amount of population structure in a study

cohort[YMP11, LDR12], quantifying the effect of genes with a certain functional an-

notation compared to other genes[LDR12], quantifying the phenotypic variation ex-

plained by genic versus intergenic regions[YMP11], and estimating the amount of

variation corresponding within a previously identified QTL loci compared to the rest of

the genome[SFH12]. The current approach, implemented in the widely used method,

GCTA[YLG11], estimates the heritability contributions of all regions jointly. How-

ever, this approach becomes computationally intractable when the number of regions

is large and the regions themselves are smaller than chromosomes.

In this chapter, we present an alternative approach for estimating the contributions

of an arbitrary number of regions to the total heritability. Using a linear mixed model

approach, we estimate the heritability contribution of each region separately. For each

region, we partition the total heritability into the contribution of the region and its ge-

nomic complement and repeat this procedure for all regions similar to the approach
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presented in Hayes et al.[HPC10]. An advantage of our approach is that in addition

to performing the computations in parallel, we also take advantage of spectral decom-

position to efficiently estimate the variance components[PT71, KZW08]. Overall, our

approach is more efficient especially when the number of regions increases.

Using simulations, we demonstrate that our proposed approach is more accurate

than the current approach, when the number of regions is over 100. In our simulations,

we partition the genome into a large number of regions and consider different scenarios

of heritability contributions from these regions. We further apply the proposed and

current approaches to a large-scale GWAS dataset on human height[SSH08]. Both

approaches estimate the same genome-wide heritability for height, 62%, but estimate

different heritability contributions from genomic regions. We also use our approach

to estimate the proportion of the observed heritability accounted for due to population

structure.

4.2 Preliminaries

Using a linear mixed model, we attribute the phenotypic variation to additive-genetic

effects and the environment,

y = Xβf +
∑

i∈G

βixi + e, (4.1)

where y is the n× 1 vector of the observed phenotypic values from n individuals, X

is the n× p covariate matrix including the intercept, and βf is the p× 1 vector of the

(unknown) fixed effect parameters including the population mean. Let G denote the

set of the observed SNPs across the genome. xi, i ∈ G, denotes the n× 1 normalized

genotype vector of SNP i, with effect βi, where the components of xi are encoded as

{ 2−2pi√
2pi(1−pi)

, 1−2pi√
2pi(1−pi)

, −2pi√
2pi(1−pi)

} for minor allele homozygous, heterozygous and

major allele homozygous, where pi is the observed minor allele frequency. We follow
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the standard approach and assume that the SNP effects are independent and normally

distributed, where βi
iid∼ N (0, σ2). Finally, e denotes the n×1 vector of environmental

effects in the trait, where e ∼ N (0, σ2
eI) and I is the identity matrix. This model can

be succinctly expressed as,

y = Xβf + g + e, (4.2)

where g is the n × 1 vector of genetic effect such that g ∼ N (0, σ2K) and K =
∑

i∈G

xix
T
i . The narrow-sense heritability accounted by the genetic effect is defined and

can be estimated as,

h2
g =

Var(g)

Var(g + e)
,

ĥ2
g = E[h2

g] ≈
σ̂2Tr(PK)

σ̂2Tr(PK) + nσ̂2
e

,

(4.3)

where P = I − 1
n
11

T , and Tr(.) denotes the matrix trace.

Given a genomic region defined by the set of SNPs R, R ⊂ G, we estimate the

contribution of the region to the heritability using the following model,

y = Xβf +
∑

r∈R

βrxr +
∑

b∈G\R

βbxb + e, (4.4)

where βr
iid∼ N (0, σ2

r) and βb
iid∼ N (0, σ2

b ). Equivalently,

y = Xβf + r + b+ e, (4.5)

where r and b are n × 1 vectors denoting the genetic effects due to the region and

its genomic background. Both genetic effects follow a multivariate normal distri-

bution, r ∼ N (0, σ2
rKr) and b ∼ N (0, σ2

bKb), where Kr =
∑

xr∈R

xrx
T
r and

Kb =
∑

xb∈G\R

xbx
T
b are the realized genetic relationships matrices (GRMs) among

the individuals for the region and the genetic background calculated from SNP data,

respectively. We note that inherent to our model is the assumption that Cov (r, b) = 0,
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i.e.,
∑

∀xr ,∀xb

xr Cov (βr, βb)x
T
b = 0, since Cov (βr, βb) = 0. We discuss this assump-

tion in more detail in the discussion. Finally, the phenotype vector follows a multivari-

ate normal distribution,

y ∼ N
(

Xβf , σ
2
rKr + σ2

bKb + σ2
eI
)

. (4.6)

The total covariance due to additive genetics can be expressed as, σ2
rKr+σ2

bKb =

σ2
gKg, where Kg = ωKr + (1− ω)Kb. We determine the unknown variance scalars

σ2
r = ωσ2

g , σ2
b = (1 − ω)σ2

g and σ2
e by using the following approach that iterates over

the parameter ω. For givenω, we transform the model to a coordinate system where the

covariance matrix σ2
gKg+σ2

eI is diagonal, which lets us find the maximum likelihood

parameters efficiently by speeding up the computationally expensive matrix inversion.

We use the spectral transformation, QT , where Kg = QΛQT is the eigendecomposi-

tion of the covariance structure of the genetic effect. The spectrally transformed model

follows,

ỹ ∼ N
(

X̃βf , σ
2
gΛ+ σ2

eI
)

, (4.7)

where ỹ = QTy and X̃ = QTX . We estimate the unknown variance parameters

using the restricted log-likelihood that takes into account the loss in degrees of freedom

which results from estimating the fixed effect parameters[Har74, Har77],

LLR

(

σ2
g , σ

2
e

∣

∣ω) = −1

2

(

(n− p) log(2π)− log
(

|X̃T
X̃ |
)

+ log
(

|X̃T
V −1X̃|

)

+ log (|V |) +
(

y − X̃β̂f

)T

V −1
(

y − X̃β̂f

)

)

,

(4.8)

where V = σ2
gΛ + σ2

eI and β̂f =
(

X̃
T
V −1X̃

)−1

X̃
T
V −1ỹ. In particular, the re-

stricted log-likelihood can be expressed as an analytic function of δ = σ2
e/σ

2
g and

solved using Brent’s method to determine the global maximum likelihood[PT71, LW98,

KZW08, LLL11].
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Finally, the heritability contribution of the region is calculated as,

ĥ2
r =

σ̂2
r Tr(PKr)

σ̂2
g Tr(PKg) + nσ̂2

e

. (4.9)

4.3 Normalization of the heritability contributions

One of the difficulties of partitioning the heritability into the contributions of genomic

regions is the linkage disequilibrium (LD) structure of the genome. When HEIDI esti-

mates the heritability contribution of a region, the background model can inadvertently

capture a portion of the heritability due to the inclusion of markers in the background

genetic relationship matrix which are in LD with markers in the region.

We utilize the following normalization procedure to improve the accuracy of the

estimates obtained from HEIDI, which mitigates the effect of LD. First, we estimate

the total heritability, followed by estimating the contributions of the autosomes and

scaling their contributions such that their sum equals to the total heritability. The ad-

vantage of these estimates is that they are not affected by LD. We then we estimate

the heritability contributions of the regions and in each chromosome, normalize the

regions’ contributions such that their sum equals to the normalized chromosomal con-

tribution.

4.4 Simulation model

In our simulations, we partitioned each of the 22 autosomes into 5 regions of equal

number of SNPs and use the following model to generate phenotype values,

y = 1µ+

110
∑

i=1

ri + e, (4.10)
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where ri ∼ N (0, σ2
iK i), i ∈ {1, . . . , 110}, are the variance components accounting

for the chromosome regions, each with the covariance matrix K i, and e ∼ N (0, σ2
eI)

is the error term. The total heritability and the contributions of the regions in the total

heritability is determined by choosing the variance scalars, σ2
i ’s and σ2

e , accordingly.

Finally, phenotype values are generated by sampling from the corresponding multi-

variate normal distribution,

ysim ∼ N
(

1µ ,

110
∑

i=1

σ2
iK i + σ2

eI

)

. (4.11)

4.5 Summary of the Real GWAS Data

We used the height measurements and the genotype data available from the Northern

Finland Birth Cohort 1966 (NFBC66)[SSH08], from 5, 319 unrelated individuals that

were phenotyped for height at age 31. We adjusted the height measurements for sex.

The dataset contains 331, 450 autosomal SNPs after applying the exclusion criteria

of Hardy-Weinberg equilibrium (P < 10−4), genotyping completeness (< 95%) and

minor allele frequency (< 1%).

4.6 HEIDI is more accurate than the current approach

We compare HEIDI to the widely used method, GCTA[YLG11], which partitions the

heritability into the contributions of genomic regions. Using a linear mixed model,

GCTA assigns a variance component to each region and jointly estimates their heri-

tability contributions.

Our approach estimates these contributions separately for each region in two stages.

First, we partition the phenotypic variation to that attributable to the total additive ge-

netic effect of the whole-genome and the environment. This allows us to estimate
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the genome-wide heritability, as well as predicting the total genetic effect. Next, we

estimate the heritability contribution of a region by breaking the total genetic effect

into the effects of the region and the rest of the genome. We repeat this step for each

region separately, which can be performed in parallel to improve the computational

efficiency. Finally, the contributions of the chromosomes are normalized to that of the

total heritability and the contributions of regions in each chromosome to that of the

normalized contribution of the chromosome.

We performed simulations using the genotype data available from the Northern

Finland Birth Cohort[SSH08]. The data consists of 331, 450 common SNPs that passed

various exclusion criteria on 5, 319 unrelated individuals (see Methods). We parti-

tioned each of the 22 autosome into 5 regions, where in each chromosome the regions

contain an equal number of SNPs. We utilize the same number of markers per re-

gion to minimize any possible bias due to a different number of markers being used

to compute the genetic relationship matrices (GRMs) in each chromosome. We use

the same approach as in the GCTA software to estimate the GRMs. For our simu-

lations, we generate phenotypes by sampling from a multivariate normal distribution

with a covariance matrix which is the environmental noise plus the sum of the GRMs

wighted by their region contributions in the heritability. We generated three panels of

simulations, each with 100 replicates. In these simulations we set the genome-wide

heritability to 50%.

In the first panel, each region has the same the heritability contribution. In the sec-

ond panel, chromosomes contribute to the heritability proportional to their sizes with

contributions ranging from 6.96% to 0.32% of the total heritability, and in each chro-

mosome, the contributions of the 5 regions range from 32% to 8% of the chromosome’s

contribution itself. In this scenario, there is a wide range of heritabilities for different

regions. In the third panel, we simulate a scenario where chromosome regions 2 and 4
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do not contribute to the heritability, but regions 1,3 and 5 have equal contributions.

We compare the accuracy of the two methods across the simulations with respect

to their mean absolute error (MAE). In a region, the absolute error is the magnitude of

the difference between the estimated heritability contribution of the region and its true

value. In each method, we obtain the absolute errors of the regions in each simulation

replicate. MAE is calculated per region by averaging the absolute errors over the

replicates. Note that, the unit of MAE is heritability. In the first simulation panel,

where the regions have the same contribution, the average MAE values are 0.33 for

HEIDI and 0.37 for GCTA. In the second panel, where the contributions change with

chromosome size, the average MAE values are 0.32 for HEIDI and 0.34 for GCTA. In

the third panel, where the contributions are sparse, the average MAE values are 0.32

for HEIDI and 0.34 for GCTA. Our results suggest that on average HEIDI is over 5%

more accurate than GCTA in partitioning the total heritability. Figures 4.1, 4.2 and

4.3 show the MAE of each method in each region. In terms of computation, HEIDI

can estimate the contribution of each region in parallel, which significantly facilitates

estimating the heritability contributions of many regions.

4.7 Partitioning the heritability of human height and estimating

the contribution of population structure

We applied both approaches to the height phenotype collected from the Northern Fin-

land Birth Cohort GWAS data[SSH08]. We estimated the total heritability, the contri-

butions of the autosomes and their partitions accounted for by common variants in the

genome. We use the same approach to estimate the GRMs as in the GCTA software.

For the unpartitioned genome, both approaches estimated 62.4% heritability, which

is expected since they use the same underlying model. We partitioned the genome-
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Figure 4.1: Mean absolute error values obtained by HEIDI and GCTA are shown in

each region in the simulations where the total heritability is 50% and each region has

the same heritability contribution. In this scenario, the accuracy of HEIDI is 8.76%

higher than the accuracy of GCTA.

wide heritability into the contributions of the 22 autosomes, shown in Figure 4.4. Both

methods estimated similar contributions with high concordance. However, when par-

titioning the heritability into contributions from smaller regions, differences between

GCTA and HEIDI emerged. Figure 4.5 shows the heritability contributions of each

autosome split into 5 regions of equal number of SNPs.

One of the main applications of partitioning the heritability into contributions from

genomic regions is that it allows us to estimate the contribution of population struc-

ture to the observed heritability. Both population structure and cryptic relatedness

are known to increase estimates of heritability[BB11, YMP11]. We compare HEIDI

and GCTA in performing the analysis described in Yang et al.[YMP11], where they

partitioned the heritability into chromosomes and compared these estimates to the es-

timates of the heritability using only one variance component corresponding to the
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Figure 4.2: Mean absolute error values obtained by HEIDI and GCTA are shown in

each region in the simulations where the total heritability is 50% and the regions have

heritability contributions which vary across the genome. In this scenario, the accuracy

of HEIDI is 3.64% higher than the accuracy of GCTA.

genetic relationship matrix from the chromosome. The idea is that in the presence of

population structure or cryptic relatedness, an estimate from a single chromosome will

capture part of the heritability from the rest of the genome. The length of the regions

is then regressed on the difference between these estimates as shown in Figure 4.6.

Yang et al.[YMP11] interpret the intercept corresponding to a measure of the cryptic

relatedness and the slope corresponding to a measure of the population structure. The

reasoning behind the hypothesized linear relationship between the length of the region

and the difference in heritability estimates is due to the number of ancestral informa-

tive markers present in a region which can account for the difference is proportional

to the length of the region assuming that the markers are evenly spaced. HEIDI es-

timates the slope and intercept of the graph at 7.51 × 10−5 and 0.0116 while GCTA

estimates the slope and intercept at 6.84 × 10−5 and 0.0124. Utilizing the approach
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Figure 4.3: Mean absolute error values obtained by HEIDI and GCTA are shown in

each region in the simulations where the total heritability is 50% and in each chro-

mosome, the second and fourth regions do not contribute to the heritability while the

first, third and fifth regions have equal contributions. In this scenario, the accuracy of

HEIDI is 3.36% higher than the accuracy of GCTA.

described in Yang et al.[YMP11], these correspond to an estimate of the contribution

of population structure to the heritability of 0.99% and 0.91% for HEIDI and GCTA

respectively. We can compare the performance of HEIDI to GCTA in these estimates

by considering how well the regression line fits the data in Figure 4.6 by measuring

the residual sum of squares (RSS). Intuitively, the better the fit, the better the method

is capturing the population structure signal from ancestry informative markers. HEIDI

outperforms GCTA with RSS = 5.30× 10−4 compared to RSS = 5.54× 10−4.

We also estimated the contribution of population structure using regions smaller

than chromosomes, and the corresponding the regression is shown in Figure 4.7. Al-

though the formula for estimating the population structure contributions in Yang et

al.,[YMP11] does not immediately apply to estimates from shorter regions, the heri-
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Figure 4.4: The heritability contributions of the 22 autosomal chromosomes to height

are shown.
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Figure 4.5: The heritability of height is partitioned into the contributions of chromo-

somal regions. For many regions GCTA estimates no heritability contribution.

tability estimates of HEIDI (RSS = 1.03×10−3) fit the linear model better than GCTA

(RSS = 1.12× 10−3).
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Figure 4.6: The difference between the heritability contribution of each chromosome

estimated from partitioning the heritability and estimated independent of the rest of the

genome; regressed against the length of the chromosome.

4.8 Discussion

A fundamental question in genetics is to understand the influence of genetic variation

in complex traits. In tackling this question, traditional studies used related individu-

als to estimate the influence of genetics, relative to the environment. Recently, there

has been growing interest in estimating heritabilities from genome-wide association

study (GWAS) datasets containing large numbers of unrelated individuals. The total

heritability can be partitioned into the contributions of the autosomes by including a

variance component representing the contribution of each autosome and jointly es-

timating their contributions in the trait as implemented in the widely used method

GCTA. However, as the number of regions increase and the regions themselves be-
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Figure 4.7: The difference between the heritability contribution of each of the 110

regions estimated from partitioning the heritability and estimated independent of the

rest of the genome; regressed against the length of the genomic region.

come smaller, this approach becomes computationally intractable. We proposed an

alternative method, HEIDI, that partitions the heritability into the contributions of an

arbitrary number of regions. For each region, HEIDI decomposes the heritability as

the sum of the contributions due to the region and the remainder of the genome. Fi-

nally, the heritability contributions are normalized such that their sum equals to the

genome-wide heritability. Using simulations, we compared the performance of HEIDI

to GCTA. On average, HEIDI performs over 5% more accurately when estimating

heritability contributions than GCTA and can estimate these contributions in parallel.

One explanation for the improved accuracy of our approach is that the search space

of the partitioned heritability has over 100 dimensions when we consider 5 regions per
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chromosome and this space contains many local maxima. While GCTA searches the

entire space, our approach takes advantage of spectral decomposition to find the max-

imum likelihood solutions in a restricted version of the space. Even though the max-

imum in the space searched by GCTA is higher than HEIDI’s, HEIDI finds the max-

imum likelihood of the restricted space efficiently, which may end up being a better

solution than GCTA’s. We compared GCTA to HEIDI when partitioning the heritabil-

ity into only two regions and as expected, the two methods find very similar estimates

which is consistent with our explanation since the search space when considering only

two regions is relatively small.

Consistent with current approaches to estimate heritability from unrelated individ-

uals, our approach assumes an additive-genetic model, where the covariance between

any two regions and by extension any region and it’s corresponding genomic back-

ground is zero. The presence of gene-gene interactions, or epistatis, will violate this

assumption and cause inaccuracies in our estimates of regional heritability contribu-

tions, similar to their effect on total heritability estimates[ZHS12, BEL13]. In addi-

tion, linkage disequilibrium between markers in neighboring regions will cause this

assumption to be violated and result in the estimate of the heritability contribution of

a region to be spread among the region along with the neighboring regions. However,

this phenomenon is equivalent to how a causal variant causes neighboring variants in

linkage disequilibrium to also have elevated statistics in a GWAS and inherent because

of the linkage disequilibrium structure of the human genome. HEIDI’s normalization

of the region contribution estimates mitigates the effect of LD on the estimates.

Gene by gene interactions are not the only reason for observing deviations from

the additive model. The presence of population structure in the sample may lead to

inflation of the estimates of heritability of each region when estimated individually

and cause the sum of the estimates from the regions differ from the estimate of the
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total heritability[YBM10, YMP11]. HEIDI reports both the normalized estimates of

heritability as well as the unnormalized estimates and can also be used to estimate the

contribution of each region independently by omitting the background model. The

differences between these estimates provides evidence of deviation from an additive

model which can be explained by population structure or interaction effects.
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CHAPTER 5

Conclusion

The tools that help us in observing the unknown are at the core of empirical sciences.

In this respect, genomic technologies provide an invaluable view of the complex bi-

ological landscape within organisms. As these technologies continue to advance and

become less expensive, life sciences and medicine will see an exponential influx of

genomic data over the next decade.

How to utilize this data effectively to provide reliable clinical solutions for com-

plex diseases tailored to each person’s genetic data remains a major challenge. With

this goal in mind, we are currently studying disease mechanisms by cataloguing all dis-

ease associated genetic polymorphisms. The genome-wide association study (GWAS)

approach[DR95, RM96, Int05, HS09], has been an effective tool for this mission, es-

pecially when there is no prior knowledge about disease genetics. By genotyping an

informative subset of all single-nucleotide polymorphisms (SNPs), referred to as tag

SNPs, across the genome, from thousands of case and control individuals, the GWAS

approach has led to the discovery of many novel genomic regions underlying complex

traits[HSJ09].

In a GWAS, each tag SNP is statistically tested for its marginal association to

disease status and regions harboring significant tag SNPs are believed to contain ad-

ditional disease associated polymorphisms including the causal variants themselves.

However, such regions are often large and contain many more SNPs, or candidate

SNPs, that originally were not genotyped in the GWAS. The traditional approach per-
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forms a follow-up study by genotyping all of these SNPs to uncover and catalogue the

associations. In this dissertation, I showed that there are two main problems with the

traditional approach. First, by genotyping all the SNPs in a significant region, the tra-

ditional approach is not a cost-effective strategy to perform a follow-up study. Second,

the traditional approach is under powered by only following up the regions with sig-

nificant associations because regions with strong associations, yet not significant, may

also contain additional disease associations. I introduced a method to design power-

ful and cost-effective follow-up studies to identify all disease associated SNPs. This

method (RFSS) takes into account the observed association statistics of tag SNPs, the

correlation structure among all SNPs across the genome and the uncertainty on each

candidate SNP begin a causal variant. The candidate SNPs are then ranked with re-

spect to their likelihood of being significantly associated to disease. Clearly, we cannot

know the exact correlation among all SNPs (tags and candidates) before genotyping

all the candidates. This problem is addressed by leveraging public reference datasets

such as HapMap[Int05] and 1000 Genomes Project[The10]. To my knowledge, RFSS

is the first method proposed to improve power in GWAS.

After I introduced RFSS[KLE11], alternative approaches have been proposed to

improve power in GWAS, such as performing extremely low coverage sequencing (for

cost purposes) and using imputation to complete the missed SNPs[PRM12]. This ap-

proach has merits but lacks some of the key advantages of RFSS. The RFSS approach

does not require the genotype data of SNPs but rather their association statistics, which

are publicly available. In addition, RFSS explicitly models the data-generating model

and integrates over all uncertainties on model parameters such as the assumed causal

SNP structure. One interesting application would be to include prior probability dis-

tributions on different classes of genetic variation for being causal, such as missense

mutations, SNPs within inter/intra genic regions, epigenetic factors and functional in-

formation from previous literature. The model also allows the computation of the
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posterior probabilities for model parameters such as the probability of a SNP being

causal in disease.

The RFSS model, in my opinion, is an important contribution as it lays out the

fundamental mathematical structure to integrate knowledge in disease research from

different biological sources. That is, more holistic studies can be achieved by using

data on gene expression levels, metabolites and protein levels in addition to SNP data.

The second problem I addressed is the computational burden of analyzing very

large scale gene expression association studies. Over the past few years, the GWAS

approach has been applied to identify regions of the genome, which harbor genetic

variation that affects gene expression levels, referred to as expression quantitative trait

loci (eQTL)[BYC02, BK05, KFT07]. In a typical eQTL study, the GWAS approach

is applied to tens of thousands of gene expression levels using millions of SNPs, re-

sulting in billions of association statistics to be computed. Besides the computational

burden arising from the number of tests performed, in advanced statistical models

computing the actual association statistic may also be computationally very expensive.

For instance, linear mixed model (LMM) has recently been of great interest to con-

trol for confounding due to population structure[KSS10, LLL11, ZS12], however the

complexity of computing the association statistic is cubic in the number of individuals.

In analyzing a GWAS dataset, the current paradigm is to compute an association

statistic of each SNP and repeating this process for all SNPs. I introduced a different

association testing paradigm for high-throughput applications that identifies virtually

all significant associations without testing all SNPs[KE13a]. This method (GRAT)

utilizes the correlation structure between the SNPs and divides the association testing

process into two stages. In the first-stage, GRAT tests a small subset of all SNPs,

termed as proxy SNPs, and based on their association statistics chooses which of the

remainder SNPs to test (second stage of testing) with a guaranteed expected recall rate
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on the number of significant associations. The decision to whether or not to test a

remainder SNP is achieved by assigning a threshold statistic to the remainder SNP’s

most strongly correlated proxy SNP. The objective of GRAT is to minimize the total

number of SNPs tested by determining the proxy SNPs and the threshold values. The

total number of tests directly corresponds to the time it takes to analyze an eQTL study.

I expressed the problem of finding the threshold values for given proxy SNPs as

a constraint optimization problem where the expected number of tests is minimized

while satisfying a target expected recall rate. I proved that this problem has a convex

formulation, which led me to develop an efficient solver to attain the optimal thresh-

old values. However, determining both the proxy SNPs and the threshold values is

non-convex and I believe it can easily be shown to be NP-Hard with reduction from

the vertex-cover problem[Kar72]. In order to solve the generalized problem, I intro-

duced a greedy-heuristic approach by iteratively expanding the set of proxy SNPs by

checking the value of the objective function had a remainder SNP been used as a proxy

SNP. I improved the speed of this algorithm by caching the gradient of the objective

function attained from the set of proxy SNPs used in the previous iteration and using

this gradient while testing which remainder SNPs to choose as a proxy SNP. Once the

proxy SNP is chosen, I then update the cached gradient to be used in the next iteration.

This approach reduced the complexity of the greedy algorithm from quadratic to linear

in the number of proxy SNPs. For additional speed improvements, I recommend de-

termining the proxy SNPs on a reference dataset (HapMap, 1000G) and using them in

GRAT by re-computing the threshold values for a particular GWAS. This only requires

solving the convex optimization problem once, which is extremely fast.

The GRAT approach, in my view, has great potential in other genomic applications

or domains that involve high-throughput hypothesis testing with correlated random

variables where computational speed is a concern. One immediate genomic applica-
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tion is on testing SNP-SNP interactions, which is becoming an active area of research.

In two-level interactions, the naive approach could be to construct N2 “interaction

SNPs” from the N genotyped SNPs in GWAS and use the GRAT approach. This ap-

proach can be extended to higher-level interactions as well. A different application

domain could be in high-frequency trading where securities are algorithmically traded

at rapid speeds to satisfy positive expected return. Each security trade has an associated

transaction cost and the securities have temporally correlated returns.

The third method I introduced is on partitioning the heritability–phenotypic vari-

ance attributable to additive genetic factors–into the contributions of genomic regions[KE13b].

While working on an initial version this problem where the regions were autosomes

themselves, Yang et al. published their paper[YMP11] addressing the same problem.

Their model includes a separate variance component for each region and simultane-

ously estimates their variance parameters. From the beginning, I aimed at a simpler

model to leverage the additive genetics for computational efficiency; using two ge-

netic variance components, one for the genomic region of interest and one for its ge-

netic background. I showed that the traditional approach becomes computationally in-

tractable as the number of regions increases, whereas the proposed method (HEIDI) is

immune to this problem and also distribute computations for additional gain in speed.

One issue that required attention in HEIDI was the linkage disequilibrium (LD)

among neighboring regions, which inflates the cumulative heritability obtained from

all regions. I proposed a simple heritability normalization scheme using the heritabil-

ities obtained from all SNPs, termed genome-wide heritability, and from the SNPs in

each chromosome. The heritabilities of chromosomes are normalized such that their

sum equals to the genome-wide heritability. Similarly, the heritabilities of regions in

each chromosome are normalized such that their sum equals to the normalized heri-

tability of the chromosome. The basis for this scheme is that recombination events
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occur independently between different chromosomes, hence in a population we do not

expect LD among them. The normalization scheme worked well in simulations and

HEIDI performed more accurately than the traditional approach.

I showed that an additional utility of HEIDI is in estimating the proportion of

heritability that is due to population structure. Assuming ancestry informative mark-

ers (AIMs) are uniformly distributed across the genome, one can regress the differ-

ences between a region’s heritability estimates with and without the genomic back-

ground to region’s size, and estimate the contribution of population stratification in

heritability[YMP11]. Using HEIDI, I observed less residual error, however when I

increased the number of regions the estimate for the contribution of population strat-

ification changed. In my view, improving this population stratification model would

make an interesting research direction.

The HEIDI approach can be used to ask additional questions to understand the

genetic basis of complex diseases, where the marginal effect sizes of SNPs are small,

yet in aggregate they explain a large portion of the phenotypic variation. A good

research direction is to perform association testing for regions or known pathways by

collapsing the SNPs within the pathway genes. In addition, the joint distribution of the

marginal association statistics of genomic regions can be modeled, which lets one to

extend RFSS and GRAT methods to be used for genomic regions in addition to SNPs.

A second important application of the HEIDI approach would be on phenotype and

disease-risk prediction, where due to their small effect sizes using SNPs individually

has had limited success.

Furthermore, a common assumption in association studies and heritability calcula-

tions is that the contribution of genetics to a trait is the same in different environmental

conditions. When this assumption is not met, there is a statistical interaction between

genetics and environment, where the environment influences the contribution of genet-
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ics to the trait. Such additional source of variation, when unaccounted for, may lead

to spurious associations or loss in power. The methods presented in this dissertation

provide useful basis for analyzing the interaction phenomenon.

Finally, the methods I introduced model the association of multiple SNPs to a

single phenotype. In my opinion, it will be an important contribution to extend the

approaches I presented to include multiple phenotypes.
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