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Abstract

Lubricant additives are chemical compounds that are added to lubricant formulations to enhance
their performance. Sulfur-containing additives are an important family of these compounds that
increase the life of mechanical components by creating a protective film on surfaces in relative
motion to prevent direct metal-metal contact. These additives are widely used in the indus-
try whenever a mechanical system is subject to extreme pressure or wear, but the mechanisms
and conditions by which the protective films form are not yet fully understood. This disser-
tation seeks to address this from an atomistic point of view by investigating the tribochemical
reactions between additives and surfaces using reactive molecular dynamics simulations. First,
the reactions between a representative sulfur-containing additive (di-tert-butyl disulfide) and an
iron(100) surface is modeled. Results show that film formation reaction proceeds through three
main steps, S–S bond cleavage, Fe–S bond formation, and S–C bond dissociation. These are
start of the formation of an iron sulfide layer that can provide protection for the iron surface.
The effect of mechanical force on activating chemical reactions is investigated. It is found that
mechanical force assists the initiation and the acceleration of these chemical reactions by lower-
ing the reaction energy barrier. Next, a model base oil, dodecane, and an iron oxide surface are
modeled to increase the physical realism of the simulations of tribochemical reactions on ferrous
surfaces. Results show that this base oil does not chemically interfere with the film formation
reaction, however, the physical presence of the base oil molecules impedes the reaction. Con-
versely, the oxide surface directly changes the reaction pathways that lead to film formation. The
oxidation of the additive molecules, their decomposition products, and the surface introduces
intermediate steps and reduces the rate at which reactions occur. The kinetics of the reactions
are studied in the context of the Bell model and results reveal that the reactions between addi-
tives and ferrous surfaces are mechanochemical in nature, and that mechanical force facilitates
these reactions by moving the reactants laterally on the surface, weakening their chemical bonds.
Finally, another sulfur-containing lubricating material, MoS2, is studied. First, a ReaxFF force
field is developed for Ni-doped MoS2. The force field is shown to accurately capture material
parameters such as bond lengths, lattice constants, and dopant relocation in the presence of
vacancies. Lastly, the applicability and accuracy of the force field is demonstrated by modeling
the process of deposition and annealing Ni-doped MoS2 in a reactive molecular dynamics simu-
lation. Overall, the results presented in this dissertation contribute to the understanding of the
mechanisms by which sulfur-containing additives function and are an important step towards
rational design of more energy efficient and longer lasting lubricated mechanical systems.



Chapter 1

Introduction

1.1 Background

1.1.1 Mechanochemistry and tribochemistry

Chemical reactions are known to be activated by thermal energy. They can also be activated by
mechanical energy that is provided to a reaction by external force. [5, 6, 7, 8] Such force can have
several effects on the reactions including introducing new reaction pathways [9, 10, 9, 11] and
lowering reaction energy barriers. [12, 13, 1] The study of the activation of chemical reactions by
mechanical force is called mechanochemistry. [5, 6, 12, 14, 15, 16] Mechanochemistry is relevant
to many applications such as synthesis of organic compounds [6, 17, 18], oxides [19, 20], and
metal complexes [21, 22], as well as in catalysis [23, 24] and surface reactions. [25, 26, 27, 28, 29,
30] Since mechanical forces are inherent to sliding surfaces, here we focus on mechanochemical
reactions that occur between sliding surfaces.

Tribochemistry is the study of chemical reactions that happen at tribological interfaces (be-
tween surfaces in relative motion) that are induced by conditions inherent to these interfaces
such as shear force and flash temperature rise caused by friction. Tribochemistry is relevant
to, for example, coating materials, [31, 32], metalworking processes, [33, 34] and lubricant com-
ponents. [35, 36, 37, 38] Here we focus on the applications of tribochemistry in reactions of
additives with surfaces.

1.1.2 Liquid lubricant additives

Additives are synthetic chemical substances added to lubrication formula that enhance the per-
formance of a base fluid in different ways. Additives can function by influencing the physical and
chemical properties of the base fluid or by influencing the physiochemical properties of metal
surfaces to provide friction reduction, wear protection, and corrosion inhibition.

The most basic function of lubricating oils is to create a liquid layer between moving sur-
faces to protect them from direct contact during relative motion. When the liquid between
the mechanical parts does not completely separate the moving surfaces, anti-wear (AW) and
extreme pressure (EP) additives form protective layers on metal surfaces to reduce wear. There
are various compounds that have AW/EP effects. These include organic sulfur and phosphorus
compounds, calcium and sodium salts, chlorine compounds, and ionic liquids. [39, 40] Examples
of additives based on organic compounds are zinc dialkyl dithiophosphate (ZDDP), tricresyl
phosphate (TCP), trixylyl phosphate (TXP) and dilauryl phosphate that have been proven to
be good AW and EP additives. They usually contain “active” elements such as sulfur and
phosphorus for strong adsorption. [41]

In addition to organic compounds, salts such as borates (e.g., calcium borate) have shown
not only good extreme pressure and anti-wear properties, but also to be non-toxic and odorless
as well as exhibit good thermal oxidation stability, anti-corrosion and anti-rust properties. [42]
Moreover, the excellent AW/EP properties of chlorine compounds have been conventionally
explained by their ability to coat metal surfaces with a low shear strength metal chloride film
under the influence of high pressure and in the presence of traces of moisture. [39]

Ionic liquids have also recently been reported as AW additives for their effective wear reduc-
tion. Their wear protection ability, which has been shown to be comparable to the commonly

1



used additive ZDDP, has made them an interesting focal point for tribology researchers. [37, 40,
43, 44]

One of the most important families of AW/EP additives are sulfur-containing additives.
Elemental sulfur has been added to metalworking fluids to improve EP properties since the
beginning of lubrication. Sulfur containing additives are divided into two types: active and
inactive. The active sulfur carriers have higher reactivity and hence provide better protection,
specially at lower temperatures. The downside of active sulfur additives is that they are corrosive
to some metals. The inactive type of sulfur-containing additives possess relatively stable S–C
bonds which will react at elevated temperatures only. [45] The mechanism of both active and
inactive sulfur carriers under EP conditions can be described as physical adsorption followed by
chemisorption and finally cleavage of the sulfur and its reaction with the metal surface (Fig. 1.1).
Generally, this reaction takes place at temperatures over 600°C. [46] We will be focusing on the
reactions between sulfur containing additives and surfaces, their pathways and kinetics.

Figure 1.1: Mechanism of sulfur-containing additives under extreme pressure conditions (image
from ref. [39])

1.1.3 Solid lubricants

There are some conditions under which the liquid lubricants are improved by the addition of or
even replaced by low friction solid materials. These conditions include aerospace/space appli-
cations where low temperatures cause liquid lubricants to freeze, dry machining where use of a
large amount of liquid lubricant is not cost effective, and food processing where contamination
by liquid lubricants is a health hazard. [47] Their stability under extreme pressure, temperature
and chemically reactive environments along with their resistance to deterioration in storage have
made solid lubricants very popular. For example, graphite with its hexagonal crystal structure
provides low friction and easy shear due to its weakly bonded layers. Graphite is thermally
stable at very high temperatures (2300 K and above) [48] but since graphite needs moisture to
achieve low friction the practical temperature of operation is limited to 900 K. The same need
for moisture limits the use of graphite in dry environments, specifically vacuum or space. [49]
An example of a solid lubricant that can be used in vacuum is Polytetrafluoroethylene (PTFE).
PTFE’s lack of chemical activity makes it a good candidate to be used in both atmosphere and
vacuum. [50, 51] Unlike graphite, PTFE does not rely on sliding layers to provide low friction.
The low surface energy of PTFE enables the macromolecules to move relative to each other
easily, ultimately providing very low friction coefficients. [52] The limitations of PTFE are its
low load carrying capacity and durability along with its low thermal stability. [53]

Among solid lubricants, MoS2 has shown great performance in providing lubrication to sur-
faces. MoS2 can be used as a dry lubricant by itself or as an additive in oils and greases. [47]
Its high thermal stability, greater load-carrying capacity compared to its alternatives, and the
ability to perform without a humid environment, makes this lubricant very interesting to many
researchers. MoS2 is a transition metal dichalcogenide with a layered structure where each layer
consists of molybdenum atoms sandwiched between sulfur atoms. Three main applications of
the material are in catalysis, opto-electronics and tribology. In catalysis, the chemically active
edges of MoS2 nanoparticles have been used to catalyze various reactions, including, hydrogen
evolution, [54] hydrotreatment of oil,[55] and pollutant removal. [56, 57] Additionally, in 2D
form, MoS2 is widely used as a catalyst for hydrogen evolution reactions [58, 59, 60] and CO2

reduction. [61, 62, 63, 64] In opto-electronics, single-layer MoS2 is a semiconductor with a di-
rect band gap that can be used to construct high efficiency transistors. [65, 66] MoS2 can be
synthesized by chemical vapor deposition to form large-area monolayers for use as atomically
thin optical and photovoltaic devices. [67] In tribology, the weak van der Waals forces between
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layers provide low shear resistance, making MoS2 an effective low-friction solid lubricant or, in
nanoparticle form, a liquid lubricant additive. [47, 68, 69, 70]

MoS2 can be doped to enhance its properties. There are four meta-stable sites for a dopant
in the MoS2 crystallographic structure. [71] Dopants can replace an Mo or an S atom in the
crystal structure or they can be intercalated between MoS2 layers either below a sulfur atom
(tetrahedral) or below a hexagonal hole (octahedral). Many different elements have been explored
as possible MoS2 dopants, particularly transition metals. [47, 72, 73] Ni, Cr, Ti, Au, Zr, and
Sb2O3 have shown to improve tribological performance of MoS2 in terms of friction reduction
and wear resistance. [74, 47, 75, 76, 77] Among these elements, it has been shown that MoS2
films co-sputtered with Ni compare favorably to undoped MoS2 in terms of friction, wear and
useful life of mechanical parts. [78, 79, 80, 81] Ni-doped MoS2 has also been shown to improve the
tribological performance of coatings at low temperatures, which makes Ni-doped MoS2 ideal as
a solid lubricant for space applications where performance at extreme conditions is critical. [74,
82]

1.1.4 Tribofilms

Tribofilms are protective films that form between tribological surfaces. These films decrease
friction and wear when a liquid lubricant can no longer entirely separate two surfaces in relative
motion. Formation of such films has been shown to be a result of reactions between the lubricant
additives and surfaces. [83]

Many studies have shown that tribofilms contain elements both from the additives and sur-
faces. [84, 85, 86, 87, 88] In mechanical components, the most common materials are ferrous
which make it reasonable to have elements such as iron in the tribofilms formed on these sur-
faces. But since surfaces and the lubricant additives themselves contain many different elements,
tribofilms have been reported to contain iron, sulfur, oxygen, carbon, phosphorus, and zinc. [84,
89, 90]

For sulfur-containing chemicals reaction with ferrous surfaces can lead to formation of iron-
sulfide films. It has been shown that iron-sulfide films have many application such as solar
energy, [91, 92] water treatment, [93, 94] corrosion, [95, 96] and tribology. [97, 98, 99] In tribology,
iron-sulfide films have shown to decrease friction between surfaces. [100, 101] It has been shown
that, with increasing concentration of sulfide on surfaces, wear decreases, which consequently
increases the lifetime of the mechanical parts (Fig. 1.2). [102] Since tribological surfaces are
subject to harsh conditions, such as high temperature, wear, and friction, the performance
of additives (or lubricants in general) can be determined by their ability to form protective
tribofilms.

Figure 1.2: Reduction in concentration of sulfur in iron-sulfide film as a function of wear. Results
show that wear decreases with increasing sulfur content in the tribofilm. Image from ref. [102]

The tribofilms formed from the reactions between these additives and surfaces are believed to
be induced by mechanical forces that are inherent to tribological interfaces. Reactions between
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additives and surfaces can be activated by heat generated by friction in the interface as well as
mechanical force on the contact. [103, 104, 105] Many studies have been carried out to investigate
the effect of force on film formation, however, the mechanisms by which the mechanical force
activates these reactions are not yet fully understood.

1.2 Effect of force on film formation reactions

The effect of force on rate of chemical reactions has been studied in the context of mechanochem-
istry. In tribological interfaces, these are forces that exist between surfaces in relative motion,
particularly, shear (friction) force. It has been shown that force accelerates these surface re-
actions by lowering the reaction energy barrier (and hence the amount of energy required to
initiate the reaction) or opening new reaction pathways. Specifically related to lubricant addi-
tives, shear force has shown to increase the rate of reaction for ZDDP on steel [105], iron [106],
silicon [107], and other non-ferrous surfaces [108], as well as for dimethyl disulfide [109, 110],
diethyl disulfide, and dimethyl trisulfide on copper [111]. The effect of shear force (or force in
general) on acceleration of reaction is often studied in the context of the Bell model. [112]

The Bell equation assumes a linear relationship for the lowering of a reaction energy barrier
by mechanical force. [112]

E(F ) = E0 −∆x‡ × F , (1.1)

In this equation, E(F ) is the reaction energy barrier as a function of force F , E0 is the energy
barrier in the absence of force, and ∆x‡ is the activation length, i.e., the distance between
reactant and transition states along the reaction coordinate. Together, ∆x‡ × F is the work
done by the force along the reaction coordinate. This is the amount of energy that is provided
to the reaction by the mechanical force which reduces the height of the energy barrier necessary
to initiate the reaction. The Bell model has been used in tribochemistry to investigate the role
of mechanical force in film formation reactions. The Bell equation has been used to describe the
reduction of activation energy of film formation reactions in experiments for ZDDP on tungsten
carbide [103] and oxygen-rich species on graphene sheets [27] as well as in computational studies
for dimethyl disulfide on stainless-steel [12] and methyl thiolate on copper. [113]

1.3 Reactive molecular dynamics simulations

1.3.1 Introduction

Early work studying films formation used macroscale tools to measure friction and wear, then
analyzed the composition of the resulting films with post-test characterization techniques such as
X-ray photoelectron spectroscopy. Such studies revealed that the friction and/or wear reduction
as well as film composition were dependent on the sliding conditions, specifically pressure and
temperature, and the chemical structure of the compounds [114, 102, 115, 116, 117]. Other
experimental studies have shown that there are differences between the compositions of films
formed during sliding and those of thermo-oxidative films [118, 119, 120]. Experimental studies
can directly measure reaction rates and observe the mechanochemical effect but they do not
enable direct observation of reaction pathways. Particularly for tribological processes, identifying
reaction mechanisms is challenging because the reactions happen between two surfaces in relative
motion. Therefore, computational methods that provide an atomistic view of the dynamics of a
chemical system can be beneficial for studying reactions.

Density Functional Theory (DFT) studies have observed the effect of the external force on
reactions, [113, 121] but, because of the computationally expensive methods of DFT, it can not
be used to investigate the initiation of the process of film formation over a period of time even
as short as a few nanoseconds.

Hence, there is a need for a method that both provides an atomistic view and is reasonably
large (in number of molecules and the time scale). Such conditions are satisfied by molecular
dynamics (MD) simulation. MD simulations have been used in addition to experiments to study
film formation on solid surfaces. [12, 122, 123, 124, 125, 126] These studies have used classical
MD where the evolution of a system is tracked through time by solving Newtonian equations
of motion for all of the atoms simultaneously. However, in classical MD, the formation and
breaking of chemical bonds is not considered. Bond forming/breaking is specifically important
when studying a chemical reaction in the context of the Bell model since parameters relating to
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chemical bonds (e.g., bond energy and compliance) are of interest. For such studies “reactive”
MD is used. Reactive MD simulations use a reactive empirical model (forcefield), that governs
the interactions between atoms and can capture bond formation and breaking.

1.3.2 Reactive forcefields

One of the most commonly used reactive forcefields is ReaxFF. [127] ReaxFF is a bond order-
based forcefield that includes covalent chemical bonds, atomic coordination and bond conjuga-
tion, van der Waals and Coulomb interactions, and more. Including both short range and long
range interactions and a smooth transition between the two makes ReaxFF a useful tool to study
chemical reactions. ReaxFF has been widely used to study tribochemical reactions such as slid-
ing SiO2 surfaces, [128] silica and water on Cu, [129] formation of carbon-based tribofilms, [130]
phosphate esters and iron oxide, [131, 132] MoS2 [133] and many more. For sulfur-containing
additives, ReaxFF has been used to study the reaction of thiol molecules with surfaces including
gold [134, 135, 136] and copper [137]. Additionally, for MoS2, ReaxFF has been used for the
formation of MoS2, [138, 139, 140, 141] the active sites of MoS2 edges, [142] creation of vacancy
sites, [133, 143], the distribution and dynamics of defects, [144] and friction properties. [145]

ReaxFF is an element-specific forcefield, meaning that the empirical parameters are fit, or
trained, specifically for a limited number of elements for a certain physical-chemical system. The
benefit of this approach is that ReaxFF can reproduce accurate results for that system. The
disadvantage is that ReaxFF is not available for every element of the periodic table and needs to
be optimized for specific chemical systems and materials of interest. The process of optimizing
a parameter set for a material or chemical system is called ReaxFF parameterization. In this
process, the data from first principle calculations such as DFT, or experiments, is used to opti-
mize a parameter set. The parameter set is then evaluated in several ways, including calculating
correct energy barriers, physical properties, etc. to confirm its accuracy. The forcefield can then
be used in reactive MD to study chemical reactions.

1.4 Dissertation outline

Studying tribochemical reactions and understanding how lubricant additives provide friction re-
duction and wear protection, as well as the mechanisms by which tribofilms form, is the key
to selecting or developing new additives for lubricated mechanical systems. The observation of
such reactions is experimentally challenging since the reactions happen between moving surfaces,
so atomistic simulations of the reactions can provide mechanistic insight. DFT calculations are
atomic-scale, but are only capable of studying small systems (maybe a few molecules on a small
surface). However, DFT can be used to parameterize or validate an empirical forcefield for re-
active MD simulations. Reactive MD simulations capture larger length scales than DFT and
enable analysis of reactions that happen between two surfaces that cannot be investigated exper-
imentally. This is the approach used here to study tribochemical reactions, reaction pathways
leading to and mechanisms of film formation, and kinetics of reactions, as well as the effect of
mechanical force. We specifically focus on two sulfur-containing materials that are commonly
used in industry either as a lubricant additive or a solid lubricant namely, di-tert-butyl disulfide
and Ni-doped MoS2.

Di-tert-butyl disulfide is a sulfur-containing EP additive that is commonly used in applied
interfacial systems and is well-studied experimentally. [146] For the case of the di-tert-butyl
disulfide on iron surface, a reaction pathway has been suggested [46] but, due to experimental
limitations that are present at tribological interfaces, is not completely understood. In chapter
2, we study this reaction by developing a simulation protocol to mimic the conditions of film
formation. We use DFT calculations to validate the parameter set developed for interactions
of Fe/S/C/H/O [147] by comparing both bond energies and bond lengths. Then, we identify
the reaction pathway that leads to film formation. We determine the rate-limiting step of this
reaction and use that to understand the conditions at which the reaction initiates.

It has been shown that shear force can accelerate the rate of film formation. In chapter 3,
we study a model of sliding surfaces at a range of temperatures subject to contact pressure. We
then calculate the yield of film formation reaction and use it in the context of the Bell model to
measure reaction activation energy with and without the presence of mechanical activation.

In chapter 4, we investigate the reaction pathways between di-tert-butyl disulfide and ferrous
surfaces in a more realistic environment. While lubricants include additives, most of the formula-
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tion consists of base oil. Additionally, although tribological surface are subject to constant wear,
which exposes pure iron to the lubricants and additives, it is important to model the tribological
surface that contains an oxide layer. To address these, we introduce a base oil, namely dode-
cane, and an iron-oxide surface to our simulation. We then investigate the reaction pathways
and analyze the effect of mechanical activation at different contact pressures. Finally, we study
the effects of temperature and pressure on reaction kinetics and discuss the mechanochemical
activation in the context of the Bell model.

For the case of Ni-doped MoS2, studies have shown that, under conditions such as low temper-
ature and in the absence of oxygen, the doped material exhibits better tribological performance
than undoped MoS2. Since there is no available ReaxFF parameter set that accurately predicts
the interactions between Mo/S/Ni atoms, in chapter 5, we optimize a parameter set that can
successfully reproduce the physical properties of Ni-doped MoS2. We use equations of states for
volume change with respect to lattice vectors, bond energy and bond lengths within the Ni-doped
MoS2 unit cell, vacancy-driven structural changes, and the effect of model size on total energy
of the model to validate the developed forcefield. Then, we will demonstrate the applicability
and accuracy of the force field by carrying out MD simulations to computationally synthesize
crystallized Ni-doped MoS2 by deposition and annealing.
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Chapter 2

Reactive Molecular Dynamics
Simulations of Thermal Film
Growth from Di-tert-butyl
Disulfide on an Fe(100) surface
K. Mohammadtabar et al. “Reactive molecular dynamics simulations of thermal film growth
from di-tert-butyl disulfide on an Fe(100) surface”. In: Langmuir 34 (2018), pp. 15681–15688

Introduction

Iron sulfide films are used for a variety of applications, including in solar energy, water treatment,
corrosion and tribology [97]. In the field of tribology, sulfur-containing molecules are used as
additives in lubricant formulations, where they react, typically with steel, during operation to
form protective films [83]. However, the mechanisms by which these important films form are
poorly understood because they arise within a sliding contact that cannot be directly probed
experimentally. It has been proposed that such films form when the additive molecules thermally
decompose as the temperature increases (on the order of ∼1000 K) in sliding interfaces [148].
More recent studies confirmed that shear is necessary to drive the formation of protective films
of some sulfur-containing additives [103] and that reaction kinetics are different for thermal vs.
shear-driven films [149]. In practice, it is likely that both thermal and shear effects contribute
to film formation in sliding interfaces. Here, we explore the reactions leading to the formation
of a thermal film, with the overall goal of both understanding the thermal film growth on its
own as well as for later using this information to contrast the thermal reaction pathway with
that driven by shear. We specifically focus on sulfidic films grown on iron, where iron is used as
opposed to the more application-relevant steel because the composition and surface structure of
iron are better defined.

Early work studying films from sulfur and iron used macroscale tools to measure friction
and wear of organic disufides in oil and then analyzed the composition of the resulting films
with post-test characterization such as X-ray photoelectron spectroscopy. Such studies revealed
that the friction and/or wear reduction as well as film composition were dependent on the slid-
ing conditions, specifically pressure and temperature, and the chemical structure of the sulfur
compounds [114, 102, 115, 116, 117]. More recent studies applied additional surface character-
ization techniques, such as X-ray absorption near edge structure and atomic force microscopy,
and revealed differences between the composition of films formed during sliding and that of
thermo-oxidative films [118, 119, 120]. The challenge with extracting information about reac-
tion pathways from the above studies is the complexity of the system, which contains not only
the sulfur compound and iron, but also base oil and sometimes other additives. As an alterna-
tive, it has been shown that liquid phase lubrication in boundary conditions can be simulated
by gaseous species having the same chemical function as the lubricant additive, which provides
a means of isolating the reactions of interest [150]. This approach was implemented in exper-
iments with only sulfide molecules (i.e., no oil) on iron foils in vacuum or ultra-high vacuum
where film growth rates were obtained using a microbalance, and the composition of the film
was characterized using various techniques. Such studies explored the reaction rates and film
composition of dimethyl disulfide [151, 148], carbon disulfide [152], and diethyl disulfide [148, 97]
on iron. These studies showed that the reaction rate varied with temperature and pressure, and
analyses suggested the trends could be explained by a two-stage film formation process where
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the reaction initially slows due to the formation of a saturated sulfur layer, but then resumes at
higher temperatures as sulfur diffuses into the substrate.

Experimental studies have been complemented by molecular dynamics (MD) simulations,
mostly focused on self-assembled monolayers. Previous simulation work dealing with alkanethiols
has been primarily carried out on ideal gold or copper surfaces [122, 123, 124, 12]. There
are, however, select simulation studies with sulfur-containing molecules and iron surfaces, both
investigating corrosion inhibitors on Fe(110). Specifically, simulations were used to explore the
adsorption behavior of three thiazole derivatives in sulfuric acid solution [125] and the packing
of a self-assembled 2-mercapto-5-methyl-1,3,4-thiadiazole film [126]. Both of these studies used
classical MD with the non-reactive COMPASS force field [153].

Although classical MD can provide insight into the behavior of sulfur-based films, connec-
tivity between atoms is predefined in such simulations, so they cannot capture the formation of
films through covalent bonding with a surface. The most accurate way to model the formation
and breaking of covalent bonds is using first principles quantum calculations. However, this
approach is often too computationally intensive to model the full dynamic evolution of a system.
The alternative is a reactive potential, which uses a bond order to implicitly describe chemical
bonding [154]. Reactive potentials have been used to model hydrocarbon film growth via depo-
sition of ethylene and acetylene on diamond [155, 156, 157] and acetylene on Ag(111) [158]. One
of the most commonly used reactive potentials, and the one used in this study because of the
availability of parameters for the atoms in our system, is ReaxFF [127].

ReaxFF parameters have been developed to model the reaction of thiol molecules with sur-
faces including gold [134, 135, 136] and copper [137]. ReaxFF has also been used to model
Fischer-Tropsch synthesis, with parameters developed to describe the interactions of iron or iron
carbide surfaces with hydrogen and carbon monoxide [159, 160, 161]. One ReaxFF parameter
set has also been developed that includes both sulfur and iron [147], albeit not specifically for
reactions between organic sulfur compounds and iron. Although the parameters were originally
developed to model pyrite (FeS2), here we demonstrate that it can also capture the adsorption
of di-tert-butyl disulfide molecules and radicals derived from them on iron surfaces.

As summarized above, experimental techniques have been used to investigate the reaction
rates and composition of films grown on iron with simple sulfur-containing molecules in gas-
phase. However, such experiments are limited to model molecules, i.e., not actual additives, and
do not directly provide information about reaction pathways at the atomic scale. Simulations
are ideally suited to address this limitation, but, typically, they are based on an assumed surface
film morphology and coverage. This assumption has been made because standard, non-reactive
interaction potentials are unable to reproduce the chemical processes of film formation, while the
times necessary to treat the entire film formation using the much more time-consuming reactive
potentials may exceed the available computational capabilities. While reactive simulations have
begun to be utilized to model film growth, none yet have been applied to study the interactions
of sulfur-containing molecules on iron.

In this work, to address the gap identified above, we explore the thermal film formation pro-
cess of di-tert-butyl disulfide on iron using reactive MD. Di-tert-butyl disulfide is an extreme-
pressure additive that is commonly used in applied interfacial systems and is well-studied ex-
perimentally [146]. The applicability of the reactive potential for this model system is justified
by comparison of adsorption energies and distances to ab-initio calculations. Then, reactive
MD simulations of di-tert-butyl disulfide on an Fe(100) surface are run at temperatures repre-
sentative of flash temperatures expected in sliding contacts [148]. We initially model a single
di-tert-butyl disulfide molecule on the iron surface to characterize the reaction pathway, includ-
ing decomposition and chemisorption of the molecule. The rate limiting step in this process is
then identified using simulations where the temperature is ramped up in a step-wise manner.
Next, the initial stages of film growth are explicitly modeled. While we omit a base oil solvent
for the sake of simplicity, we mimic the iterative nature of such film formation by introducing the
molecules in several “waves”, so that each group of molecules has sufficient time to undergo the
necessary reactions to chemisorb to the surface. This approach represents the next step towards
modeling dynamic thermal film growth with real, application-relevant molecules using a reactive
potential. It is applied here to describe the film formed with di-tert-butyl disulfide interacting
with iron, but could be applied subsequently to explore the growth of other films on a variety
of surfaces.
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2.1 method

2.1.1 Density Functional Theory

Spin-polarized density functional theory (DFT) calculations were performed using the Vienna
Ab-Initio Simulation Package (VASP) [162, 163, 164, 165, 166, 167]. To describe the interac-
tion between the core and the valence electrons, the projector augmented wave (PAW) [168]
method was applied. Van der Waals (vdW) interactions were considered in the calculations
via the optimized Becke86 [169] van der Waals (optB86b-vdW) [170, 171] exchange-correlation
functional.

The calculation parameters were converged with respect to the total energy within 1 meV.
For relaxations, a tight convergence criterion of 10−5eV on the total energy in the self-consistency
cycle was used, while for static calculations a value of 10−6eV was applied. In both cases, a
cutoff energy of 600 eV was selected for the plane-wave basis set. The k -space integrations were
performed using a 2 × 2 × 1 Monkhorst-Pack mesh [172, 173], static calculations employed the
tetrahedron method with Blöchl corrections, and relaxations featured Gaussian smearing with a
width of 0.05eV. A conjugate gradient algorithm was used to carry out the relaxations, during
which the atomic nuclei were displaced while keeping the shape and volume of the cell constant
until all forces were smaller than 0.1eV/nm.

To model adsorption under the DFT framework, a supercell was constructed consisting of
an iron surface and either a di-tert-butyl disulfide molecule or a tert-butyl thiyl radical derived
from it. The geometry of the molecule was optimized by performing a relaxation of the isolated
molecule in a cubic box of 1.2 nm side length, keeping the relaxation parameters consistent with
the rest of the calculations. For the iron surface, two adsorption surfaces, Fe(110) and Fe(100),
were considered in this study. To model these surfaces, orthogonal (4 × 6) and (4 × 4) surface
slabs of four atomic layers of bcc Fe were constructed using a lattice constant of 0.287 nm. The
resulting slab surface areas of 1.148× 1.218 nm and 1.148× 1.118 nm reduced the effect of the
interaction between the adsorbed molecule and its mirror image on the total energy to less than
1 meV/atom. To avoid slab–slab interactions, a vacuum space of 2.1 nm was introduced to the
supercell. Dipole corrections were applied to compensate for the artificial electrostatic potential
introduced by the periodic boundary conditions in the supercell approximation. The resulting
slabs were relaxed to obtain the initial surface geometries used in the adsorption calculations.
During these relaxations, the atoms of the lowest layer were kept fixed at the bulk-like positions,
while the rest of the atoms were allowed to move in all directions. The di-tert-butyl disulfide
molecule or tert-butyl thiyl radical was placed on top of the surface, followed by a relaxation.
For each relaxed system, a static calculation with higher accuracy was carried out to determine
the total energy. The relaxed structures on the (100) surface are shown in Figure 2.1.

2.1.2 Molecular Dynamics Simulations

The MD model consisted of di-tert-butyl disulfide molecules interacting with bcc iron. Initial
atomic configurations were created in Virtual Nano Lab (VNL) [174], with di-tert-butyl disulfide
atom coordinates downloaded from Pubchem [175]. Minimization and dynamics simulations were
performed with the LAMMPS [176] simulation package. All atomic interactions were modeled
using ReaxFF [127] with a parameter set from Shin et al. [147]. Visual analysis of the simulations
was done using the OVITO [177] visualization package.

The lateral boundaries of the simulation box were periodic, while in the direction normal
to the surface they were kept fixed at a height that varied depending on the position of atoms
in the system. In dynamics simulations, the time step was 0.25 fs. During these simulations,
the three bottom layers of iron atoms were fixed in space, the two central layers of iron were
temperature controlled using a Langevin thermostat with a damping factor of 0.025 ps, and
Newtonian dynamics were applied to the top three layers of iron as well as the di-tert-butyl
disulfide molecules. Because of the system size and the small expected temperature gradients, it
was not deemed necessary to implement an electron-phonon coupling scheme to better reproduce
the thermal conductivity of iron [178].

Three types of reactive simulations were performed to: (i) calculate the adsorption energy
and compare it to DFT results; (ii) characterize the reaction pathway and identify the rate
limiting step in that reaction; and (iii) model the growth of a thermal film by cyclic addition of
di-tert-butyl disulfide molecules.
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(a) Model 1: di-tert-butyl
disulfide – vertical

(b) Model 2: di-tert-butyl
disulfide – horizontal

(c) Model 3: tert-butyl thiyl –
sulfur up

(d) Model 4: tert-butyl thiyl –
sulfur down

Figure 2.1: Equilibrium geometries from DFT for the four adsorption configurations on an
Fe(100) surface. Fe atoms are brown, S yellow, C gray, and H white. This figure was created by
Pedro O. Bedolla at the “Excellence Centre of Tribology” (AC2T research GmbH)

Adsorption Energy Calculation

To ensure that the ReaxFF parameter set used here is applicable to the system being modeled,
we first compared adsorption energies and distances to those calculated from DFT. The atom
positions from the model systems in the DFT calculations (Figure 2.1) were imported into
LAMMPS. This included a di-tert-butyl disulfide in two different orientations and a tert-butyl
thiyl radical in two different orientations, on both the (100) and (110) surfaces of iron. In both
cases, the model dimensions were the same as those in the DFT calculations. As discussed later,
only the (100) surface was used in subsequent dynamics simulations, but both were evaluated
here to better test the potential. Systems containing (a) only the molecule/radical, (b) only
the iron slab, and (c) the molecule/radical on the iron slab were constructed. Each system was
minimized with ReaxFF using the conjugate gradient algorithm.

Reaction Pathway Characterization

For the reaction pathway simulations, 18 di-tert-butyl disulfide molecules with random orien-
tations were placed approximately 0.5 nm above the Fe(100) slab. The slab consisted of 1152
atoms and was 3.44×3.44×1.14 nm in the x, y and z directions, respectively (see upper left inset
to Figure 2.2). The model was energy minimized, then dynamics was run, first at 300 K for
0.2 ns, and then ramped up to 900 K over 100 ps. This high temperature was chosen both to
accelerate the chemical reactions as well as to be consistent with the temperature range expected
for a thermal film that occurs in a sliding interface [148]. The trajectory and bonding state of in-
dividual atoms were analyzed to characterize the reaction pathway [15, 29]. Then, to isolate the
rate limiting step, the simulation was repeated, but with the temperature ramped up from 300
to 900 K at 100 K increments, with the system held at each temperature for 150 ps. Throughout
these simulations, the bond order of each atom was calculated by the ReaxFF potential and
recorded. A Python script was written to count the number of bonds between different atom
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types, where a bond order of 0.3 or more was considered to be a covalent bond.

Film Growth Protocol

The initial model described above was also used as the starting point of the thermal film growth
simulations. One cycle of the process is shown in Figure 2.2. After the addition of the di-tert-
butyl disulfide molecules 0.2 nm above the Fe(100) surface, the simulation was run at 300 K
for 275 ps. The temperature was then increased linearly to 900 K over 100 ps and held at the
final temperature for 245 ps. During the temperature ramp and the constant high temperature
simulation, some molecule fragments detached from the surface. To limit how far the atoms in
these fragments could travel, a repulsive wall was placed above the surface [158]. At the end
of the high-temperature equilibration, any molecules or radicals not bonded to the surface were
removed from the model. This was done to mimic the diffusion of molecules or radicals into
a much larger reservoir of lubricant, as would be the case in a real lubricated contact. Then,
the system was cooled down linearly to 300 K over 100 ps. These steps (1–1 through 1–4 in
Figure 2.2) represent the first cycle of the film growth process. The next cycle began by adding
a second set of 18 di-tert-butyl disulfide molecules 0.9 nm above the surface, then the process
started again at step 2–1. The procedure described above for the second cycle was carried out
three times, for a total of four cycles of thermal film growth. While we do not explicitly model
base oil solvent for simplicity, the approach described above approximates the iterative nature
of film formation in a lubricated interface by introducing the molecules in several “waves”, so
that each group of molecules has sufficient time to undergo the necessary reactions to chemisorb
to the surface.

Figure 2.2: Simulation protocol for iteratively growing a thermal film of di-tert-butyl disulfide
on an iron surface. The insets show perspective view snapshots of the simulation at points
corresponding to the numbers in the plot of temperature vs. time, where labels indicate cycle–
stage, e.g., 1–2 corresponds to the second stage of the first cycle. Sphere colors are: brown –
iron, yellow – sulfur, gray – carbon and white – hydrogen.

2.2 Results and Discussion

2.2.1 Validation of the Empirical Model

MD simulations were performed with a ReaxFF parameter set that includes both sulfur and
iron [147], but was not developed specifically for the model system we are studying here. There-
fore, we first confirmed the applicability of this parameter set to modeling the interactions of
di-tert-butyl disulfide and iron by comparing adsorption energies obtained from the force field
to those calculated using DFT. In both the ReaxFF and DFT calculations, the energy of the
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molecule/radical, iron slab, and molecule/radical adsorbed on the slab were used to obtain the
adsorption energy according to the equation

Eads = Emol+Fe
tot − (Emol

tot + EFe
tot), (2.1)

where Emol+Fe
tot is the total energy of the products adsorbed on the Fe slab at the equilibrium

distance, EFe
tot is the total energy of the clean Fe slab, and Emol

tot is the total energy of the isolated
gas-phase disulfide molecule or thiyl radical.

The results are shown in Tables 2.1 and 2.2 for the (110) and (100) surfaces, respectively,
where the model numbers refer to the configurations shown in Figure 2.1. The adsorption
energies obtained from ReaxFF are comparable to those calculated from DFT in most cases.
The agreement is particularly good for the Fe(100) surface, for which the difference between
DFT and ReaxFF energies is less than 1 eV for all model configurations. The equilibrium
distance is defined as the perpendicular distance between the two closest atoms, one belonging
to the slab and the other to the molecule or radical. All equilibrium distances are in good
agreement, with a maximum difference between DFT and ReaxFF of 0.02 nm. Based on the
above analysis, we used the (100) surface for all subsequent MD simulations.

System Equilibrium distance (nm) Adsorption energy (eV)

DFT ReaxFF DFT ReaxFF

Model 1 0.22 0.20 -0.40 -0.80
Model 2 0.15 0.17 -5.21 -3.93
Model 3 0.20 0.18 0.11 -0.66
Model 4 0.15 0.16 -4.34 -3.26

Table 2.1: Comparison of equilibrium distances and adsorption geometries calculated with DFT
and ReaxFF for the systems with an Fe(110) surface

System Equilibrium distance (nm) Adsorption energy (eV)

DFT ReaxFF DFT ReaxFF

Model 1 0.19 0.18 -0.39 -0.94
Model 2 0.13 0.11 -5.75 -6.60
Model 3 0.18 0.18 -0.72 -0.56
Model 4 0.12 0.10 -4.48 -4.23

Table 2.2: Comparison of equilibrium distances and adsorption geometries calculated with DFT
and ReaxFF for the systems with an Fe(100) surface. The values obtained from DFT calculations
in this table (Table 2.1 and 2.2) were acquired by Pedro O. Bedolla at the “Excellence Centre
of Tribology” (AC2T research GmbH)

2.2.2 Reaction Pathway for Iron Sulfide Formation

ReaxFF simulations were initially run at 300 K for 0.2 ns and then ramped up to 900 K to
accelerate the chemical reactions. The movement and bonding of individual molecules was
tracked to analyze the reaction pathway. A representative case is shown in Figure 2.3. We observe
that the sulfur–sulfur (S–S) bond breaks soon after the molecule approaches the surface. Note
that this bond does not break if the molecule is far from the surface, indicating that interactions
with the iron caused a weakening of the S–S bond. This is followed by the formation of covalent
bonds between sulfur and iron. Finally, the sulfur–carbon (S–C) bond breaks, and a tert-butyl
group is released. This reaction pathway was observed for multiple initial orientations of the
di-tert-butyl disulfide relative to the surface. Further, a second set of simulations was run with
a time step of 0.1 fs, and the same reaction pathway was observed. This general reaction path –
in which the S–S bond breaks, the sulfur atoms bond with the iron surface, and two tert-butyl
radicals are released – is consistent with what has been previously proposed for dimethyl and
diethyl disulfide on iron based on experimental measurements [148].

Three key steps can be identified in the reaction described above: breaking of the S–S bond,
formation of the iron–sulfur (Fe–S) bond, and release of a tert-butyl group via breaking of the

12



(a) (b) (c)

(d) (e) (f)

Figure 2.3: Snapshots from the simulation illustrating the reaction pathway for a representa-
tive di-tert-butyl disulfide. To highlight the atoms of interest, iron atoms are shown partially
transparent and all other atoms not involved in the reaction are shown in stick representation.
Images (a) through (e) correspond to the 300 K stage of the simulation, and (f) was taken from
the simulation after the temperature increase to 900 K. The snapshots illustrate the reaction
pathway consisting of (a) a di-tert-butyl disulfide molecule approaching the surface, (b) break-
ing of the sulfur–sulfur bond, (c)–(e) formation of sulfur–iron bonds, and (f) breaking of the
carbon–sulfur bond and release of a tert-butyl group, where only one of the two sulfur atoms
that chemisorbed from this di-tert-butyl disulfide molecule is highlighted.

The stick/sphere colors are the same as in Figure 2.2.

S–C bond. Previous work has shown that the S–S bond in disulfides is weak (bond dissociation
energies of ∼65 kcal/mol for dialkyldisulfides and ∼50 kcal/mol for diaryldisulfides) compared
to the S–C bond (∼73 kcal/mol in dimethylsulfide and ∼77 kcal/mol in diethylsulfide) [179].
This indicates that the S–S bond should break at lower temperatures than the S–C bond, so the
release of the tert-butyl group is likely to be the rate limiting step in the reaction.

To confirm that our simulation reproduces this expectation, we performed simulations in
which the temperature was ramped up from 300 to 900 K at 100 K increments, as illustrated
in Figure 2.4. Figure 2.4a shows that the S–S bonds start breaking at room temperature and
are broken in all di-tert-butyl disulfide molecules before the temperature reaches 500 K. The
formation of Fe–S bonds occurs somewhat more slowly (Figure 2.4b), with almost all of the S
atoms in the system bonded with the Fe by the time the temperature reaches 800 K. However, the
slowest reaction is clearly the breaking of the S–C bond, which, as shown in Figure 2.4c, does not
start happening until the temperature reaches 700 K, and only ∼ 20% of the tert-butyl groups
have been released by the end of the temperature plateau at 800 K. Increasing the temperature
to 900 K finally pushes the fraction of detached tert-butyl groups beyond 70%. The observation
from our simulations that organic moieties are not easily released from the surface is consistent
with the presence of carbon in experimental thermal films [148]. In general, a comparison of
the temperature at which each reaction occurs indicates that, as expected, the release of the
tert-butyl group through breaking of the S–C bond is the rate liming step of the reaction of
di-tert-butyl disulfide with an iron surface.

2.2.3 Modeling Thermal Film Growth

The film growth protocol illustrated in Figure 2.2 was run four times. Throughout the simulation,
the sulfur coverage was calculated from the number of sulfur atoms covalently bonded to the iron
surface divided by the total number of available bonding sites (in this case 144). The coverage
and actual temperature are shown in Figure 2.5 along with top view snapshots of the surface and
atoms bonded to the surface at the end of each cycle. During the 300 K stage of the first cycle, we
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(a) (b) (c)

Figure 2.4: Temperature dependence of the three key steps in the reaction: (a) breaking of the
S–S bond in the di-tert-butyl disulfide, quantified by the number of S–S bonds; (b) chemical
bonding with the surface, quantified by the number of S atoms bonded to the surface; and
(c) release of tert-butyl groups, quantified by the number of detached tert-butyl groups in the
simulation.

(a) (b)

Figure 2.5: (a) Sulfur coverage on the iron surface and model temperature during four cycles
of the film growth protocol. (b) Top view snapshots of the model after each of the four cycles.
Only the topmost Fe atoms and S atoms or tert-butyl thiyl radicals bonded to the surface are
shown. S atoms that bonded to the surface during a given cycle are shown in red while those
that bonded to the surface in a previous cycle are shown in yellow.

observe that the sulfur coverage increases rapidly, up to 18%. There are a few additional bonds
formed during the temperature ramp, and then the coverage remains constant during most of
the 900 K stage of the first cycle. During this time, S–C bonds break, enabling tert-butyl groups
to leave the surface; these radicals are subsequently removed from the simulation. The reaction
pathway is the same as that described above based on simulations of single molecules on iron.
Further, we observe that, in most cases, S atoms from a given di-tert-butyl disulfide molecule
bond with Fe at adjacent sites on the surface. At the end of the first cycle, the sulfur coverage
is at 24%.

The second and third cycles exhibit similar behavior as the first, with sulfur chemisorption
occurring during the 300 K phase and then tert-butyl removal during the 900 K phase. However,
the rate of coverage increase with time is slower each cycle due to the decreasing availability of
reaction sites. An analysis of Figure 2.5b suggests that film growth after the first cycle occurs by
new sulfur atoms preferentially adsorbing to those iron atoms that are least saturated by previ-
ously adsorbed sulfur atoms. At the end of the second and third cycles of tribofilm growth, the
surface coverage is 31% and 37%, respectively. During the fourth cycle, few additional reactions
occurred and the film reached a maximum coverage of 39%. This is likely near the maximum
coverage that can be achieved within the nanosecond-scale duration of a reactive MD simulation.
Unfortunately, the results cannot be compared directly to experimental observations of Fe–S film
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growth over minutes of reaction time [151, 148, 152, 97]. However, the simulations complement
experimental approaches since the simulations enable direct observation of individual species
involved in reactions with surfaces and their behavior under various conditions, providing in-
formation about the initial stages of film formation that is not currently accessible using even
highly resolving surface analytical methods.

To evaluate the friction reducing potential of a fully grown Fe–S film, we performed some
preliminary simulations of moving a hemispherical Fe(111) tip with a diameter of 1.38 nm over
the surface at normal loads ranging from 0.7 to 5.5 nN, equivalent to 0.5 to 3.7 GPa. This was
done on a clean Fe(100) surface and on a surface covered with 144 S atoms, which translates
into 100% coverage. We analyzed the friction-versus-load behavior, F (L) = µL+F0, where F is
the friction force, µ the coefficient of friction, L the normal load, and F0 the load-independent
friction at zero load that is generally related to adhesion [180]. The friction coefficient µ was
reduced by 50% in the system with the Fe–S film, and the dominating load-independent force
F0 was reduced by more than 85% of the value obtained with the clean Fe(100) surface. This
led to an overall reduction of friction force by a factor of approximately six. The results of this
preliminary simulation are consistent with experimental observations of the benefits of sulfur
on iron surfaces, including more sulfur content leading to lower wear [102] and higher seizure
load [148].

2.3 Summary and Conclusions

Films formed by chemical reactions between ferrous surfaces and di-tert-butyl disulfide – an
important extreme pressure additive, e.g., used in gears – are critical to the efficiency and use-
ful lifetime of mechanical components with lubricated interfaces. Here, we modeled the initial
steps of the thermal formation of such a protective film using molecular dynamics simulations
with a reactive empirical potential, validated for the most relevant interactions by comparison
of adsorption energies to DFT calculations. The empirical model was used to identify the reac-
tion pathway leading to iron sulfide: the S–S bond in the di-tert-butyl disulfide breaks, the S
atoms bond to the Fe(100) surface, and then tert-butyl groups are released. This observation is
consistent with pathways for reactions between sulfur-containing molecules and iron previously
proposed based on experimental measurements. Next, simulations performed at increased tem-
peratures suggested that the breaking of the S–C bond enabling tert-butyl radical release was the
rate limiting step of the reaction. With this understanding of the steps associated with surface
reactions, we implemented a simulation protocol to mimic the process by which films form in
lubricated interfaces where the surfaces are repeatedly exposed to temperature increases due to
sliding. Using this approach, the onset of the formation of an iron sulfide film was captured.

Future research efforts specifically focused on di-tert-butyl disulfide and ferrous surfaces can
build on the foundations established in this work. For example, here we mimicked molecules at
the surface being replenished through lubricant flow by manually adding new molecules to the
system. However, more complex models can explicitly incorporate base oil molecules and liquid
flow to confirm that the reactions we observe here are indeed representative of the precursors of a
thermal film in a lubricated interface. Further, in practice, these films form through the combined
effects of frictional heating and mechanical stress. Future models can incorporate load and/or
shear by introducing an iron counterbody that confines the additive molecules, as demonstrated
by the preliminary simulations of frictional sliding described in the previous section. Such an
approach can be used to differentiate the effect of temperature from that of shear in driving
chemical reactions. Moreover, the thermal film growth simulation approach was demonstrated
here with an ideal Fe(100) surface. This choice reflects the assumption that nascent iron surfaces
are exposed as surfaces slide relative to one another, but is a simplified approximation of the
likely surface composition and structure. The approach demonstrated here can be extended to
study the interaction of di-tert-butyl disulfide (or other additives) with other iron surfaces or
with iron oxide. Lastly, thermal films, both with sulfur-containing molecules and otherwise, are
present and important in many different applications. Therefore, the approach demonstrated
here can be applied to explore the initial stages of film formation in a variety of scientific and
engineering fields.
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Chapter 3

Heat-, Load-, and Shear-Driven
Reactions of Di-tert-butyl
Disulfide on Fe(100)
K. Mohammadtabar et al. “Heat-, load-, and shear-driven reactions of di-tert-butyl disulfide on
Fe(100)”. In: J. Phys. Chem. C 123(32) (2019), pp. 19688–19692

3.1 Introduction

The surfaces of moving mechanical components are protected from damage during operation by
films that form when lubricant additives are present between the sliding surfaces. Analysis of
these protective films has shown that they are composed of elements from both the lubricant
additives and the surface material [84, 85, 87, 88, 86]. The implication is that the films are
formed through chemical reactions between the additives and surfaces. Some of these films do
not form or only form very slowly if the surface is simply immersed in a lubricant with additives
under ambient to moderate conditions [181, 182, 183]. Accordingly, the common understanding
is that these reactions are driven by factors that arise in the sliding contact. Physical factors in
sliding contacts include temperature, load and shear force [184, 185, 186, 110]. First, frictional
sliding results in heat generation, which can drive film-forming chemical reactions thermally.
Second, normal loads on relatively small contact patches can result in high pressures, which
place reactants in closer proximity, thereby facilitating chemical reactions. Lastly, shear forces
are always present in sliding interfaces and are believed to contribute to film growth through
mechanochemical reactions.

Numerous studies have now shown that shear force can drive chemical reactions on surfaces;
for example, film growth from reactions between zinc dithiophosphate and steel, [107, 187, 186,
188] cleavage of oxygen and fluorine from graphene, [27] or dissociation of methyl thiolate from a
copper surface [12]. These observations are consistent with a modification of the Arrhenius model
in which a force applied along the reaction coordinate lowers the energy barrier for a reaction,
thus accelerating chemical reactions. Although this model is typically used to describe the
effect of normal force, it has been applied to capture shear-driven reactions [189]. However, the
mechanism by which shear accelerates reactions is still a subject of active research. For example,
it is not known whether shear simply drives reactions to occur faster through the same pathway
as observed thermally, or if shear enables reaction pathways that are not available thermally.
There is some evidence of the latter from vapor phase lubrication experiments complemented
by reactive molecular dynamics simulations [15, 131], but not specifically related to reactions
between lubricant additives and surfaces. Studies of additive-surface interactions have suggested
that the first step of film formation is additive decomposition, which leads to generation of
radicals that interact and react with the surface [181, 183]. Decomposition is believed to be the
first reaction step for thermal- and shear-induced films, which is supported by the observation
that both films have similar compositions [85, 183, 86]. Therefore, it is difficult to differentiate
or isolate the effects of heat and shear on film formation. Further, it is likely that the relative
contribution of these two effects depends on interface conditions, and it has been proposed that
film formation is thermally driven under extreme pressure conditions and driven by shear under
moderate conditions [110].

Protective films frequently contain sulfur, and this element is incorporated in many surface-
active additives that are critical components of common lubricant formulations. The sulfur
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reacts with the surfaces, typically steel, during operation to form iron-sulfide-based films [83,
190]. However, the mechanisms through which these films form are still poorly understood,
due in part to challenges with experimental investigation of additive-surface interactions. This
limitation suggests the use of simulations that can capture reaction pathways at the atomic
scale. In a previous study, we used reactive molecular dynamics (MD) simulations to study the
thermal contribution to film formation for di-tert-butyl disulfide on an Fe(100) surface [1]. The
simulations were used to identify the thermally driven reaction pathway as follows: S–S bonds
in the di-tert-butyl disulfide break, S atoms in tert-butyl sulfide bind to the Fe(100) surface,
and then S–C bonds break enabling the release of tert-butyl groups. These steps are consistent
with the reaction pathway previously proposed for sulfur-containing molecules and iron, based
on previous experimental measurements [148]. Simulations at various temperatures showed that
the rate limiting step was the S–C bond scission and that significant detachment of tert-butyl
radicals did not occur until the temperature was increased to 700 K or higher. However, film
formation from organic disulfides has been observed in sliding contacts at significantly lower
system temperatures [191, 151, 192], suggesting that other factors in addition to heat contribute
to films observed at sliding contacts.

In practice, film formation from di-tert-butyl disulfide on ferrous surfaces is likely driven by
a combination of heat, load and shear. However, these effects cannot be isolated experimentally
since all of them are occurring simultaneously, hidden from view in a sliding interface. The
inability to differentiate the roles of individual contributions to film formation limits efforts
to develop optimized lubricant additives or additives with application-specific film formation
properties. To address this, here we use simulations to deconvolute the effects of heat, load and
shear on chemical reactions between di-tert-butyl disulfide and Fe(100). Specifically, reactive MD
simulations that capture the formation and breaking of covalent bonds are used to characterize
the key steps along the reaction pathway leading to film formation.

3.2 Methods

The initial atomic configurations of di-tert-butyl disulfide molecules (Fig. 3.1a) were obtained
from PubChem [175]. These molecules were confined between two bcc Fe(100) slabs were created
using Virtual NanoLab [174] and Packmol [193]. Energy minimization and molecular dynamics
were performed using the open-source MD code LAMMPS [176]. All visualizations were done
using OVITO [177]. Post processing and data analysis were performed using scripts written in
Python.

Two bcc Fe(100) slabs with dimensions of 3.4×3.4×1 nm were created and positioned in the
model with a 2 nm gap between them in the z-direction. The Fe(100) surfaces were model ap-
proximations of steel on which the iron oxide layer is worn off during sliding. This simplification
also facilitated analysis of reaction pathways, which were same everywhere on the surfaces, in
contrast to reactions that occur on irregular surfaces such as amorphous iron oxide where many
different pathways can be observed [4, 194]. Then, 54 di-tert-butyl disulfide molecules were ran-
domly distributed in the gap. The model fluid consisted only of additive molecules, i.e., no base
oil, to limit the size of the simulation and increase the number of additive-surface interactions.
A snapshot of the simulation after the initial equilibration is shown in Fig. 3.1b. The boundary
conditions were periodic in the directions in the plane of the iron surfaces (x and y) and fixed
in the surface-normal direction (z). The atoms in the bottom atomic layer of the lower slab and
the top atomic layer of the upper slab were treated as rigid bodies to facilitate imposing the
desired kinematics to the system.

Atomic interactions were modeled using the ReaxFF force field [127] with a previously de-
veloped parameter set for Fe/S/C/H/O [147]. This parameter set was shown to accurately
reproduce adsorption energies calculated using density functional theory (DFT) for di-tert-butyl
disulfide and its radicals on Fe(100) [1]. The temperature was controlled using a Langevin ther-
mostat with a damping parameter of 25 fs, acting only on the two layers of Fe atoms adjacent
to the fixed atoms in both slabs. The di-tert-butyl disulfide molecules and the three layers of Fe
atoms adjacent to these molecules were integrated in the microcanonical ensemble with a time
step of 0.25 fs, and their temperature was controlled indirectly via the thermostat applied to the
adjacent atoms.

To isolate the effects of heat, pressure, and shear on reactions between the di-tert-butyl disul-
fide and the iron surfaces, simulations were run in three stages. Following energy minimization,
simulations without normal load or shear were run for 2 ns each at constant temperatures of
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Figure 3.1: Snapshots of (a) the di-tert-butyl disulfide molecule and (b) the simulation domain
shortly after the initial equilibration. Close-up views of specific steps in the pathway leading to
the formation of iron sulfide are shown in (c) to (e), where all atoms except those involved in
the reaction are faded out: (c) di-tert-butyl disulfide approaches the iron surface; (d) formation
of Fe–S bonds by chemisorption of the tert-butyl sulfide radical on the iron surface; and (e)
breaking of the S–C bond, leading to detachment of a tert-butyl radical. Sphere colors represent
yellow – S, gray – C, white – H and brown – Fe.

300, 400, 500, 600, and 700 K. After completion of the first stage, a normal load was applied to
the atoms in the rigid body of the top wall. The top wall moved in −z-direction in response to
this load, reaching a final constant pressure of 1 GPa. All five temperature cases were subject
to this pressure for another 2 ns. Keeping the pressure at 1 GPa, the top and bottom iron slabs
were then moved laterally in opposite directions at speeds of vx = ±5 m/s. The component
of the kinetic energy in the z-direction was excluded from the temperature calculation during
the load stage and the x-direction component was excluded in the load and shear stages. Shear
simulations were run at all five temperatures for 2 ns. During all simulations, the positions
and bond orders of the atoms were recorded every 1.25 ps. A covalent bond was identified as a
bond order of at least 0.3. The three previously identified key steps in the reaction pathway [1]
are illustrated in Fig. 3.1c–e. The first step, dissociation of the S-S bond, occurs rapidly at all
temperatures as soon as the molecules approach one of the surfaces, and chemisorption occurs
immediately after, typically within 1–2 ps. Therefore, we tracked the reaction in terms of the
latter two steps: chemisorption of tert-butyl sulfide and tert-butyl radical release. Chemisorp-
tion was calculated as the number of S atoms having at least one S–Fe bond. Radical release was
calculated from the difference between the number of S–C bonds at the start of the simulation
and that number at each time step as the simulation ran.

3.3 Results and discussion

Figure 3.2 shows the number of chemisorbed S atoms and the number of tert-butyl radicals
released from the surface during the three stages of the simulation at temperatures between
300 and 700 K. Generally, these results show that both chemisorption (Fe–S bond formation)
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and tert-butyl release (S–C bond breaking) were accelerated by temperature, load, and shear.
Note that the maximum possible number of chemisorbed S atoms and released tert-butyl groups
was 108, limited by the number of di-tert-butyl disulfide molecules in the system. The trends
observed during each stage of the simulation are analyzed in more detail below.

(a) (b)

Figure 3.2: Number of (a) chemisorbed sulfur atoms and (b) tert-butyl radicals as functions of
time during the heat, load, and shear stages of the simulation at temperatures between 300 and
750 K.

The system was initially subject to heat without load or shear for 2 ns. As shown in Fig. 3.2a,
chemisorption occurred rapidly at the onset of the simulation at any temperature due to the
availability of reaction sites on the iron surface. During the heat stage, the number of released
tert-butyl radicals, shown in Fig. 3.2b, was relatively small (<3), except at the higher tempera-
tures (≥600 K), consistent with our previous study of thermal film growth [1]. At the end of the
heat stage, both the number of chemisorbed S atoms and released tert-butyl radicals increased
monotonically with temperature.

Applying a normal load caused a small, sharp increase in chemisorption, as the tert-butyl
sulfide groups were forced into nearby available reaction sites. However, the change in number
of chemisorbed S atoms during the load stage was relatively small, with an increase of between
4 and 10 atoms relative to the end of the heat stage. Also, the number of chemisorbed S atoms
was a monotonic function of temperature at the end of the load stage. The number of tert-
butyl radicals slightly increased during the load stage, indicating that load does not significantly
accelerate this reaction step. At the end of the load stage, additional release of tert-butyl radicals
were only observed at 600 K and higher.

Finally, when shear was applied, the number of chemisorbed S atoms again increased rapidly,
as tert-butyl sulfide groups were translated along the surface until they reached available reaction
sites. The effect of shear was more significant than that of load, with an increase in chemisorption
of between 6 and 39 atoms relative to the end of the load stage. This trend was also evident at
some temperatures for the detached tert-butyl groups, which exhibited a sharp increase at 700 K
at the onset of shear, and at 500 K approximately half-way through the shear stage. Therefore,
at the end of the shear stage, detachment of tert-butyl radicals was observed at temperatures
of 500 K and higher. However, the number of chemisorbed S atoms at the end of the shear
stage was no longer monotonic with temperature.This is attributed to the presence of tert-butyl
radicals at higher temperatures, which, in some cases, impeded the motion of tert-butyl sulfide
groups, hindering their ability to reach available reaction sites on the surface.

Considering chemisorption, the results above show that this reaction is accelerated by heat,
load, and shear. We observed that all S atoms chemisorbed at the hollow sites on the Fe(100)
surfaces. The binding energy for this process has been reported to be −74.1 kcal/mol from
DFT calculations and −87.6 kcal/mol from ReaxFF calculations [147]. This is consistent with
the rapid chemisorption observed at the start of simulations at any temperature. Therefore,
the limiting factor for chemisorption is the ease with which tert-butyl sulfide groups can reach
reaction sites on the surface. Heat provides more thermal energy that enables molecules to move
to available reaction sites, load drives molecules downward toward nearby reaction sites, and
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shear moves molecules laterally on the surface toward sites further from their original position.
Lateral movement was quantified in the simulations as the maximum mass diffusivity of the
S atoms in the tert-butyl sulfide groups. During the heat stage, the maximum diffusivity was
calculated to be 1.2 nm2/ns at 300 K and 26 nm2/ns at 700 K, so thermal motion enabled
translation of the radicals. Load did not affect diffusivity at any temperature. Shear, however,
significantly increased molecular movement; for example, at 300 K, the diffusivity increased from
1.2 nm2/ns during the heat stage to 160 nm2/ns during the shear stage of the simulation. This is
significantly higher than in either of the other two stages, supporting the hypothesis that shear
accelerates chemisorption by facilitating movement of molecules to available reaction sites on
the surface.

Increasing sulfur coverage on the surface is expected to correspond to lower friction, so the
effect of shear to increase chemisorption in our simulations should also correspond to a decrease
in friction. To confirm this, the coefficient of friction (CoF) was calculated as the force in the
x-direction on the fixed atoms of the upper slab divided by the normal load. The CoF was
averaged over the first and last 0.5 ns of the shear stage at 300 K. The CoF decreased from
0.25 to 0.11, confirming the beneficial effect of sulfur coverage and the role of shear to cause an
increase in that coverage.

The release of tert-butyl radicals through breaking of C–S bonds is accelerated by heat and
shear, but via a different mechanism than the chemisorption. A previous study of the decom-
position of methyl thiolate species on Cu(100) showed that the energy barrier for reaction was
lowered by 40% due to shear [12]. Further, complementary DFT calculations of the decompo-
sition process revealed that the methyl group moved laterally relative to the Cu(100) surface
during the reaction; since shear force is in this same direction, the reaction can be accelerated by
the mechanical force [12]. The results we observed for di-tert-butyl disulfide on Fe(100) may be
explained by the same phenomena, where a mechanical force acting along the reaction coordinate
lowers energy barriers to accelerate reactions.

The model for mechanochemical processes is written as follows [189]:

ry = A exp

(
−∆E −∆E∗

kBT

)
, (3.1)

where ry is the reaction yield, A is a coefficient, ∆E is the activation energy, ∆E∗ is the amount
by which the energy barrier is reduced by the mechanical force, kB is the Boltzmann constant,
and T is temperature. Taking the natural logarithm, this can be re-written as [15, 131]:

ln(ry) = ln(A)−
(
∆E −∆E∗

kBT

)
(3.2)

The reaction yield was approximated from our results (Fig. 3.2b) as the number of tert-butyl
radicals at the end of each stage of the simulation. Then, the energy barrier (∆E −∆E∗) can
be estimated as the slope of a linear fit of ln(ry) vs. 1/(kBT ), as shown in Fig. 3.3a.
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(a)

(b)

Figure 3.3: (a) Natural log of the reaction yield as a function of inverse temperature for the
heat and shear stages of the simulation. The data is fit to Eq. (3.2) such that the fit slope
is the reaction energy barrier. When only heat is available to drive the reaction, the energy
barrier is ∆E; adding shear decreases that barrier by ∆E∗. (b) Representative snapshots from
the simulation showing that S–C dissociation occurs through lateral movement of the C atom
relative to the surface, enabling shear to accelerate the reaction.

In the heat stage, there is no mechanical contribution, so ∆E∗ = 0. During this stage of the
simulations, reactions were observed at 600 K and above. Fitting the data at these temperatures
led to a calculated ∆E of 10.1 kcal/mole. In the shear stage, reactions were observed at 500 K
and above. These data points were fit to Eq. (3.2) to give a slope of 8.2 kcal/mole, indicating
that ∆E∗ = 1.9 kcal/mole. These results show that shear can lower the energy barrier for
this reaction. As described previously [12], this is possible because the reaction occurs through
lateral movement of the C atom relative to the surface, as shown in Fig. 3.3b. Shear force acts
on the tert-butyl sulfide radical in the same direction and so can accelerate the reaction. Since
the radical has no preferred orientation in the xy-plane when bonded to the iron surface, shear
in any direction will have the same effect.

Finally, the results show that the relative contributions of heat and shear depend on temper-
ature. Specifically, as shown in Fig. 3.3a, at lower temperatures the reaction yield is much higher
with shear than without, but this difference is not observed at higher temperatures. This ob-
servation is consistent with the suggestion from previous experimental work that protective film
formation is thermally driven under extreme pressure conditions (where friction heating is likely
to be significant) and driven by shear under moderate conditions (lower frictional heating) [110].
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3.4 Conclusions

In summary, reactive MD simulations of di-tert-butyl disulfide confined between Fe(100) surfaces
was used to explore the effects of heat, load, and shear on chemical reactions that are the
precursors to film formation. Results showed that all three factors accelerated the key steps
in the reaction pathway, S chemisorption and tert-butyl radical release. Chemisorption was
limited only by the ability of tert-butyl sulfide radicals to reach available reaction sites on the
Fe(100) surface, which was facilitated by thermal energy (heat), downward motion toward near
sites (load) and lateral motion to further reaction sites (shear). The tert-butyl release step was
driven by heat and shear, where shear lowered the energy barrier for reaction mechanically.
Results confirmed previous suggestions that film formation reactions may be driven thermally
and mechanically, where the role of the mechanical force is significant under moderate conditions
where frictional heating will be relatively small.
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Chapter 4

Shear-driven Reactions of
Organosulfur Compounds on
Ferrous Surfaces: A Molecular
Dynamics Study
Karen Mohammadtabar et al. “Shear-driven reactions of organosulfur compounds on ferrous
surfaces: A molecular dynamics study”. In: Tribology International 176 (2022), p. 107922

4.1 Introduction

Mechanical stress can couple with chemical reactions at the molecular scale to lower the en-
ergy barrier that must be overcome for reactions to occur. Such mechanochemical reactions
have several potential advantages, including higher yield and improved selectivity [195, 14,
196]. In addition to driving chemical reactions by lowering the energy barrier, it has been
reported that mechanical forces can introduce new reaction pathways that are not accessible
thermally. Alternative pathways due to mechanical work have been reported for synthesis of
dibenzophenazine [197], ring-opening of trans and cis isomers of a 1,2-disubstituted benzocy-
clobutene [198, 11], and degradation of polymers [199]. Mechanochemistry is therefore highly
relevant for chemical synthesis, for example as applied in ball milling, [195, 14] where mechanical
stress drives chemical reactions that create products with desired properties.

Another application where mechanically driven reactions are ubiquitous is lubrication of
moving mechanical components in the field of tribology [200]. During operation, tribological
systems frequently run in the boundary lubrication regime. Under such conditions, surface-
active additives that are added to lubricant formulations, form protective films, called tribofilms,
on the contacting surfaces that facilitate relative motion with controlled friction and reduced
wear. [103, 201]. While tribochemical reactions are present in nearly all lubricated (and some
non-lubricated) mechanical systems, their fundamental mechanisms are not fully understood
because they occur between two moving surfaces where direct experimental measurement is
challenging. However, understanding these mechanisms has the potential for significant impact,
specifically for optimizing tribofilm growth and more generally for enhancing our understanding
of the pathways by which mechanical stress can drive chemical reactions.

Film formation occurs through adsorption and chemical reactions between additives and
surfaces. These chemical reactions are believed to be driven by the local heating and mechanical
stress that are inherent to tribological contacts. The study of these reactions is referred to as
tribochemistry [202, 200]. The amount by which reactions leading to tribofilm formation are
accelerated by mechanical stress is determined by its effect on the energy barrier for the reaction
to proceed. For tribochemical reactions, shear stress due to forces acting parallel to the sliding
surfaces is particularly relevant. [203]

Experimentally, the effect of shear to accelerate chemical reactions can be quantified by
measuring the increase in reaction rate or yield with increasing stress. Examples of this experi-
mental approach are studies of bond cleavage [25, 26, 27], polymerization, [28, 15, 29] and film
formation [30, 204]. Specifically relevant to lubricant additives, recent studies have shown that
tribofilm growth rates increase with shear stress for zinc dialkyl dithiophosphate (ZDDP) on
steel [105], iron [106], silicon [107], and other non-ferrous surfaces [108], as well as for dimethyl
disulfide [109, 110], diethyl disulfide, and dimethyl trisulfide on copper [111]. Such studies con-
sistently show that shear stress increases the reaction yield or enables reactions to proceed at
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lower temperatures than observed for purely thermally driven reactions.
Experimental studies of shear-driven reactions have been complemented by simulation-based

investigations that provide atomic-scale information about reactions and reaction pathways.
First, density functional theory (DFT) calculations have been carried out to identify the path-
ways of shear-driven reactions, for example, reactions of propanethiolate on gold [205] and
methanethiolate on copper [12]. DFT was also used to analyze the effect of shear stress to
accelerate the removal of alkoxy species from oxidized iron [206] and the effect of normal stress
on molecular dissociation of organophosphorus additives on iron [207].

Reactive molecular dynamics (MD) simulations, i.e., MD simulations based on empirical
models that capture chemical reactions, have also been used to study shear-driven reactions.
Pathways of reactions between lubricants and surfaces were investigated for water on SiO2 [208],
hexadecane-lubricated diamond sliding against W(100) [209], di-tert-butyl disulfide on
Fe(100) [1, 2], and phosphate esters and inorganic alkali polyphosphates on iron oxide [29,
210]. Reactive MD simulations have quantified the amount by which a reaction energy barrier
is reduced by shear for oligomerization during gas phase lubrication [29], film formation from
di-tert-butyl disulfide on Fe(100) [1], as well as chemical mechanical polishing of Cu in hydrogen
peroxide and glycine [211]. Nudged elastic band calculations with a reactive potential have also
been used to show how shear stress can lower energy barriers at the molecular scale [212].

While the goals of experimental work and atomistic simulations are often complementary,
there are distinct differences between the material in the models and physical systems. First,
in practice, film forming additives are typically used in very low concentrations in a lubricant
formulation, and most of the liquid present in an interface is base oil. Previous studies have
shown that hydrocarbon-based oil can react chemically with various surfaces to create thin films,
even without additive.[213, 214, 215] Simulations of a model base oil, hexadecane, have shown
thin film formation as well.[216, 217, 209] However, previous atomistic simulations have not
included both base oil and additives to understand their interactions during film formation.

The surface with which additives react also plays an important role in both determining
reaction pathways, as well as reaction rate. Most engineering components comprise ferrous
materials, which are expected to have a thin oxide layer. However, these oxides can be removed
by wear such that the highly reactive metallic iron surface is exposed. [218] It has been observed
that the presence of freshly exposed metal surfaces (due to wear) increases the rate of the chemical
reactions. [219] This implies that film formation reactions will occur on both iron and iron oxide
during operation. For simplicity, many previous simulations have used crystalline iron surfaces [1,
2, 220, 221, 222, 223]. Others modeled iron oxide, either amorphous or crystalline. [190, 224,
225, 4]. However, there has been no comparison of mechanically driven film formation reactions
on crystalline iron and iron oxide surfaces.

Previous computational studies have demonstrated the reaction mechanisms for di-tert-butyl
disulfide on Fe(100), but if or how these mechanisms are relevant to more representative condi-
tions with base oil and a surface oxide is not known. Di-tert-butyl disulfide is a component of
sulfurized isobutylene extreme pressure additive whose number of S atoms can vary between 1
and 6.[83, 226] The disulfide compound was selected as similar chemistries, i.e., dimethyl disul-
fide and diethyl disulfide, have been used in experimental studies on the reaction mechanism
with iron surfaces.[148, 227] Here, the reactions of di-tert-butyl disulfide, a component of sul-
furized isobutylene extreme pressure additive, [83, 226] confined and sheared between ferrous
surfaces were studied using reactive molecular dynamics simulations at a range of temperature
and pressure conditions, with or without base oil molecules, either on Fe(100) or H-passivated
Fe2O3. The reaction pathways were analyzed, and then the effects of heat and pressure on each
step in the pathway were quantified as the number of observed reaction events in the simulation.
The yield of the rate-limiting step of the reaction was then fit to the classic Bell model [112] to
quantitatively compare the three cases. The results provide a better understanding of reactions
between di-tert-butyl-disulfide and ferrous surfaces, as well as the effects of environment and
operating conditions on the film formation reactions of extreme pressure additives.

4.2 Methods

Three model systems were created, as shown in Fig. 4.1. The first model system, referred to
subsequently as “Fe(100) + additive”, consisted of 54 di-tert-butyl disulfide molecules confined
between two Fe(100) slabs. The second model, called “Fe(100) + additive + base oil”, incor-
porated n-dodecane as a model base oil. It consisted of 25 di-tert-butyl disulfide molecules
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randomly mixed with 25 n-dodecane molecules (base oil) between two Fe(100) slabs. While this
ratio does not reflect the low concentration of extreme pressure additives in bulk lubricant formu-
lations, it approximates the expected higher density of adsorption of these additives on surfaces.
Lastly, in the third model, called “Fe2O3 + additive”, we replaced the ideal crystalline Fe sur-
face of the first model with H-passivated Fe2O3 slabs, with 54 di-tert-butyl disulfide molecules
in between. Simulations were performed using LAMMPS [176], Python scripts were used for
post-processing, and the visualization of the results was carried out with OVITO [177].

Figure 4.1: Side-view snapshots of the model systems (a) Fe(100) + additive, (b) Fe(100) +
additive + base oil, and (c) Fe2O3 + additive. (d) Chemical structures of n-dodecane and di-
tert-butyl disulfide. In all figures, the surface Fe and O atoms are shown in brown and blue,
respectively. Di-tert-butyl disulfide atoms are shown in yellow (S), dark gray (C), and white
(H). Both H and C atoms in the n-dodecane are shown in light gray to distinguish the base oil
from the additive.

The structures of the di-tert-butyl disulfide and the n-dodecane molecules were obtained
from PubChem [175] and duplicated using the Packmol [193] package. The Fe(100) slabs were
created in Virtual NanoLab [174]. For the Fe(100) + additive and Fe(100) + additive + base
oil models, the two Fe(100) slabs each had dimensions of 3.4×3.4×1.0 nm (x× y × z) and were
initially positioned 2.0 nm and 3.5 nm apart, respectively. The H-passivated Fe2O3 slabs were
created by heating two cyrstalline Fe2O3 slabs to 4000 K over 2.5 ps and then holding at that
temperature for 125 ps. The model was then cooled from 4000 K to 300 K over 500 ps. The
passivation process was carried out by placing 600 H atoms near the surface of each slab. The
simulation was run at 700 K for 500 ps (to speed up the process) followed by cooling to 300 K
over 250 ps at which point the potential energy of the system had reached steady state. Then,
any H atom not bonded to the surface was removed from the model. The dimensions of the
H-passivated Fe2O3 slabs were 3.6 × 3.6 × 2.5 nm. The separation between the two slabs after
the initialization process was 2.3 nm. For all models, periodic boundary conditions were applied
in the directions parallel to the plane of the surfaces (x and y), and the boundaries were fixed
in the direction normal to the surfaces (z). The atoms approximately 0.3 nm from the top and
bottom of the models were treated as rigid bodies.
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Interatomic interactions, including chemical bonding/de-bonding, were modeled using the
ReaxFF potential [127] for Fe/S/C/H/O interactions using a parameter set developed by Shin
et al. [147], with a time step of 0.25 fs. This force field has been used to model oxidation of
butane on Cr2O3 in the presence of FeS2 [147], reactions between H2SO4 and Fe3C(100) at high
temperatures, [228] and carburization of iron nanoparticles in ethylene pyrolysis [229]. Further,
the accuracy of the force field for di-tert-butyl disulfide on Fe(100) was evaluated previously by
comparison of adsorption energies calculated by ReaxFF to those obtained from DFT [1, 230].
Thermostating of the model was performed by controlling the temperature of the Fe (and O)
atoms in the middle layers of the Fe (H-passivated Fe2O3) slabs using a Langevin thermostat
with a damping time constant of 25 fs. For simulations with relative motion of the slabs, the
component of the kinetic energy in the direction of shear was excluded to remove the contribution
of the imposed motion from the calculation of temperature used by the thermostat.

The simulations consisted of three stages – heat, load, and sliding – each 2 ns in duration.
First, during the heating stage, the models were subjected only to heat at constant temperatures
ranging from 500 K to 700 K. These temperatures were chosen both to accelerate the reaction
due to time limitations of a reactive molecular dynamics simulation and to represent the flash
temperatures expected in sliding contacts [148]. Next, a constant normal load was applied to the
rigid part of the top slab while the positions of the atoms in the bottom slab were fixed, leading
to contact pressures ranging from 0.50 GPa to 1.50 GPa. This pressure range is consistent with
contact pressures in mechanical components with non-conformal contacts. During the loading
stage, the top slab was allowed to move in the z-direction, which led to a reduction of the gap
between the slabs. The distance between the slabs after loading was ≈1 nm, approximating the
near-contact conditions of boundary or mixed lubrication at which extreme pressure additives
operate in lubricated interfaces. Finally, during the sliding stage, the top and the bottom slabs
were moved in opposite directions along the x direction at a speed of ±5 m/s. The positions and
bond orders of the atoms were recorded every 2.50 ps, and a covalent bond was identified when
the bond order exceeded 0.3. The sliding stage was run at all temperatures and all pressures.
The total number of temperature/pressure combinations was 30, 15, and 6 for the Fe(100) +
additive, Fe(100) + additive + base oil, and Fe2O3 + additive models, respectively.

4.3 Results and Discussion

4.3.1 Reaction Pathways

Iron sulfide films are known to protect surfaces from friction and wear in lubricated mechanical
systems [151, 231, 232]. The initiation of these reactions is the reaction between sulfur (S) in
additives and surface iron (Fe). In a previous simulation-based investigation of the reaction
between di-tert-butyl disulfide and Fe(100), [2] it was shown that this reaction occurs through
three steps: S–S bond cleavage, followed by Fe–S bond formation, and lastly dissociation of the
S–C bond. This pathway, here referred to as path a and shown in Fig. 4.2a, was observed in all
three model systems studied here.

However, the presence of O and H in the H-passivated Fe2O3 surfaces introduced other
reaction pathways, shown in Fig. 4.2b and 4.2c. These pathways both started with the S–S
dissociation step, like pathway a. In reaction pathway b, the next step was chemisorption of
the tert-butyl thiyl radical followed by dissociation of the S–C bond, leaving the S bonded to a
surface O atom. In pathway c, the tert-butyl thiyl radical bonded with an OH radical released
previously from the surface, then S–C bond dissociation took place, and finally the remaining
sulfur-containing radical bonded with Fe or O on the surface. Chemisorption reactions in these
pathways were equally likely (within the uncertainty of the simulations) on the top and bottom
Fe(100)/Fe2O3 surfaces. For all three pathways, at the end of the reaction, most of the tert-
butyl radicals either bonded to the surface or formed isobutylene. In very few cases, tert-butyl
radicals associated with other sulfur-containing radicals to form larger intermediate species that
later decomposed. Analysis of the likelihood of chemisorption showed that more tert-butyl
radicals chemisorbed at higher pressures and temperatures.

The three reaction pathways can be summarized as:

Pathway a:
S–S cleavage → S–Fe formation → S–C dissociation
Pathway b:
S–S cleavage → S–Fe/S–O formation → S–C dissociation
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Figure 4.2: Three distinct reaction pathways were observed in the simulations. In all three
pathways, the reaction involved S–S cleavage, S–C dissociation, and S chemisorption to the
surface. The detailed steps in each pathway are described in the text.

Pathway c:
S–S cleavage → S–C dissociation → S–Fe/S–O formation

This general reaction pathway is consistent with that observed previously for dimethyl disul-
fide reacting on iron foil. [148] Importantly, although the steps of the three pathways differ
slightly from one another, they all lead to sulfur bonded to the surface, which can be assumed
to be the onset of formation of iron sulfide films that have been observed in tribological experi-
ments. [151, 231, 232]

4.3.2 Reaction yield

Reaction yield was quantified in the simulations as the number of bonding/dissociation events
calculated at the end of the shear stage relative to the total number of events possible given the
number of di-tert-butyl disulfide molecules in each model system. This analysis was performed
separately for each of the three main steps in the reaction: S–S cleavage, S–Fe/S–O formation,
and S–C dissociation.

The S–S dissociation was always the first step in the reaction pathway. The yield for this
reaction step from all simulations is summarized in Fig. 4.3a, b, and c, where yield is represented
by color (dark corresponding to the highest yield) as a function of temperature on the abscissa
and pressure on the ordinate axis. The heat map color indicates the model, where red corresponds
to the Fe(100) + additive model, green to the Fe(100) + additive + base oil model, and blue to
the Fe2O3 + additive system.

The heat maps show that this step of the reaction depends on temperature and pressure
differently for the three model systems. For the Fe(100) + additive case, in Fig. 4.3a, S–S
dissociation increases with both temperature and pressure. As shown in Figs. 4.3d and e, the
effect of temperature is more significant at the lower pressures, and the effect of pressure is more
significant at the lower temperatures.

In contrast, for the base oil containing model, the yield at any pressure or temperature in
Figs. 4.3b, e, and h is above 90%. This indicates that nearly all of the possible bonds were broken
by the end of the simulation under any condition, so temperature or pressure dependence could
not be observed.

Lastly, for the H-passivated Fe2O3 model, the effect of temperature is more significant than
the effect of pressure. As shown in Figs. 4.3c, f, and i, the yield of the S–S dissociation step
increases rapidly with the increase in temperature from 500 to 700K, at any pressure. However,
the effect of pressure is not significant at any temperature.

Fig. 4.4 shows the reaction yield for the Fe–S or O–S bond formation. The format of the
sub-figures is the same as Fig. 4.3a, d, and g. For the Fe(100) + additive case, in Fig. 4.4,
yield increases with pressure at all temperatures, with the effect of pressure being larger at
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Figure 4.3: Heat maps (a, b, and c) of reaction yield for S–S bond cleavage (number of bonds
broken at the end of the shear stage of the simulation) as a function of temperature and pressure.
An increase in yield is shown by a color change from light (lowest) to dark (highest). The maps
are created from 30, 15, and 6 data points for the red, green, and blue plots, respectively. Yield
for models Fe(100) + additive, Fe(100) + additive + base oil, and Fe2O3 + additive are shown
in red, green, and blue, respectively. 2D representations show the change in yield as a function
of temperature (d, e, and f) at two pressures (0.5 and 1.5 GPa) and as a function of pressure (g,
h, and i) at two temperatures (500 and 700 K).

Figure 4.4: Heat maps of reaction yield for Fe–S (a and b) and Fe–S/O–S bond formation (c) as
a function of temperature and pressure, and corresponding 2D plots at representative pressures
and temperatures. The figure format and number of data points are the same as in Fig. 4.3.
The heat map for the H-passivated Fe2O3 model had a smaller yield range than the plots of the
other models.
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lower temperatures. The thermal effect depends on pressure. Specifically, at low pressure, yield
increases with increasing temperature, but the opposite is observed at high pressure. It has been
observed from the simulations that some of the Fe–S bonds that form are subsequently broken
by shear force at high pressure, and this process is facilitated by high temperature. The decrease
is attributable to this bond breakage.

In the Fe(100) + additive + base oil case, shown in Figs. 4.4b, e, and h, like the S–S
dissociation, nearly all possible Fe–S bonds are formed at any pressure or temperature. The
maximum yield is reached for all cases except the lowest temperature and pressure conditions.

For the H-passivated Fe2O3 model, shown in Figs. 4.4c, f, and i, the reaction yield does not
reach 100%. There is generally more yield at the higher pressures and temperatures, but yield
does not increase significantly with either pressure or temperature.

Figure 4.5: Heat maps of reaction yield for S–C dissociation as a function of temperature and
pressure, and corresponding 2D plots at representative pressures and temperatures. Figure
format and number of data points are the same as in Fig. 4.3. The 2D plots have the same range
while the heat maps have different color ranges due to variation of the yield.

The final step we investigated was the dissociation of the S–C bond. Our previous studies
identified this as the rate-limiting step of the reaction [1] and that its yield increased with
increasing temperature and pressure [2]. The results for the three models here are shown in
Fig. 4.5.

For the Fe(100) + additive case (Figs. 4.5a, d, and g), like in the previous two reaction
steps discussed, yield increases with both pressure and temperature. However, for the S–C
dissociation, the increase in yield with temperature is more significant than pressure.

For the model with base oil, shown in Figs. 4.5b, e, and h, this is the only reaction step
that did not reach the maximum yield. Also, increasing the temperature increased yield at all
pressures (Fig. 4.5e), although the reaction step did not appear to be accelerated by pressure
(Fig. 4.5h).

Lastly, for the H-passivated Fe2O3 case, despite the fact that the yield increased slightly with
temperature, very few reactions were observed under any set of conditions. The effects of base
oil and H-passivated oxide surface on the reactions are discussed next.

4.3.3 Effect of base oil

Previous studies of film forming additives and base oil have shown that a higher concentration
of additive relative to the base oil results in faster film formation [233, 234, 235, 236], because
base oil that is chemically or physically adsorbed on the surface can limit access of the additives
to the surface. [233] This suggests that the simulations with base oil present should have lower
yield than those without base oil. However, the analyses in the previous section showed there
was not much difference between the simulations with and without base oil.
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The first two steps of the reaction achieved nearly 100% yield in both cases (Figs. 4.3 and
4.4). The third, rate-limiting step did not reach 100%, but the yield was comparable with and
without the base oil (Fig 4.5). One reason that lower yield was not observed in the base oil
case is that there were fewer di-tert-butyl disulfide molecules in the simulation with base oil;
this was done to ensure that the model sizes would be approximately the same. Since yield
is reported as the ratio of broken bonds to the total number of available bonds, the smaller
number of additive molecules in the model with base oil resulted in a higher yield for the same
number of broken bonds. Another difference between these simulations and experiments is
the concentration of the additive. In experimental studies, the concentration of film forming
additives is very low, typically less than 5 wt.%. [233] Due to the size-scale limitations of a MD
simulation, an approximately 50 wt.% ratio was used here. As a result, there was very little
base oil present in the model, and it had a negligible effect on yield.

Although the yield of the S–C dissociation step was similar for the cases with and without base
oil, some difference in the effect of pressure was observed. For the model without base oil, there is
an increase in yield with pressure in Figs. 4.5d and 4.5g. This pressure-dependence was confirmed
by running two more simulations at a higher pressure (see Fig. 4.6). However, when base oil is
present, no increase in yield with pressure is observed in Figs. 4.5e and 4.5h. Previous DFT
calculations [12] and reactive MD simulations [2] have shown that the S–C dissociation reaction
occurs through lateral displacement of the C atom with respect to the S atom. Shear stress
therefore drives this step of the reaction by pushing the C atom along the reaction coordinate.
In the simulations, the dodecane molecules were weakly bonded with the Fe(100) surface, but
remained near the surface (≈ 0.2 nm) throughout the simulations. Additionally, visualizations
of the simulations showed that there were often dodecane molecules in the vicinity of the S–C
bonds before dissociation. This suggests that the presence of the base oil impedes the lateral
movement of the tert-butyl group, thereby minimizing the effect of mechanical stress to drive
the reaction step.

Figure 4.6: Yield of S–C bond dissociation as a function of pressure, including data from sim-
ulations run at pressures above 1 GPa, at two representative temperatures, 500 K (black) and
700 K (red). A noticeable increase in yield is observed at the higher pressures.

Lastly, our simulations showed that the dodecane molecules became aligned with the direction
of sliding during the shear stage (see Fig.4.7). This phenomenon has been observed previously for
dodecane molecules confined and sheared between mica surfaces, and the alignment was shown to
lower friction. [237] The aligned dodecane molecules reduced the shear force and, consequently,
decreased the pressure dependence of the reaction yield.
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Figure 4.7: Representative top-view snapshot of the n-dodecane atoms close to the surface
(within 0.5 nm) from the Fe(100) + additive + base oil simulation at 700 K and 1.5 GPa during
sliding. Surface Fe atoms are shown in brown, near-surface n-dodecane H atoms in white, and
near-surface n-dodecane C atoms in bright green. Some n-dodecane molecules appear to have
too few C atoms due to the fact that only atoms close to the surface are shown. The direction
of sliding is indicated by a white arrow. Results show that most dodecane molecules are aligned
with the direction of sliding.

4.3.4 Effect of H-passivated oxide surface

Next, we analyzed the effect of the H-passivated oxide surface on film formation. For all three
steps of the reaction, the yield was lower for the model with H-passivated Fe2O3 than either of
the models with the Fe(100) surface. This difference can be attributed to several factors.

First, in the simulations with H-passivated Fe2O3, it was observed that the O and H atoms
were released from the surface due to thermal as well as mechanical effects. These elemental
H and O, as well as OH groups, are highly reactive and bonded with tert-butyl thiyl radicals
(C4H9S), the main decomposition product, to form various oxide species (see Fig. 4.2). We also
observed oxidation of di-tert-butyl disulfide molecules to derivative oxide species. Experimental
studies have shown that when ZDDP is oxidized, the oxidation reaction products were ineffective
as anti-wear agents. [238, 239, 240] This suggests that oxidation inhibited the ability of the
additive to form protective films on surfaces, consistent with the observations in our simulations
that the oxides formed from di-tert-butyl disulfide and its moieties were less likely to proceed
through any of the reaction pathways.

Second, the chemical stability of the H-passivated Fe2O3 limits reactions with the surface.
As seen in Fig. 4.4, the yield of the chemisorption step of the reaction for the H-passivated
Fe2O3 is ≈50%, whereas it reaches nearly 100% for the other two cases. Experimental studies
of reactions between disulfides and ferrous surfaces have shown that reaction rates are lower
on oxide surfaces. [241, 242, 243] The H-passivated Fe2O3 surface was passivated with H in
the simulations, prior to introducing the additive molecules, making it even more chemically
stable. [244]

Lastly, Fig. 4.5 shows that the reaction yield of the rate-limiting step was much lower for
Fe2O3 + additive than for the other two models. The models with Fe(100) proceed through
pathway a, where chemisorption occurs via Fe–S bonding, whereas, in the H-passivated oxide
model, S could bond with either Fe or O on the surface. Previous studies of a similar chemical
system showed that more S–O bonds (HSO− CH3 compared to HSO3 − CH3) increased the S–C
bond dissociation energy. [245, 246] Therefore, in our simulations, the S–O bonding to the tert-
butyl sulfide moieties may have increased in S–C dissociation energy, leading to lower reaction
yield.
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4.3.5 Bell model

The results above are presented in terms of pressure, since load is the controllable/measurable
parameter in an experiment (or a simulation mimicking an experiment). However, it is known
that tribochemical reactions are driven by shear stress rather than by pressure alone [103, 104,
247]. Therefore, the change in yield with pressure observed here can be attributed to an increase
in shear stress. The shear stresses in the simulations were calculated as a time average of the
lateral force on the rigid part of the bottom and top Fe(100) (or H-passivated Fe2O3) slabs
divided by the surface area (area of the model system in the xy plane).

The yield of a reaction is exponentially related to the height of the energy barrier that must
be overcome for that reaction to proceed. The height of the barrier can be lowered by stress,
leading to the classic Bell model [248]:

ry = A exp

(
−E0 − τ ·∆V ∗

kBT

)
, (4.1)

where ry is the reaction yield, A is a pre-exponential factor, kB is the Boltzmann constant, T is
the temperature, E0 is the energy barrier in the absence of stress (thermal activation energy),
∆V ∗ is the activation volume, and τ is the shear stress. By taking the natural logarithm of
Eq. (4.1), a linear relationship between the natural logarithm of the reaction yield and (kBT )

−1

is obtained, where the slope corresponds to the reaction energy barrier:

ln(ry) = ln(A)−
(

E0

kBT

)
+

(
τ ·∆V ∗

kBT

)
(4.2)

This framework is generally applicable to reactions driven by mechanical stress; for tribochemical
reactions, it is used to quantify the effect of shear stress [203].

The reaction yield for the rate-limiting step of the reaction for each model system in Fig. 4.5
can be fit to Eq. (4.2). The multi-parameter fit was optimized by minimizing the mean of the
squared differences between ln(ry) as calculated from the Bell model and ln(ry) as measured
from our simulations (see Fig. 4.8). Fit parameters were ln(A), E0, and ∆V ∗. This fitting
approach was previously used for shear-driven reactions. [249, 250]
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(a) Fe(100) + additive (b) Fe(100) + additive + base oil

(c) Fe2O3 + additive

Figure 4.8: 3D plots of the multi-parameter fit of the S–C dissociation reaction yield to the Bell
model for (a) Fe(100) + additive, (b) Fe(100) + additive + base oil, and (c) Fe2O3 + additive
models. The data from the simulations are shown as black symbols and the prediction of the fit
equation is represented as a color surface, where yield increases from purple to orange. All plots
show the yield as a function of shear stress (σ) and inverse temperature (1/kBT ).

The first fit parameter, E0, was found to be 11.8 ± 1.5, 12.6 ± 2.8, and 10.2 ± 4.4 kcal/mol
for the Fe(100) + additive, Fe(100) + additive + base oil, and Fe2O3 + additive models, re-
spectively. It has been reported that, if the reaction rate or yield is used in Eq. (4.2), as done
here, the magnitudes of fit values for E0 cannot be directly correlated to thermal activation
energy [203]. Further, it has been shown that the availability of reaction sites is correlated to
barrier height [151], so the finite size of the models here is expected to affect the fit value of E0.
However, for a series of systems that undergo similar chemical reactions, the relative magnitudes
of E0 obtained from linear fits are meaningful [203]. Therefore, the fact that the differences
between the E0 values for the three cases are less than the fit error indicates their thermal
activation energies are similar.

More differentiation between the three cases was observed in the magnitude of the activation
volume, which was found to be ∆V ∗ = 2.10 ± 0.65, 0.21 ± 0.59, and 0.75 ± 0.54 Å3 for Fe(100)
+ additive, Fe(100) + additive + base oil, and Fe2O3 + additive, respectively. Although the
physical meaning of activation volume has been debated, it is a measure of how susceptible a
given reaction is to mechanical activation. [203] Therefore, the larger activation volume for the
Fe(100) + additive case, with the comparable activation energies for all three cases, indicates
that the S–C dissociation is most readily driven by shear for Fe(100) + additive.

As mentioned above, S–C dissociation occurs through lateral displacement of the C atom
with respect to the S atom [12, 2], a process that is facilitated by lateral force. Shear can be
transmitted from the walls to the molecules either directly, as is the case in pathways a and b
when the tert-butyl sulfide is bonded to the surface, or indirectly by the strain field within the
liquid, as would occur in pathway c. The latter case was demonstrated in a study of ZDDP film
formation where the experiment was performed in full film lubrication, i.e., no surface-surface
contact. [103]. The S–C dissociation is most readily activated by shear on the Fe(100) surface
and without base oil because the direction of shear is perfectly aligned with the reaction pathway
on the atomically smooth surface (unlike the H-passivated Fe2O3 surface). Additionally, base
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oil is not present in the Fe(100) + additive model to impede the transmission of shear force
from wall to reactant. Thus, compared to the Fe(100) + additive case, the activation volume is
smaller with H-passivated Fe2O3 due to the lack of alignment of shear force with the reaction
pathway and is smaller with base oil due to the interference of the base oil molecules in the
transmission of shear force to the reactants.

4.4 Conclusions

In summary, the reaction pathways of di-tert-butyl disulfide on ferrous surfaces were investi-
gated using reactive molecular dynamics simulations. The simulations were designed to evaluate
whether mechanisms identified previously for the additive on a crystalline iron surface are rele-
vant to more representative conditions with base oil or a surface oxide. Specifically, models were
developed to simulate the additive in dodecane base oil and the additive on H-passivated Fe2O3,
as well as the additive on Fe(100) for reference. Results showed that the reaction proceeded
through different pathways, depending on the availability of O and H in the system. All reaction
pathways consisted of three main steps: S–S cleavage, S chemisorption, and S–C dissociation.
The reactions on Fe(100), with or without the base oil, always started with S–S cleavage followed
by Fe–S bond formation and finally S–C dissociation, while on the H-passivated Fe2O3 surface,
Fe-S bond formation and S-C dissociation occurred in either order after S–S cleavage.

Next, the effects of pressure and temperature on yield of the three steps of the reaction
were quantified. The results showed that both temperature and pressure increased the reaction
yield, indicating that the reaction could be driven thermally and mechanically. It was shown
that the yield of all steps on the Fe(100) surface was higher than that of the model with the
H-passivated Fe2O3 surface. This was attributed to three factors, the chemical stability of the H-
passivated oxide surface, additive oxidation reactions that hindered the additive decomposition
and chemisorption steps, and the increased S–C dissociation energy that lowered the yield of the
rate-limiting step of the reaction.

Finally, the yield of the S–C dissociation step was investigated in the context of the Bell
model. Fit values of activation energy for the three models were within the range of fit error,
indicating that the presence of base oil or H-passivated Fe2O3 surface did not significantly affect
the thermal activation energy. Additionally, the model with tert-butyl sulfide moieties on the
atomically smooth Fe(100) surface in the absence of base oil had the largest fit activation volume.
The lower activation volume of the other two models indicated that the ability of shear stress to
drive these reactions was lessened by the presence of base oil or an H-passivated oxide surface.

The findings of this research are specifically relevant to the field of tribology, since a better
understanding of how shear drives film formation reactions can potentially be leveraged in design
of more energy efficient and longer lasting mechanical systems. Further, our study demonstrates
an approach to predicting the pressure and temperature dependence of reactions between addi-
tives and surfaces, which is one of the important goals of tribochemistry, and can be applied to
other additives as well as other relevant surfaces. This approach can be applied to quantify and
understand mechanochemical reactions that are relevant to a wide range of current and potential
applications.
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Chapter 5

Development and Demonstration
of a ReaxFF Reactive Force Field
for Ni-doped MoS2

5.1 Introduction

Molybdenum disulfide (MoS2) is a transition metal dichalcogenide with a layered structure where
each layer consists of molybdenum atoms sandwiched between sulfur atoms. Three main applica-
tions of the material are in catalysis, opto-electronics, and tribology. In catalysis, the chemically
active edges of MoS2 nanoparticles have been used to catalyze various reactions, including, hy-
drogen evolution, [54] hydrotreatment of oil,[55] and pollutant removal. [56, 57] Additionally, in
2D form, MoS2 is widely used as a catalyst for hydrogen evolution reactions [58, 59, 60] and
CO2 reduction. [61, 62, 63, 64] In opto-electronics, single-layer MoS2 is a semiconductor with a
direct band gap that can be used to construct high efficiency transistors. [65, 66] MoS2 can be
synthesized by chemical vapor deposition to form large-area monolayers for use as atomically
thin optical and photovoltaic devices. [67] In tribology, the weak van der Waals forces between
layers provide low shear resistance, making MoS2 an effective low-friction solid lubricant or, in
nanoparticle form, a liquid lubricant additive. [47, 68, 69, 70]

MoS2 can be doped to enhance its properties. [47] Many different elements have been ex-
plored as possible MoS2 dopants, particularly transition metals. [47, 72, 73] Dopants can provide
various benefits, including altering the band gap,[251] catalytic reactivity,[252] hardness,[81] and
nanoscale friction.[253] Here, we focus on Ni dopants, which have been shown to improve the
performance of MoS2 for various applications. [254, 79, 55] DFT simulations have found four
meta-stable sites for a Ni dopant atom in the 2H-MoS2 crystallographic structure. [71] Dopants
can replace an Mo or an S atom in the crystal structure, or they can be intercalated between
MoS2 layers, either between a sulfur site in one layer and a molybdenum site in the other layer
(tetrahedral with 4 Ni–S bonds), or between hexagonal holes in both layers (octahedral with 6
Ni–S bonds). [255]

Experimental studies have investigated the atomistic structure of Ni-doped MoS2 as well
as its electronic and tribological properties. In doped MoS2 nano-clusters, the Ni dopant was
reported to substitute Mo atoms at edge sites leading to truncation of the cluster morphology
relative to un-doped MoS2. [72] Conversely, Ni doping has also been found to enhance MoS2
crystal size by increasing the mobility of edge planes during crystallization. [256] In the process
of MoS2 growth, Ni doping has been shown to facilitate formation of edge-oriented MoS2. [257,
258] It has been observed that Ni doping can also transform the 2H-MoS2 structure to the
metallic 1T phase. [259, 260]

Studies have shown that Ni doping increases the number of active sites which, in turn,
improves the catalytic performance of MoS2 in reduction of graphene oxide [261], gas sensing [73],
and hydrogen evolution and production. [262, 263, 264, 254] Ni also increases the S-vacancy
defect density, [265] resulting in better catalytic activity for hydrogen evolution reaction. [266]
Ni doping changes the electronic properties of MoS2 [267, 266, 268]: specifically, doping enhances
the low electrical conductivity of MoS2, making this material a promising candidate for electronic
applications such as batteries. [269, 270] In tribology, it has been shown that MoS2 films co-
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sputtered with Ni compare favorably to un-doped MoS2 in terms of friction, wear, and useful life
of mechanical parts. [78, 79, 80, 81] The improvement in the tribological performance of MoS2 is
particularly notable at low temperatures, which makes Ni-doped MoS2 ideal as a solid lubricant
for space applications where performance at extreme conditions is critical. [74, 82]

Ni-doped MoS2 has been studied using ab initio density functional theory (DFT) calcula-
tions. Such calculations have shown that the activity of edge sites is doubled [271] and that
gas adsorption and sensing is enhanced [272, 273] by Ni. Other studies showed that Ni doping
improves the catalytic performance of MoS2 by decreasing the surface sulfur-metal bonding en-
ergy [274], as well as weakening the S–H bond strength. [275] Previous DFT-based studies have
provided information about structures, thermodynamics, vibrational properties, elasticity, and
interlayer binding in Ni-doped bulk 2H, bulk 3R, and monolayer 1H-MoS2. [71, 255] DFT studies
have also examined the energies and structural changes in frictional sliding of Ni-doped 2H and
bilayer MoS2, [276] and the range of different reconstructed phases accessible by Ni-doping of
monolayer 1T-MoS2. [277] However, such calculations are computationally demanding, limiting
the time- and size-scales of model systems that can be studied.

An alternative simulation approach is molecular dynamics (MD) based on empirical models,
or force fields, that describe the interactions between atoms. Several force fields have been devel-
oped, or optimized, for MoS2, most of which are reactive, meaning they capture the formation
and breaking of chemical bonds. First, a Stillinger-Weber force field was developed for MoS2 and
used to calculate mechanical and thermal properties of single layer MoS2. [278, 279] However, the
force field could not capture the behavior of MoS2 at states far from equilibrium, [133] and did
not include parameters for interlayer interactions. A many-body Mo/S potential based on the
Reactive Empirical Bond Order (REBO) and Tersoff potentials was developed for MoS2. [280]
The force field was able to accurately reproduce expected lattice constants as well as mechanical
properties of MoS2, but it was unable to accurately model surface energy. Several force fields
within the ReaxFF formalism have been parameterized for MoS2 as well. [133, 140, 281, 138]
These force fields have been used in simulations of crystallization, [133, 140, 281, 141, 138] active
edge sites, [142] creation of vacancies, [133, 143, 282] distribution and dynamics of defects, [144]
mechanical properties of MoS2 monolayer heterostructures, [283, 284, 285] and tribological be-
havior of multi-layer MoS2. [145] However, to investigate Ni-doped MoS2, force field parameters
that include the interactions between Ni and MoS2 are needed, which is a challenge as new
interactions are introduced, and the dopant’s effect on the otherwise weak interlayer interactions
must be described.

In this study, two new ReaxFF force fields were developed for Ni-doped MoS2. The force
field parameters were optimized by comparing ReaxFF energies to those obtained from a large
set of DFT calculations of the equation of state of Ni-doped 2H-MoS2 under uniaxial, biaxial,
triaxial, and in-plane shear strain. DFT calculations were performed with Ni dopants at each
of four different sites: Mo-substituted, S-substituted, octahedral, and tetrahedral intercalation.
The resulting ReaxFF force field was validated by calculations of relaxed bond lengths and
structural parameters in 2H, and as well as calculations of structures not in the training set such
as doped 1H and 1T monolayers and doped 2H with vacancies. Finally, we demonstrated the
use of the new force field to the study of sputter deposition and annealing of Ni-doped MoS2,
pointing the way to future applications.

5.2 Methods

5.2.1 DFT Calculations

As in our previous work on thermodynamics and vibrational properties of Ni-doped MoS2[71],
the plane-wave density functional theory (DFT) code Quantum ESPRESSO[286] was used for
quantum calculations. The Perdew-Burke-Ernzerhof[287] (PBE) generalized gradient approxi-
mation was used with Grimme-D2[288] van der Waals correction, and the electron-ion interaction
was described with optimized norm-conserving Vanderbilt pseudopotentials[289] parametrized
by Schlipf and Gygi.[290] All DFT computations used a kinetic energy cutoff of 60 Ry. PBE +
Grimme-D2 has been shown to accurately describe the lattice parameters, elastic constants, and
phonon frequencies of MoS2.[71]

The training set was composed of 2H-MoS2 in 2× 2× 1 supercells, where the third direction
is perpendicular to the basal plane of the layers. Pristine 2H-bulk structures have six atoms per
unit cell; a half-shifted Monkhorst-Pack k-grid of 4× 4× 4 was used. Atomic coordinates were
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relaxed using force thresholds of 10−4 Ry/Bohr and the stresses were relaxed to 0.1 kbar. The
relaxed lattice parameters of the hexagonal cell are a = b = 3.19 Å, c = 12.40 Å, α = β = 90◦,
and γ = 120◦. The dopant sites were chosen because they are stable or meta-stable [71]; other
sites such as intralayer interstitial or S–S bridge intercalation would relax to other structures.
The stable doped structures (Mo-substituted, S-substituted, and intercalation at the tetrahedral
and octahedral sites, shown in Figure 5.1) were taken from [71], constructed with one Ni atom
in each 2× 2× 2 supercell. For validation, bilayer calculations used identical parameters except
for fixed large c-parameters and only one k-point in the z-direction, and defect calculations in
3×3×1 supercells used a 3×3×4 k-grid. The training set systems are shown in Figure 5.1. For
convenience in reactive MD calculations, the results were used to construct nearly orthorhombic
(α = β = 90◦) conventional cells with twice the number of atoms and twice the energy.

Strained 2H-bulk structures were studied under six strain conditions: uniaxial x-strain, uni-
axial z-strain, biaxial xy-strain, triaxial strain, and xy-shear. Note that due to exact symmetries
in the pristine structure, and approximate symmetries in the doped structures,[71] uniaxial y-
strain would not provide further distinct information. For each strain direction, seven points
were sampled with large strains ranging from -15% to 15% in intervals of 5%. Similarly, shear
calculations were performed for seven points with shearing angle (the angle between orthogonal
a and b lattice vectors as shown in the inset of Figure 5.6b) between ∼ 72◦ and 108◦. In each
case, the atomic forces were relaxed to 10−4 Ry/Bohr with fixed lattice vectors.

Figure 5.1: Side views of the training set structures, illustrating the four possible locations of
the Ni dopant within MoS2: (a) Mo-substituted, (b) S-substituted, (c) octahedral intercalation,
and (d) tetrahedral intercalation. Sphere colors indicate S (yellow), Mo (green), and Ni (red).
The structures shown in this figure were obtained by Enrique Guerrero, Department of Physics,
University of California, Merced.

5.2.2 ReaxFF Force Field and Parameterization

ReaxFF is a reactive empirical force field based on bond order and bond distance that originally
was developed for hydrocarbons. [127] Over the years, many different parameters have been
developed for various chemical systems. ReaxFF accounts for the contributions of various partial
energy terms. These terms include bond energy, valence angle, torsion angle, as well as van der
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Waals and Coulomb interactions. This allows ReaxFF to accurately consider covalent and ionic
bonds as well as non-bonded interactions. The total energy in the force field is the sum of the
bond energy, over-coordination and under-coordination energy corrections, angle strain, torsion
energy, torsion conjugation, van der Waals, and Coulomb energies. A detailed explanation of all
terms can be found in the original ReaxFF article. [127]

We started from two different parameter sets that were previously developed for S/Mo inter-
actions, one reported in 2017 [133] and the other reported in 2022. [138] The 2017 potential was
developed specifically for single-layer MoS2, with a focus on its mechanical response with and
without vacancies, and included parameters to model interactions between MoS2 and oxygen.
Then, the 2022 potential was developed by modifying the Mo/S parameters in the 2017 potential
to better capture crystallization of MoS2 in bilayer and bulk form. We introduced Ni parameters
for both the 2017 and the 2022 force fields, starting with Ni/Mo [291] and Ni/S [292] param-
eters reported in previous studies. Since this study uses bulk DFT training data, and has an
application focus on deposition of crystalline MoS2, we report the results for the new potential
based on the 2022 parameters in the main text. However, results for the potential based on the
2017 force field as well as both potential files are available as supporting information.

Our force field was trained against the DFT data by optimizing the parameters specifically
for Mo-S-Ni, S-Mo-Ni, and S-Ni-Mo valence angles. These parameters were the equilibrium
angle, first and second force constants, undercoordination parameter, and energy/bond order.
The process of parameterization included calculating the potential energy of each structure
(EReaxFF) which was then compared to the energy obtained from DFT for the same structure
(EDFT). A weighted error was calculated as:

Error =
∑
i

(
EReaxFF

i − EDFT
i

wi

)2

(5.1)

where wi is the weight associated with each data point on the energy plots. The weights were
chosen to prioritize minimizing the difference between the DFT and the ReaxFF energies for
near-equilibrium structures. The parameters were optimized by the single-parameter search
optimization technique [293] in the stand-alone ReaxFF package. The energy difference between
each strained and equilibrated structure as obtained from ReaxFF and DFT was plotted as
a function of strain for each strain direction. The same was done for sheared structures at
each shearing angle. The parameterization process was repeated until the shapes of the energy
plots were as similar as possible between ReaxFF and DFT. This procedure has been used
previously to optimize ReaxFF parameters for various chemical systems. [133, 294, 295, 296, 4,
138] The developed force field was evaluated and then demonstrated using energy minimization
and dynamics simulations with the Large-scale Atomic/Molecular Massively Parallel Simulator
(LAMMPS) code. [176]

5.3 Results and Discussion

5.3.1 Force Field Parameterization

The energies of all 4 structures under all 5 strain conditions were used in the training of the
ReaxFF force field. The results for uniaxial straining in the x- and z-directions of the four
Ni-doped MoS2 structures are shown in Figure 5.11 and Figure 5.12, respectively. The equation
of state energies given are those of the conventional cell, with respect to the energy in each
method of the unstrained structure. The structures used in ReaxFF are those from DFT, with
no structural relaxation performed.

The uniaxial ReaxFF energies are in reasonably good agreement with the DFT energies,
despite the large strains that were applied. Discrepancies are largest at large strain. Shapes
are similar, though for x strain and S-substituted, ReaxFF actually has a minimum shifted to
+5% strain, and for z strain and Mo-substituted the minimum is shifted to -5%. For x strain,
Mo-substituted has larger energy value in ReaxFF than in DFT for all strains, whereas in the
other cases, ReaxFF is higher for compressive strains and lower for tensile strains. For z strain,
the ReaxFF energies are larger than in DFT in general, showing an overestimation of the elastic
modulus in the z direction.
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(a) Mo-substituted (b) S-substituted

(c) Octahedral (d) Tetrahedral

Figure 5.2: Equations of state calculated from DFT (red) and ReaxFF (black) for structures
strained uniaxially in the x-direction. The inset in (b) shows a top view of the S-substituted
structure with an arrow indicating the strain direction. The DFT energies in this figure were
obtained by Enrique Guerrero, Department of Physics, University of California, Merced.

The results for biaxial and triaxial straining are shown in Figure 5.4 and 5.5, respectively,
providing significantly better ReaxFF/DFT agreement. The energies as obtained from DFT
calculations for the highest strains are ∼ 1000 kcal/mol for biaxial strain and even higher (up
to ∼ 1800 kcal/mol) in the case of triaxial strain. Nevertheless, our force field is in excellent
agreement with the DFT for the case of biaxial as well as triaxial straining. The ReaxFF energies
are in good agreement for both the near-equilibrium structures and the far-from-equilibrium
energies, and provide the correct minimum energy at zero strain.
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(a) Mo-substituted (b) S-substituted

(c) Octahedral (d) Tetrahedral

Figure 5.3: Equations of state calculated from DFT (red) and ReaxFF (black) for structures
strained uniaxially in the z-direction. The inset in (b) shows a side view of the S-substituted
structure with an arrow indicating the strain direction. The DFT energies in this figure were
obtained by Enrique Guerrero, Department of Physics, University of California, Merced.
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(a) Mo-substituted (b) S-substituted

(c) Octahedral (d) Tetrahedral

Figure 5.4: Equations of state as obtained from DFT (red) and ReaxFF (black) for structures
strained biaxially for Mo-substituted, S-substituted, octahedral, and tetrahedral positions. The
inset in (b) shows a top view of the S-substituted structure with two arrows indicating the strain
directions. The DFT energies in this figure were obtained by Enrique Guerrero, Department of
Physics, University of California, Merced.

Finally, the ReaxFF energies for sheared structures were compared with DFT. Figure 5.6
shows excellent agreement for near-equilibrium as well as far-from-equilibrium structures. The
minimum is correctly at 90◦ and the shape is close and correctly symmetrical. Mo-substituted
has an overestimated shear modulus whereas S-substituted is very close, and octahedral and
tetrahedral intercalation have an underestimated shear modulus.
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(a) Mo-substituted (b) S-substituted

(c) Octahedral (d) Tetrahedral

Figure 5.5: Equations of state as obtained from DFT (red) and ReaxFF (black) for structures
strained triaxially for Mo-substituted, S-substituted, octahedral, and tetrahedral positions. The
inset in (b) shows a perspective view of the S-substituted structure with three arrows indicating
the strain directions. The DFT energies in this figure were obtained by Enrique Guerrero,
Department of Physics, University of California, Merced.
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(a) Mo-substituted (b) S-substituted

(c) Octahedral (d) Tetrahedral

Figure 5.6: ReaxFF (black) and DFT (red) energies obtained for sheared structures in the
xy basal plane for (a) Mo-substituted, (b) S-substituted, (c) octahedral, and (d) tetrahedral
structures. The inset in (b) shows a top view of the basal plane of the S-substituted structure with
arrows indicating the shearing angle as calculated from the angle between in-plane conventional
cell vectors a and b. The DFT energies in this figure were obtained by Enrique Guerrero,
Department of Physics, University of California, Merced.

5.3.2 Force Field Evaluation

Next we evaluated the force field’s ability to predict parameters that were not included in the
training. This evaluation was based on atom positions and distances obtained from energy
minimization of the model structures using the conjugate gradient algorithm with force and

energy criteria of 10−6 kcal

mol.Ansgtrom
and 10−6 (unitless), respectively. The cell was fixed and

the minimization began from the DFT equilibrium structures. First, the Ni–Mo and Ni–S atomic
distances in all four structures were calculated. Results for Ni–Mo and Ni–S bond lengths are
shown in Table 5.1a and 5.1b, respectively.

In most cases, the differences between ReaxFF and DFT bond lengths were within 0.1 Å,
indicating the force field can accurately capture bond lengths within the Ni-doped MoS2 struc-
ture. The local symmetry around Ni, as shown by the multiplicity of the atomic distances, was
correctly preserved in each case. However, for S-substituted and octahedral structures, ReaxFF
predicted the position of the Ni atom to be slightly out of the MoS2 layer. This caused the
ReaxFF and DFT predicted Ni–Mo bond lengths be off by 0.13 Å and 0.19 Å, respectively. It
is worth mentioning that even for the mentioned structures, the Ni–S bonds are still consistent
within 0.1 Å.

Next, the force field’s ability to reproduce Ni-doped MoS2 structures with correct lattice
parameters was tested. The parameters considered, illustrated in Figure 5.7, were the lattice
constant a, the average distance h between S planes in a single layer, and the average interlayer
separation d. The values for these parameters after energy minimization in DFT and with
ReaxFF are shown in Table 5.2. The difference between the DFT- and ReaxFF-calculated
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Table 5.1: Atomic distances (below 3.6 Å) between Ni and its neighbors from DFT and ReaxFF.
Repeated distances are indicated with a multiplier. The DFT results used in this table were
obtained by Enrique Guerrero, Department of Physics, University of California, Merced.

(a) a. Ni–Mo distances

Structure DFT (Å) ReaxFF (Å)

Mo-substituted 3.20 ×6 3.19 ×6
S-substituted 2.55 ×3 2.68 ×3
Octahedral 3.57 ×6 3.36 ×6
Tetrahedral 2.61 ×1 2.71 ×1

(b) b. Ni–S distances

Structure DFT (Å) ReaxFF (Å)

Mo-substituted 2.38 ×3 2.38 ×3
S-substituted 3.18 ×6 3.18 ×6
Octahedral 2.34 ×3, 2.38 ×3 2.31 ×3, 2.46 ×3
Tetrahedral 2.17 ×3, 2.12 ×1 2.25 ×3, 2.20 ×1

parameters was less than 0.1 Å for most doped structures, as well as the pristine MoS2 case which
is shown for reference and relies only on the pre-existing Mo-S potential. This is consistent with
the equation of state findings, since the optimized values of a and c = 2h+ 2d are by definition
the minima of the uniaxial x and z curves.

Figure 5.7: Structural parameters for Ni-doped MoS2 illustrated for Mo-substituted configu-
ration: in-plane lattice constant a, average distance h between S planes in a single layer, and
average interlayer separation d.

The accuracy of the developed force field was also tested in distinguishing the relative energies
of Ni-doped 1H and 1T monolayer structures. We used 2×2, 3×3, and 4×4 in-plane supercells
of the three-atom unit cell of 1H and 1T, where each supercell contained one Ni atom; these
structures were then doubled to create orthogonal unit cells with two Ni atoms per cell. The
different doping sites [255, 277] were: adatoms at the hollow position (three-fold hollow space
between top S atoms), Mo atop (on top of Mo), or S atop (on top of S); Mo-substituted, or
S-substituted. The pristine structures were also included for reference, which had been studied
in the 2017 work. [133] Note that neither 1H or 1T structures nor adatoms were in our training
data. Snapshots of representative structures (S atop) of different sizes are shown in Figure 5.8.
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Table 5.2: Structural parameters (Å) compared between ReaxFF and DFT. The DFT results
used in this table were obtained by Enrique Guerrero, Department of Physics, University of
California, Merced.

Structure a-DFT a-ReaxFF h-DFT h-ReaxFF d-DFT d-ReaxFF

Pristine 3.19 3.18 3.12 3.13 3.08 3.07
Mo-substituted 3.20 3.20 3.01 3.07 3.05 2.96
S-substituted 3.17 3.17 3.12 3.39 2.93 2.65
Octahedral 3.19 3.33 3.12 3.29 3.04 2.87
Tetrahedral 3.19 3.19 3.12 3.28 3.16 3.00

The energy differences between 1H and 1T polytypes were compared between ReaxFF and DFT
in Figure 5.8, using DFT results from [255] and [277].

Figure 5.8: Energy difference between 1H and 1T polytypes for each structure of Ni-doped (or
pristine) MoS2. Results show an approximately linear relationship between DFT and ReaxFF
energy differences, with underestimation by ReaxFF for higher energy configurations. Snapshots
(right) show 2 × 2, 3 × 3, and 4 × 4 supercells of S atop site of 1H-MoS2. The DFT energies
shown in this figure were obtained by Enrique Guerrero, Department of Physics, University of
California, Merced.

Given the prevalence of vacancies in real MoS2 [297] samples, and studies of vacancies with
the 2017 ReaxFF potential,[133] we tested our reactive force field on defective bulk 2H structures
that combine Mo and S vacancies and Ni dopants. Structures based on a 3×3×1 supercell were
constructed and underwent variable-cell relaxation in DFT, and then the DFT-relaxed structure
was converted to a conventional cell, imported to ReaxFF and relaxed using the developed force
field. The goal to have an agreement between DFT and ReaxFF required that the final (i.e., after
relaxation) atomic positions of Ni-doped MoS2 atoms be the same (i.e., no structural changes
during ReaxFF relaxation). A summary of atomic rearrangements during each relaxation is
shown in Table 5.3.

Table 5.3 shows that, according to DFT, for the intercalated structures, Ni moved to the
vacancy position, essentially converting an intercalated structure to a substituted structure (Mo-
substituted for Ni→Mo and S-substituted for Ni→S). This observation is consistent with the
findings in [71] that the formation energy for tetrahedral intercalation in a 3 × 3 × 1 supercell is
0.401 eV, greater than the energy for filling an Mo vacancy with Ni (-2.575 eV), and for filling an
S vacancy (0.194 eV). The formation energy for octahedral intercalation is 0.9 eV higher, making
the migration to a vacancy yet more exothermic. The calculations performed here additionally
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Table 5.3: Summary of atomic rearrangements of 2H-MoS2 with a Ni dopant and a vacancy,
both at variable locations. In intercalations and S-substituted with a vacancy, Ni moves into
the vacancy. All rearrangements predicted by DFT remain in ReaxFF. The DFT results used in
this table were obtained by Enrique Guerrero, Department of Physics, University of California,
Merced.

Ni initial site Vacancy initial site Ni relaxed site Vacancy relaxed site

Mo Mo Mo Mo
Mo S Mo S
S Mo Mo S
S S S S

Octahedral Mo Mo -
Octahedral S S -
Tetrahedral Mo Mo -
Tetrahedral S S -

show that these migrations have no barrier. The ReaxFF relaxed structures preserved the same
rearrangements as in DFT for all combinations of dopant and vacancy positions.

5.3.3 Simulations of Deposition and Annealing

To demonstrate the newly developed force field, the process of sputter deposition and anneal-
ing to grow Ni-doped MoS2 films [298] was simulated. The simulations were performed using
LAMMPS in the NVE ensemble with the Langevin thermostat, a damping parameter of 10.0 fs,
and a time step of 0.1 fs. The simulation box was 2.5 × 2.4 × 10.0 nm in the x-, y-, and
z-directions, respectively, with periodic boundary conditions in the x- and y-directions. The ini-
tial configuration was two sheets of AB-stacked 2H-MoS2 with a total thickness of 1.0 nm, with
the bottom-most layer of the substrate held fixed during the simulation. Atoms were deposited
from 7.0 nm above the substrate surface, and a reflective virtual wall (which reflects downward
only) was placed parallel to the surface at a distance of 4.8 nm to ensure deposited atoms remain
near the substrate. The deposition process followed a simulation protocol used previously for
SiO2 thin film formation. [299] First, energy minimization was performed to obtain the relaxed
atomic positions, followed by thermal equilibration for 50 ps at room temperature. Next, Mo,
S, and Ni atoms were continuously deposited onto the MoS2 substrate at a 1:2 Mo to S ratio
with Ni atoms replacing Mo atoms as 7% by weight, expected to promote Ni substitution for
Mo. [81] The deposition rates for Mo and Ni were one atom every 40 fs with a deposition energy
of 230 kcal/mol; for S atoms the deposition rate was one atoms every 20 fs with a deposition
energy of 1.5 kcal/mol. The total number of deposited S, Mo, and Ni atoms after 50 ps was
1000, 405, and 95, respectively. At the end of the deposition process, the system was relaxed at
300 K for 50 ps. The second stage was annealing the deposited Ni-doped MoS2 film, following the
simulation process used previously for the crystallization of un-doped MoS2. [138] The annealing
process was carried out by heating the model at the end of the deposition stage to 5000 K over
50 ps at a ramping rate of 100 K/ps. The structure was equilibrated at high temperature for
50 ps. Then, the structure was cooled to 2000 K at a rate of 30 K/ps followed by equilibration
for 300 ps to trigger nucleation. Finally, the model was cooled to 300 K over 170 ps (10 K/ps).
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Figure 5.9: Side-view snapshots of the model system (a) before deposition, (b) at the end of
the deposition, and (c) at the end of the annealing stage. A clear transition from amorphous
to crystalline is observed (b) → (c). Spheres represent S (yellow), Mo (green), and Ni (red)
atoms. Radial distribution functions are shown in (d), (e), and (f) for before deposition, after
deposition, and after annealing, respectively. This figure was partly created by Sergio Romero
Garcia, Department of Mechanical Engineering, University of California, Merced.

Snapshots of the model system before deposition, after deposition, and after annealing are
shown in Figure 5.9(a), (b), and (c), respectively. Visually, the model system appears amorphous
at the end of deposition, consistent with experimental observations for magnetron-sputtered
MoS2, [300, 298] but then is mostly crystalline after annealing, as observed after annealing in
experiments. [300, 298] Note that the middle region of the material (Figure 5.9(c)) does not
appear crystalline from this view, but is in fact crystalline at an angle relative to the perspective
shown here. The crystallization process can be quantified using radial distribution functions
(RDFs) of S–S, S–Mo, and Mo–Mo atom distances at different stages of the simulation. The
RDF of the initial crystal substrate after equilibration, shown in Figure 5.9(d), exhibits clear
peaks indicative of a perfect crystal. At the end of the deposition, Figure 5.9(e) shows broad
close-distance peaks and only a weak further-distance (second neighbor) peak, indicating an
amorphous structure. Then, the RDF after annealing, shown in Figure 5.9(f), has the regu-
lar peaks again, only slightly broadened from the before-deposition peaks, confirming that the
material is in fact crystalline.

A close-up snapshot of the Ni-doped MoS2 at the end of annealing stage is shown in Fig-
ure 5.10(a). This visual analysis suggests that most of the Ni atoms positioned themselves at
Mo vacancies, resulting in a Mo-substituted Ni-doped MoS2 structure. To confirm this, the
distribution of Ni–S and Ni–Mo distances at the end of deposition and annealing are shown
in Figure 5.10(b) and (c), respectively. The heights of the first Ni–S (black) and Ni–Mo (red)
RDF peaks are comparable in the amorphous state but, after annealing, the Ni–S peak is much
higher. This indicates that more of the Ni atoms are bonded to S, as opposed to Mo, consistent
with the Mo-substituted Ni-doped MoS2 structure. Previous DFT calculations have shown that
under S-rich conditions, Mo-substituted is the most favorable doping location for Ni. [71] Visual
analysis of the post-annealing simulations also indicated that the Ni atoms were not randomly
distributed throughout the crystal, but rather formed few-atom clusters. This observation is con-
sistent with phase separation predicted for Mo substitution according to convex hull analysis of
DFT calculations.[71] Similar behavior has been previously observed for gold atoms co-sputtered
with MoS2, [301] which is further support for the physical realism of these simulations and the
new force field.
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Figure 5.10: (a) Close-up snapshot of the model system at the end of the annealing stage with
all atoms faded except for one Mo layer and the substituted Ni atoms. (b) Radial distribution
function for Ni–Mo (red) and Ni–S (black) bonds at the end of (b) deposition and (c) annealing.
This figure was partly created by Sergio Romero Garcia, Department of Mechanical Engineering,
University of California, Merced.

5.4 Conclusion

Two new ReaxFF force fields were developed for Ni-doped MoS2. The force fields were developed
by adding the parameters for Ni-Mo-S, Ni-S-Mo, and S-Ni-Mo angles to a previously optimized
force field for MoS2, [138, 133] and tuning those parameters to match DFT-calculated energies.
The parameterization was based on strained DFT calculations of Mo-substituted, S-substituted,
octahedral, and tetrahedral intercalation structures of the Ni dopant. The final force field was
able to accurately predict the lengths of Mo–Ni and S–Ni bonds as well as lattice constants, S–S
distance, and interlayer separation. Furthermore, the developed force field agreed with DFT on
the relaxed geometries of Ni-doped MoS2 structures with vacancies. We note that the force field
was not trained for interlayer sliding,[276] and our initial testing indicates that it was not be able
to accurately capture sliding behavior for some dopant configurations; improvement of the force
field to capture sliding energies could be considered in future work. However, the force field is
robust for modeling the crystal structures of Ni-doped MoS2 and their elastic behavior, as well
as the phase transition between amorphous and crystalline, and also the underlying mechanisms
of doping. The ReaxFF force fields developed in this work will enable future simulation-based
studies of the fundamental mechanisms by which Ni dopants affect MoS2 for applications in
catalysis and tribological, as well as other possible new applications of the material.
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5.5 Supporting information

5.5.1 Equation of state results from DFT and MD using the potential
developed based on the 2017 ReaxFF MoS2 parameters

Strained uniaxially in the x-direction

(a) Mo-substituted (b) S-substituted

(c) Octahedral (d) Tetrahedral

Figure 5.11: Equations of state calculated from DFT (red) and ReaxFF (black) for structures
strained uniaxially in the x-direction. The DFT energies in this figure were obtained by Enrique
Guerrero, Department of Physics, University of California, Merced.
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Strained uniaxially in the z-direction

(a) Mo-substituted (b) S-substituted

(c) Octahedral (d) Tetrahedral

Figure 5.12: Equations of state calculated from DFT (red) and ReaxFF (black) for structures
strained uniaxially in the z-direction. The DFT energies in this figure were obtained by Enrique
Guerrero, Department of Physics, University of California, Merced.
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Strained biaxially in the xy-plane

(a) Mo-substituted (b) S-substituted

(c) Octahedral (d) Tetrahedral

Figure 5.13: Equations of state calculated from DFT (red) and ReaxFF (black) for structures
strained biaxially in the xy-plane. The DFT energies in this figure were obtained by Enrique
Guerrero, Department of Physics, University of California, Merced.
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Strained triaxially

(a) Mo-substituted (b) S-substituted

(c) Octahedral (d) Tetrahedral

Figure 5.14: Equations of state calculated from DFT (red) and ReaxFF (black) for structures
strained triaxially. The DFT energies in this figure were obtained by Enrique Guerrero, Depart-
ment of Physics, University of California, Merced.
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Sheared in the xy-plane

(a) Mo-substituted (b) S-substituted

(c) Octahedral (d) Tetrahedral

Figure 5.15: Equations of state calculated from DFT (red) and ReaxFF (black) for structures
sheared in the xy-plane. The DFT energies in this figure were obtained by Enrique Guerrero,
Department of Physics, University of California, Merced.
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Chapter 6

Summary, Next Steps, and
Conclusions

6.1 Summary

This research aimed to study the fundamental mechanisms by which lubricant additives protect
tribological surfaces. Specifically, sulfur-containing additives were investigated. sulfur is a key
element in a family of lubricant additives that create protective films on mechanical components
during operation to increase their life. These are EP and AW additives which are commonly
used in many applications where the mechanical system is subject to high pressures, such as
metalworking fluids, cutting tools, gear boxes, hydraulics, and more. Understanding the role
of sulfur in creating protective films on a fundamental level can help engineers configure the
lubrication formulation to optimize their performance as well as reduce their environmentally
unfavorable byproducts.

Initially the reactions between di-tert-butyl disulfide, a common EP additive, and an iron
surface were investigated using reactive MD simulations in chapter 2. Since reactive simulations
use an empirical model (force field) to predict the behavior of the system on an atomic and
molecular level, the accuracy of the force field was evaluated using DFT-based calculations.
Next, a protocol was developed that emulated the process by which an additive interacts and
reacts with tribological surfaces. Results showed that the reactions between a disulfide and an
iron surface proceeds through three steps, namely, S–S bond cleavage, followed by Fe–S bond
formation, and lastly, dissociation of the S–C bond. This is in agreement with a previously
suggested reaction pathway. [39] Next, the rate-limiting step of the reaction was investigated. It
was shown that the S–C bond dissociation, the last step to film formation, occurs slower than all
other steps. Lastly, the friction reduction behavior of a sulfur-covered iron surface was studied.
The sulfur-covered iron surface exhibited a coefficient of friction that was ≈ 50% lower than a
pure iron–iron contact.

It is known that some chemical reactions on tribological surfaces can be driven by mechanical
force. In chapter 3, the effect of heat, load, and shear on chemical reactions between a disulfide
additive and an iron surface was investigated. The reactions were studied at a range of temper-
atures (300–700 K) and at 1 GPa load. Additionally, the reactants were sheared to deconvolute
the effect of shear from load and heat. Two sliding iron surfaces were created to simulate the
movement of mechanical components during operation. Results showed that both heat and load
accelerate the reaction. However, shear showed to drive the reaction at temperatures below
the initiation reaction temperature. This confirms that the reaction between disulfides and iron
surface can be driven mechanically at low temperatures and that the essence of the film forma-
tion reaction is mechanochemical in nature. To further determine how the reaction is driven by
mechanical means and how much of the reaction is driven by mechanical forces (as opposed to
heat), the reaction yield was studied in the context of an Arrhenius based model, Bell model,
that relates the reaction yield to the shear that is driving the reaction. It was concluded that
mechanical force drives the reactions that happen on the surface by lowering the reaction energy
barrier and hence accelerating the reaction or making it possible for the reaction to occur at low
temperatures when thermal energy is not enough to initiate the reaction. It was also shown that
mechanical energy reduces the reaction energy barrier height by ≈ 20%.

In chapter 4, the reaction between disulfides and ferrous surfaces was investigated in more
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realistic conditions. Disulfide additives are added to lubricant formulations to enhance their
performance, however, most of the lubricant is base oil. Therefore, here, the interactions between
di-tert-butyl disulfide and dodecane (a model base oil) were investigated. Additionally, in the
real applications, iron surfaces are almost always covered with a thin oxide layer. Based on this,
the reactions of the additive was investigated in the absence and presence of an iron oxide surface.
Results showed that the base oil did not chemically react with either the additive or the surface
and hence the presence of the base oil did not change the mechanism by which the iron sulfide
film was formed. Consequently, the reaction proceeded through the same intermediate steps that
were observed in previous chapters. Interestingly, the oxide surface introduced two new reaction
pathways that lead to film formation. The presence of H and O near the reactants introduced
many steps that involved oxidation and hydroxylation of either the additive or its products.
The same main three reaction steps were identified for the reactions that occurred on the oxide
surface, however, not necessarily in the order that was previously observed. Investigation of the
reaction yield of the three steps showed that the S–C dissociation was still the rate-limiting step
in all cases. While base oil did not chemically interfere with the reactions, it was observed that
the physical presence of the dodecane molecule on the surface hindered the transfer of shear
force to reacting molecule and consequently slowed the reaction rate’s dependence on shear
stress. Conversely, the presence of the oxygen and hydrogen and their products on the iron
oxide surface significantly reduced the reactivity of the additive molecules, its derivative species,
and the ferrous surface. The magnitude of the reduction in reaction yield was surprisingly
more than 90% for some cases. This was in agreement with the experimental studies that
showed the reactions of disulfides on the iron oxide surface are slower than that of iron. [243]
Lastly, investigating the effect of shear on driving the reactions in the context of the Bell model
revealed that the reaction occurs through lateral motion of the hydrocarbon group which results
in cleavage of the S–C bond leading to iron sulfide film formation.

Finally, an investigation into another sulfur-containing lubricating compound, Ni-doped
MoS2, was carried out. Over the years, MoS2 has shown to perform as an excellent solid lubri-
cant, or in the nanoparticle form, as a lubricant additive. Ni dopant has shown to enhance the
performance of MoS2 in catalysis and tribology. To study the catalytic and tribological proper-
ties of Ni-doped MoS2, reactive MD simulation can be a powerful tool, but there was previously
no ReaxFF force field specifically developed for Ni-doped MoS2. In chapter 5, a ReaxFF force
field parameter set was optimized against extensive DFT calculations. Equations of state of a
Ni-doped MoS2 structure was used to train the ReaxFF force field. The force field showed an
excellent agreement in the energies corresponding to straining and shearing the Ni-doped MoS2
structure in different directions. Additionally, the force field was able to accurately predict the
lengths of different bonds that exist within a Ni-doped MoS2 structure. The developed force field
also successfully predicted the lattice constants of the crystal structure as well as the transfer
of Ni dopant due to defects such as vacancies. Additionally, the force field performed fairly in
predicting the energies of a MoS2 structure with an adatom at different doping sites for 1T and
1H polytypes.

Finally, the applicability and accuracy of the developed ReaxFF force field was demonstrated
by performing a MD simulation of a crystallization procedure. The process included depositing
Mo, Ni, and S atoms on a substrate to create an amorphous Ni-doped MoS2 layer followed by
an annealing process. Results showed that the developed force field was able to create a Ni-
doped MoS2 crystal from an amorphous structure and that the dominant dopant position was
Mo-substitution.

6.2 Future work

This dissertation reports an extensive study carried out for sulfur-containing lubricant additives.
The results of this work will add to an already extensive body of work in the literature. How-
ever, there remains more work to be done that can extend our fundamental understanding of
the mechanisms by which sulfur-containing lubricant additives protect mechanical components.
There are opportunities for improving our knowledge of tribology both in the case of liquid
lubricant additives and solids.
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6.2.1 Liquid lubricant additives

Research was carried out in this dissertation to identify and understand the mechanisms of
film formation from the reactions between di-tert-butyl disulfide, an extreme-pressure additive,
and ferrous surfaces. However, there is more to be done. Firstly, the effect of heat, load, and
shear was investigated, however, the effect of sliding speed on this reaction is still unknown.
Secondly, simulations were carried out in the presence of a base oil, dodecane. However, there
are other base oils that are more commonly used in industry, for example, polyalphaolefin and
phosphate ester. Thirdly, the weight ratio of the additive content used in this dissertation was
50%. However, a more realistic by weight ratio is less than 10%. This high ratio was chosen
due to the time and size limitations of a molecular dynamics simulation. This was a first step
towards understanding the role of base oil; next steps could be to use a more realistic weight
ratio and take advantage of either accelerated MD methods and more efficient computational
resources.

6.2.2 Solid lubricants

The Ni-doped MoS2 ReaxFF force field that was developed in this dissertation enables reactive
MD simulations of a this materials for various applications. There have been MoS2 ReaxFF force
fields that were previously developed in the literature. However, introduction of the Ni dopant to
this force field can be utilized to improve our fundamental understanding of how dopants affect
the performance of MoS2. Another application of the force field could be to investigate the doping
mechanisms under different deposition and or operating conditions, e.g different temperatures.
Additionally, the developed force field can be used to study the enhanced catalytic properties of
the doped MoS2 and mechanisms behind it or to address the elastic response of the Ni-doped
MoS2 to mechanical stimuli. Finally, the develop force field, by itself, can be improved further.
The current version of the force field does not include sliding, an important property that is
inherent to tribological applications. If added, the force field can be used to model the material
for applications that involve relative motion of surfaces.

6.3 Concluding words

The work done in this dissertation helped improve our fundamental understanding of sulfur-
containing lubricant additives and the mechanisms by which they protect mechanical components
during operation. Specifically, the following developments were made through the research. (i)
A new simulation protocol was developed to study film formation from the chemical reactions
that occur between additives and surfaces. (ii) The reaction pathway of a disulfide additive
and iron surface was observed and compared to the pathway hypothesized previously based
on experimental measurements. (iii) The rate limiting step of the reaction that leads to film
formation was identified and the friction reduction behavior of the resulting sulfur-covered surface
was investigated. (iv) The effects of heat, load, and shear on driving and accelerating the reaction
was studied and the mechanism by which shear drives the tribological reaction was identified.
(v) The role of a base oil as well as an oxide surface in modifying both the reaction pathways and
the reaction rate was addressed. (vi) A new ReaxFF force field was developed that made the
investigation of doped MoS2 possible. (vii) A first step towards understanding the mechanism
of crystallization of a doped MoS2 was taken.

Finally, sulfur-containing additives and lubricants are widely used in applications, but there is
a need for a fundamental understanding of the mechanisms by which they function. Particularly,
new understanding can be used to optimize the efficiency of the lubrication formula or operating
conditions, as well as potentially resolve concerns about toxicity and sustainability. The work
presented in this dissertation provides such understanding that can be utilized as a baseline for
future work towards more efficient and environmentally aware design of lubricant formulations.
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[262] D. Escalera-López et al. “Enhancement of the hydrogen evolution reaction from Ni-MoS2
hybrid nanoclusters.” In: ACS Catal. 6(9) (2016), pp. 6008–6017.

[263] D. Wang et al. “Ni-doped MoS2 nanoparticles as highly active hydrogen evolution elec-
trocatalysts”. In: RSC Adv. 6(20) (2016), pp. 16656–16661.

[264] J. Zhang et al. “Engineering water dissociation sites in MoS2 nanosheets for accelerated
electrocatalytic hydrogen production”. In: Energy Environ. Sci. 9(9) (2016), pp. 2789–
2793.

[265] Jie Xu et al. “Frenkel-defected monolayer MoS2 catalysts for efficient hydrogen evolution”.
In: Nat. Commmun. 13.1 (2022), pp. 1–8.

[266] Tao Dong et al. “Formation of Ni-doped MoS2 nanosheets on N-doped carbon nanotubes
towards superior hydrogen evolution”. In: Electrochim. Acta 338 (2020), p. 135885.

68

https://doi.org/10.1088/1361-6528/ac9393
https://doi.org/10.1088/1361-6528/ac9393
https://doi.org/10.1088/1361-6528/ac9393


[267] MI Khan et al. “Effect of Ni doping on the structural, optical and photocatalytic activ-
ity of MoS2, prepared by Hydrothermal method”. In: Mater. Res. Express 7.1 (2020),
p. 015061.

[268] Ningning Xuan et al. “Single-atom electroplating on two dimensional materials”. In:
Chem. Mater. 31.2 (2018), pp. 429–435.

[269] Ran Zhang et al. “Insights into the sandwich-like ultrathin Ni-doped MoS2/rGO hybrid
as effective sulfur hosts with excellent adsorption and electrocatalysis effects for lithium-
sulfur batteries”. In: J. Energy Chem. 60 (2021), pp. 85–94.

[270] M Arockia Jenisha et al. “Interfacial engineering effect and bipolar conduction of Ni-
doped MoS2 nanostructures for thermoelectric application”. In: J. Alloys Compd. 895
(2022), p. 162493.

[271] H. Wang et al. “Transition-metal doped edge sites in vertically aligned MoS2 catalysts
for enhanced hydrogen evolution”. In: Nano Res. 8(2) (2015), pp. 566–575.

[272] H. Wei et al. “A DFT study on the adsorption of H2S and SO2 on Ni doped MoS2
monolayer”. In: Nanomaterials 8(9) (2018), p. 646.

[273] D. Ma et al. “The adsorption of CO and NO on the MoS2 monolayer doped with Au, Pt,
Pd, or Ni: A first-principles study.” In: Appl. Surf. Sci. 383 (2016), pp. 98–105.

[274] P. Raybaud et al. “Structure, energetics, and electronic properties of the surface of a
promoted MoS2 catalyst: an ab initio local density functional study”. In: J. Catal. 190(1)
(2000), pp. 128–143.

[275] Yu Hao et al. “1T-MoS2 monolayer doped with isolated Ni atoms as highly active hy-
drogen evolution catalysts: A density functional study”. In: Appl. Surf. Sci. 469 (2019),
pp. 292–297.

[276] Enrique Guerrero and David A. Strubbe. “Atomistic mechanisms of sliding in few-layer
and bulk doped MoS2”. In: arXiv:2209.15629 (2022). doi: 10.48550/ARXIV.2209.15629.

[277] Rijan Karkee and David A. Strubbe. “Panoply of doping-induced reconstructions and
electronic phases in Ni-doped 1T-MoS2”. In: arXiv:2107.07541 (2022). submitted 11 Mar
2022, https://doi.org/10.48550/arXiv.2107.07541. doi: 10.48550/ARXIV.2107.07541.
url: https://arxiv.org/abs/2107.07541.

[278] Jin-Wu Jiang, Harold S Park, and Timon Rabczuk. “Molecular dynamics simulations of
single-layer molybdenum disulphide (MoS2): Stillinger-Weber parametrization, mechani-
cal properties, and thermal conductivity”. In: J. Appl. Phys. 114.6 (2013), p. 064307.

[279] Jin-Wu Jiang and Yu-Ping Zhou. “Parameterization of Stillinger-Weber potential for
two-dimensional atomic crystals”. In: Handbook of Stillinger-Weber Potential Parameters
for Two-Dimensional Atomic Crystals. Ed. by Jin-Wu Jiang and Yu-Ping Zhou. Rijeka:
IntechOpen, 2017. Chap. 1. doi: 10.5772/intechopen.71929. url: https://doi.org/
10.5772/intechopen.71929.

[280] Tao Liang, Simon R Phillpot, and Susan B Sinnott. “Parametrization of a reactive many-
body potential for Mo–S systems”. In: Phys. Rev. B 79.24 (2009), p. 245110.

[281] Rimei Chen et al. “Formation of MoS2 from elemental Mo and S using reactive molecular
dynamics simulations”. In: J. Vac. Sci. Technol. A 38.2 (2020), p. 022201.

[282] Hamidreza Noori et al. “Nanopore creation in MoS2 and graphene monolayers by nanopar-
ticles impact: a reactive molecular dynamics study”. In: Appl. Phys. A 127.7 (2021), pp. 1–
13.

[283] Reza Khademi Zahedi et al. “Mechanical properties of all MoS2 monolayer heterostruc-
tures: crack propagation and existing notch study”. In: Comput. Mater. Contin. 70.3
(2022), pp. 4635–4655.

[284] Sergio Mejıa-Rosales et al. “Mechanical properties of MoS2 nanotubes under tension: a
molecular dynamics study”. In: Mol. Simul. 47.6 (2021), pp. 471–479.

[285] Bohayra Mortazavi et al. “Mechanical response of all-MoS2 single-layer heterostructures:
a ReaxFF investigation”. In: Phys. Chem. Chem. Phys. 18.34 (2016), pp. 23695–23701.

[286] P Giannozzi et al. “Advanced Capabilities for Materials Modelling with Quantum ESPRESSO”.
In: J. Phys.: Condens. Matter 29 (2017), p. 465901. doi: 10.1088/1361-648X/aa8f79.

69

https://doi.org/10.48550/ARXIV.2209.15629
https://doi.org/10.48550/ARXIV.2107.07541
https://arxiv.org/abs/2107.07541
https://doi.org/10.5772/intechopen.71929
https://doi.org/10.5772/intechopen.71929
https://doi.org/10.5772/intechopen.71929
https://doi.org/10.1088/1361-648X/aa8f79


[287] John P. Perdew, Kieron Burke, and Matthias Ernzerhof. “Generalized gradient approx-
imation made simple”. In: Phys. Rev. Lett. 77 (1996), pp. 3865–3868. doi: 10.1103/
PhysRevLett.77.3865.

[288] Stefan Grimme. “Semiempirical GGA-type density functional constructed with a long-
range dispersion correction”. In: J. Comput. Chem. 27.15 (2006), pp. 1787–1799. doi:
10.1002/jcc.20495.

[289] D. R. Hamann. “Optimized norm-conserving Vanderbilt pseudopotentials”. In: Phys. Rev.
B 88 (8 2013), p. 085117. doi: 10.1103/PhysRevB.88.085117.

[290] Martin Schlipf and François Gygi. “Optimization algorithm for the generation of ONCV
pseudopotentials”. In: Comput. Phys. Commun. 196 (2015), pp. 36–44. doi: 10.1016/j.
cpc.2015.05.011.

[291] Alex Vasenkov et al. “Reactive molecular dynamics study of Mo-based alloys under high-
pressure, high-temperature conditions”. In: J. Appl. Phys. 112.1 (2012), p. 013511.

[292] Hsiu-Pin Chen et al. “Embrittlement of metal by solute segregation-induced amorphiza-
tion”. In: Phys. Rev. Lett. 104.15 (2010), p. 155502.

[293] Adri CT van Duin, Jan MA Baas, and Bastiaan Van De Graaf. “Delft molecular me-
chanics: a new approach to hydrocarbon force fields. Inclusion of a geometry-dependent
charge calculation”. In: J. Chem. Soc., Faraday Trans. 90.19 (1994), pp. 2881–2895.

[294] J. E. Mueller, A. C. van Duin, and W. A. Goddard III. “Development and validation of
ReaxFF reactive force field for hydrocarbon chemistry catalyzed by nickel.” In: J. Phys.
Chem. C 114(11) (2010), pp. 4939–4949.

[295] Seung Ho Hahn et al. “Development of a ReaxFF reactive force field for NaSiOx/water
systems and its application to sodium and proton self-diffusion”. In: J. Phys. Chem. C
122.34 (2018), pp. 19613–19624.

[296] Nadire Nayir, Adri CT Van Duin, and Sakir Erkoc. “Development of the Reaxff reactive
force field for inherent point defects in the Si/silica system”. In: J. Phys. Chem. A 123.19
(2019), pp. 4303–4313.

[297] Wu Zhou et al. “Intrinsic structural defects in monolayer molybdenum disulfide”. In:
Nano Lett. 13.6 (2013), pp. 2615–2622.

[298] Benjamin Sirota, Nicholas Glavin, and Andrey A Voevodin. “Room temperature mag-
netron sputtering and laser annealing of ultrathin MoS2 for flexible transistors”. In: Vac-
uum 160 (2019), pp. 133–138.

[299] Masafumi Taguchi and Satoshi Hamaguchi. “MD simulations of amorphous SiO2 thin
film formation in reactive sputtering deposition processes”. In: Thin Solid Films 515.12
(Apr. 2007), pp. 4879–4882.

[300] Michael E McConney et al. “Direct synthesis of ultra-thin large area transition metal
dichalcogenides and their heterostructures on stretchable polymer surfaces”. In: Journal
of Materials Research 31.7 (2016), pp. 967–974.

[301] T W Scharf et al. “Synthesis of Au-MoS(2) nanocomposites: thermal and friction-induced
changes to the structure”. en. In:ACS Appl. Mater. Interfaces 5.22 (Nov. 2013), pp. 11762–
11767.

70

https://doi.org/10.1103/PhysRevLett.77.3865
https://doi.org/10.1103/PhysRevLett.77.3865
https://doi.org/10.1002/jcc.20495
https://doi.org/10.1103/PhysRevB.88.085117
https://doi.org/10.1016/j.cpc.2015.05.011
https://doi.org/10.1016/j.cpc.2015.05.011

	Introduction
	Background
	Mechanochemistry and tribochemistry
	Liquid lubricant additives
	Solid lubricants
	Tribofilms

	Effect of force on film formation reactions
	Reactive molecular dynamics simulations
	Introduction
	Reactive forcefields

	Dissertation outline

	Reactive Molecular Dynamics Simulations of Thermal Film Growth from Di-tert-butyl Disulfide on an Fe(100) surfacemohammadtabar2018DTBD
	method
	Density Functional Theory
	Molecular Dynamics Simulations

	Results and Discussion
	Validation of the Empirical Model
	Reaction Pathway for Iron Sulfide Formation
	Modeling Thermal Film Growth

	Summary and Conclusions

	Heat-, Load-, and Shear-Driven Reactions of Di-tert-butyl Disulfide on Fe(100) mohammadtabar2019Heat
	Introduction
	Methods
	Results and discussion
	Conclusions

	Shear-driven Reactions of Organosulfur Compounds on Ferrous Surfaces: A Molecular Dynamics Study mohammadtabar2022shear
	Introduction
	Methods
	Results and Discussion
	Reaction Pathways
	Reaction yield
	Effect of base oil
	Effect of H-passivated oxide surface
	Bell model

	Conclusions

	Development and Demonstration of a ReaxFF Reactive Force Field for Ni-doped MoS2
	Introduction
	Methods
	DFT Calculations
	ReaxFF Force Field and Parameterization

	Results and Discussion
	Force Field Parameterization
	Force Field Evaluation
	Simulations of Deposition and Annealing

	Conclusion
	Supporting information
	Equation of state results from DFT and MD using the potential developed based on the 2017 ReaxFF MoS2 parameters


	Summary, Next Steps, and Conclusions
	Summary
	Future work
	Liquid lubricant additives
	Solid lubricants

	Concluding words




