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ABSTRACT OF THE DISSERTATION

Cross-Layer Bandwidth Allocation and Delay Allocation for Video

Transmission over Wireless Channels

by

Yushi Shen

Doctor of Philosophy in Electrical Engineering
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Introduction

I.A Basic Concepts

This dissertation provides a unified treatment of video compression, channel

coding, modulation and multiple accessing. These basic elements of a wireless video

communication system are briefly introduced in this section.

I.A.1 Source Coding

Source coding, also called data compression, is the process of removing redun-

dancy from the original data/information. Compression is important because it helps re-

duce the consumption of expensive resources, such as channel bandwidth or disk space.

However, compression requires processing power, which can also be expensive. The de-

sign of data compression schemes therefore involves tradeoffs between various factors,

including compression capability, distortion, computational resource requirements, and

often other considerations as well.

1
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Source coding is especially important for video transmission, because video

is characterized by a huge amount of input data, which inherently contains statistical

redundancy (including temporal, spatial, and spectral) and subjective redundancy.

In most current video encoders, such as MPEG-2/4 and H.263/4, there are

two basic encoding modes. Inter-coding, or motion compensation, is a basic and ef-

ficient approach in video coding. However, it may suffer from potentially severe error

propagation, because a single error in a frame may corrupt all subsequent frames if inter-

coding is used repeatedly. Intra-coding, by encoding the current video content without

reference to any other frame, can stop error propagation. But this mode is usually much

more costly in bits than inter-coding. Thus, it is desired to switch between intra and

inter coding intelligently, according to both channel conditions and the video content, to

achieve the right balance between compression efficiency and robustness. Video codecs

that use motion compensation benefit greatly from the development of algorithms for

near-optimal intra/inter mode switching within a rate-distortion framework.

I.A.2 Channel Coding

In wireless video communications, the compressed video, which make use

of both entropy encoding and predictive coding algorithms, is extremely vulnerable to

channel impairments. Real-time video streaming applications are also sensitive to trans-

port delay and delay variation. Therefore, compression and transmission provisions that

avoid catastrophic failure caused by lost, delayed, or errant data are imperative.

Channel coding is used in digital communication systems to protect the in-
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formation from noise and interference, and thus reduce the bit error rate. It is mostly

accomplished by selectively introducing redundant bits into the transmitted information

system. The additional bits will allow error correction or error detection, while the cost

is either a reduction in data rate or an expansion in bandwidth.

Before 1948, it was generally believed that it was impossible to obtain arbi-

trarily low error rates when communicating in the presence of noise. This misconcep-

tion was disproved by Claude Shannon, the father of information theory, in his ground

breaking work “A Mathematical Theory of Communication” [1]. Here, he introduced

the concept of channel capacity, and proved that as long as the information rate is be-

low the channel’s capacity, reliable communication with an arbitrarily small error rate

is possible. But the proof did not show how to construct such a good channel code.

Shannon’s work spurred a whole new area of study which we now call in-

formation theory. To date, there are many different types of channel coding methods

that are used in practice. Linear block codes and convolutional codes have been imple-

mented in many practical systems. Recently, turbo codes and low density parity check

(LDPC) codes have gained much interest in both academia and industry alike, due to

their near-capacity performance.

I.A.3 Multiple Access Techniques

Multiple access techniques are used to enable acceptable communication among

users sharing a common channel. Three basic types of multiple access presently used in

communication systems are time-division multiple access (TDMA), frequency-division
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multiple access (FDMA), and code-division multiple access (CDMA).

Technically, in TDMA, a channel is divided into independent, non-overlapping

time slots for each user. In FDMA, a channel is divided into independent, non-overlapping

frequency bands, or subchannels, for each user. In CDMA, every user transmits its sig-

nal at the same time and in the same frequency band, but with different codes.

In this thesis, we focus on direct-sequence CDMA (DS-CDMA) technology,

wherein a data signal (bit) at the transmitter is combined with a higher data rate chip

sequence. The multiplication operation in a DS-CDMA transmitter increases the trans-

mission bandwidth based on the number of the chips embedded (called the processing

gain).

I.B Motivation

Video communication is characterized by a huge amount of input data, and

compression is needed to reduce the number of transmitted bits. This leads to a host

of research in lossy video compression that achieves compression by sacrificing signal

fidelity, while preserving visual quality. In video coding, progress in the domain of

motion compensation is vital to achieve higher compression gains. And it will bene-

fit greatly from the development of algorithms for optimal intra/inter mode switching

within a rate-distortion framework.

The well-known “separation theorem”, which states that the performance of

the optimum source-channel coding scheme can be achieved by optimizing the source

coding and the channel coding separately, does not hold when the realistic constraints,
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such as constrained bandwidth, power, delay and complexity, are considered. Thus,

joint source-channel coding (JSCC) is investigated to achieve the optimum performance.

And the advances achieved in cross-layer design at the lower layers (for example, the

physical layer) can be further enhanced by taking into account source characteristics

and requirements allowing existing networks to provide optimal time-varying Quality

of Service (QoS). This issue is especially important for video/multimedia applications

over wireless and heterogeneous channels, as these applications are essentially delay-

sensitive and bandwidth-intense.

I.C Thesis Outline

In Chapter II, we propose an algorithm to optimally switch between intra-

coding and inter-coding modes for a video coder that operates on a packet-switched

network with fixed-length packets. Different re-synchronization schemes are consid-

ered and compared. This optimal mode selection algorithm is integrated with an effi-

cient channel encoder. The system performance is both analyzed and simulated, where

the channel is assumed to have bit errors (due to noise and fading on the wireless por-

tion of the channel) and packet erasures (due to congestion on the wired portion). The

framework is further extended to operate on a time-varying wireless Internet channel

with feedback information from the receiver. Both instantaneous feedback and delayed

feedback are evaluated, and an improved method of refined distortion estimation for

encoding is presented and evaluated.

In Chapter III, we investigate the cross-layer design problem for a wireless
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video system with a constant bandwidth. We present a video transmission scheme with

adaptive bandwidth allocation for wireless CDMA networks. We derive the statistics

of the received signal and a theoretical bound on the packet drop rate at the receiver.

Based on these results, an algorithm for efficient bandwidth allocation among source

coding, channel coding and spreading is derived at the packet level, which incorporates

the effects of both the changing channel characteristics and the source content. Detailed

simulations are done to evaluate the performance of the systems. The sensitivity of the

system to estimation error is also analyzed.

In Chapter IV, we study another fundamental tradeoff in the cross-layer design

of a wireless video communications system, that is to optimize the system when there

is a delay constraint imposed by the applications, i.e., the issue of delay allocation. The

key elements in this tradeoff are the queuing delay in the source encoder output buffer,

the delay caused by the interleaver, and the delay caused by channel decoding. We

formulate the delay partitioning problem mathematically, and end up with a relationship

among these three main delay components. In particular, we study how the tradeoff will

be affected by the motion of the video content, the rate of variation of the channel, the

delay budget and the channel bit rate.

In Chapter V, we enumerate and discuss all our contributions in this disserta-

tion for each individual chapter, and discuss potential future work. We note that partial

conclusions are also given at the end of each individual chapter.



II

Video Coding with Fixed Length

Packetization for a Tandem Channel

II.A Introduction

Packet video is becoming a significant portion of traffic over wireless and

wireline networks. However, network congestion and wireless channel errors can yield

tremendous packet loss and thus degrade the video quality. The transmitted bitstream

should be organized to minimize the possible corruption and error propagation.

We are interested in using fixed-length packets over tandem channels, whereby

we mean a channel that has both wireline and wireless links, and so experiences both

packet erasures due to congestion on the wireline component, and bit errors due to noise

and fading on the wireless component of the link. Video communications over tandem

channels has been addressed in references such as [2, 3, 4, 5].

It is desired to switch between intra and inter coding intelligently according

7
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to channel conditions and video content, to achieve the right balance between compres-

sion efficiency and robustness. The ROPE algorithm for inter/intra mode selection was

proposed in [6]; it used variable length packets and was designed for a packet erasure

channel whose loss rate is fixed and known. Our work uses distortion estimation and

mode switching in the style of the ROPE algorithm, but for more complex channels, so

significant modifications are needed.

This chapter is organized as follows. In Section II.B, we derive a modi-

fied ROPE algorithm for fixed-length packets with two different re-synchronization ap-

proaches. Both analysis and simulation results suggest that the performance of fixed-

length packets is worse than that of variable-length packets. We also compare different

re-synchronization approaches. In Section II.C, we study video coding over a constant

tandem channel with both bit errors and packet erasures. By means of a well-designed

concatenated channel coder, the tandem channel can dynamically be treated as a simple

erasure channel by the source encoder, thus the modified ROPE algorithm can be used.

In Section II.D, we extend our framework to the scenario where the channel has time-

correlated variation, and a feedback channel is used to tell the encoder about the channel

status. The performance is evaluated with both instantaneous and delayed feedback in-

formation. Conclusions are drawn in Section IV.E.

II.B Optimal Mode Switching with Fixed-length Packets

In video compression, typically each frame is segmented into macroblocks

(MBs) of size 16 by 16 pixels. One horizontal row or slice of MBs is called a Group of
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Blocks (GOB). The encoding mode and the quantization step are selected for each MB

individually in DCT-based video encoders such as MPEG-2 and MPEG-4. In a pack-

etized transmission system, the compressed bit stream is then sent by either variable-

length or fixed-length packets.

For variable-length packets, each GOB can be carried in a separate packet; a

short packet header says which GOB is in the packet. One packet loss entails loss of

the whole GOB, without affecting decoding of other packets (GOBs). The loss rate of a

pixel equals the packet erasure rate.

For fixed-length packets, packet boundaries are rarely GOB or MB bound-

aries. Thus, when one packet is lost, the decoder will be unable to interpret the start

of the next one. We refer to this as loss of synchronization. As packet loss causes bits

in the next (and perhaps subsequent) packets to be lost, the loss rate of pixels exceeds

the packet erasure rate due to loss of synchronization. We propose two methods to

efficiently re-synchronize: re-synchronization once per GOB, and once per packet.

In this section, we lay the groundwork for the tandem wireline/wireless chan-

nel to be presented in Section II.C. For ease of combining source coding with channel

coding, our scheme will employ fixed-length packets. Since most previous work in

this general area has been done with variable-length packets, and since, as will become

obvious by the end of this section, fixed-length packets do not perform as well as do

variable-length packets, we use this section to describe in detail the fixed-length packet

system, and to compare its performance to that of a variable-packet scheme.

More specifically, in this section we concentrate on the performance of a sys-
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tem employing fixed-length packets over an erasure channel, where the erasure rate is

constant and known by the encoder. This model will be used to represent the wireline

component of the tandem channel. In Section II.C, we will add the wireless component,

and this latter component will be modelled as the concatenation of an inner RCPC coder

and an outer error detection code. Thus, it too will function as a packet erasure channel

to the source encoder.

II.B.1 Encoding with Re-synchronization per GOB

This method inserts re-synchronizing bits at the beginning of each GOB. Video

in QCIF format contains 9 × 11 MBs, so there are 9 GOBs per frame. With a frame rate

of 30 frames per second, and bit rate of 450 kbps, each GOB occupies about 450k / (30

× 9) bits on the average, or 1667 bits. Therefore, for packet sizes in the range of 400 to

800 bits, usually the bits corresponding to one GOB will be split into several packets.

We use the first bit of each packet to tell whether there is a new GOB in this

packet. If there is, the next 9 or 10 bits (depending on the packet length) indicate the

new GOB’s starting location. The frame/GOB number follows. In this case, an MB will

not be reconstructable at the decoder if either the packet containing this MB is lost, or

any of the former MBs in the same GOB are lost. If any of the former MBs are lost, the

decoder will lose synchronization until the next re-sync information is received, thus

the remaining MBs of the current GOB will be unreconstructable even if the decoder

receives the following packets. It is possible, although unlikely, for the compressed bit

stream of one MB to extend over several packets. For simplicity, we assume the decoder
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loses the whole MB if any one of these packets is lost.

MB1-MB4 MB
5

MB
5 MB6-MB9 MB

10
MB
10 MB11 MB1-3

GOB 2

packet 1 packet 2 packet 3

GOB 1

header to mark
start of GOB1

header to mark
start of GOB2

Figure II.1: An Example of Re-sync per GOB.

We count the packet number from the first packet of each GOB. Assume the

current MB extends to packet m of this GOB. The probability that this MB can be

reconstructed at the decoder is the probability that all m packets of this GOB are received

by the decoder. This equals (1−p)m, where p is the packet erasure rate. If PR̄ denotes the

probability that an MB cannot be reconstructed at the decoder, we have PR̄ = PR̄(m) =

1 − (1 − p)m. For example, in Fig. II.1, for GOB1, m = 1 for MB1 to MB4, m = 2 for

MB5 to MB9, and m = 3 for MB10 and MB11. For MB10 we have PR̄ = 1− (1− p)3.

When an MB is lost, the decoder uses a temporal concealment method. The

three nearest MBs above the lost MB are denoted A, B, C from left to right. Their mo-

tion vectors (MVs) define the substitute motion vector (SMV), where the SMV indicates

which MB in the previous frame will be used for concealment. We assume, if any of

A, B, and C were intra-coded, that its MV=(0, 0). First, if MB A is lost, then so are B

and C, and we set SMV=(0, 0). If the decoder knows A, but not B and C, we set the

SMV equal to the MV of A. If both A and B survive, but not C, we set the SMV equal
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to the MV of B. Lastly, if the decoder has all of A, B and C, we set the SMV equal to

their median MV. When the current MB belongs to the top GOB of this frame, we set

SMV=(0, 0), and if the lost MB is on the side of the frame, we use the MV of the MB

directly above.

We are ready to derive the expected decoder distortion per pixel for this case.

Using the notation from [6], fn denotes original frame n, which is compressed and

reconstructed at the encoder as f̂n (only quantization error is considered). The (possibly

error-concealed) reconstruction at the receiver is denoted by f̃n (including quantization

error, error propagation, packet loss and concealment distortion). The encoder does not

know f̃n, and treats it as a random variable.

Let f i
n denote the original value of pixel i in frame n, and let f̂ i

n denote its

encoder reconstruction. The reconstructed value at the decoder, possibly after error

concealment, is denoted by f̃ i
n. The expected distortion for pixel i is

di
n = E{(f i

n − f̃ i
n)2} = (f i

n)2 − 2f i
nE{f̃ i

n} + E{(f̃ i
n)2} (II.1)

Calculation of di
n requires the first and second moments of the random variable

of the estimated image sequence f̃ i
n. To compute these, recursion functions are devel-

oped in [6], in which it is necessary to separate out the cases of intra- and inter-coded

MBs. Here, since we use a modified pixel loss rate and a modified concealment method

for fixed-length packets, the recursion formulas must be modified.

For each MB and for each mode selection and quantization step, we determine

the packet number m for the current MB and PR̄ = 1− (1− p)m. A, B, C are the three
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nearest MBs above this MB from left to right. We define some probabilities as follows:

PĀ = Pr(A lost), and PA = Pr(A received) = 1−PĀ, where “lost” means not recon-

structable at the decoder and “received” means reconstructable. We also define PB̄|A =

Pr(B lost | A received), and PC̄|AB = Pr(C lost | A received and B received).

Similarly, PAB̄ = Pr(A received and B lost) = PAPB̄|A, PABC = PA(1 − PB̄|A)(1 −

PC̄|AB), and PABC̄ = PA(1 − PB̄|A)PC̄|AB. We obtain:

PĀ = 1 − (1 − p)mA (II.2)

PB̄|A = 1 − (1 − p)lB (II.3)

PC̄|AB = PC̄|B = 1 − (1 − p)lC (II.4)

where mA is the number of packets that A spans from the beginning of its GOB, lB is

the number of packets that B spans beyond the end of the packet with A, and lC is the

number of packets that C spans beyond the end of the packet with B. Note that since

we assume p is known at the encoder, the probabilities required in (II.2) to (II.4) will be

computed and stored at the time the MBs are encoded.

Let k1, k2 and k3 correspond to the pixels in the previous frame that are used

to conceal pixel i, using the MV of A, B and C respectively, and let k4 correspond

to the pixel for concealment using the median of the MVs of these three MBs. For an

intra-coded MB, f̃ i
n = f̂ i

n with probability 1 − PR̄. If the current packet is lost, and if A

is also lost (with probability PĀ), so are B and C, then f̃ i
n = f̂ i

n−1 because the SMV is

set to (0, 0). Given A is received (with probability 1−PĀ), if B is lost and so is C, then
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f̃ i
n = f̂k1

n−1; if B is received but C is lost, then f̃ i
n = f̂k2

n−1; lastly, if both B and C are

received, f̃ i
n = f̂k4

n−1. Thus, the two moments for a pixel in an intra-coded MB are given

by

E{f̃ i
n} = (1 − PR̄)f̂ i

n + PR̄

(

PĀE{f̃ i
n−1} + PAB̄E{f̃k1

n−1}

+PABC̄E{f̃k2
n−1} + PABCE{f̃k4

n−1}
)

(II.5)

E{(f̃ i
n)2} = (1 − PR̄)(f̂ i

n)2 + PR̄

(

PĀE{(f̃ i
n−1)

2} + PAB̄

E{(f̃k1
n−1)

2} + PABC̄E{(f̃k2
n−1)

2} + PABCE{(f̃k4
n−1)

2}
)

(II.6)

For an inter-coded MB, assume the true MV of current pixel i is predicted

from pixel j in the previous frame. Thus, the encoder prediction of this pixel is f̂ j
n−1.

The prediction error, ei
n, is compressed and the quantized residue is êi

n. So the encoder

reconstruction is: f̂ i
n = f̂ j

n−1 + êi
n. The encoder transmits êi

n and the MV. If received,

the decoder knows êi
n and the MV, but must use its own reconstruction of pixel j in the

previous frame, f̃ j
n−1, which may differ from the encoder value f̂ j

n−1. Thus, the decoder

reconstruction of pixel i is given by: f̃ i
n = f̃ j

n−1 + êi
n. The moments of f̃ i

n for a pixel in

an inter-coded MB are given by

E{f̃ i
n} = (1 − PR̄)

(

êi
n + E{f̃ j

n−1}
)

+ PR̄

(

PĀE{f̃ i
n−1}

+PAB̄E{f̃k1
n−1} + PABC̄E{f̃k2

n−1} + PABCE{f̃k4
n−1}

)

(II.7)

E{(f̃ i
n)2} = (1 − PR̄)

(

(êi
n)2 + 2êi

nE{f̃ j
n−1} + E{(f̃ j

n−1)
2}
)

+PR̄

(

PĀE{(f̃ i
n−1)

2} + PAB̄E{(f̃k1
n−1)

2}
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+PABC̄ E{(f̃k2
n−1)

2} + PABCE{(f̃k4
n−1)

2}
)

(II.8)

Lastly, since the first frame must be intra-coded, and we also assume the first

frame is not lost, the initial conditions of the recursion are given as: E{f̃ i
1} = f̂ i

1 and

E{(f̃ i
1)

2} = (f̂ i
1)

2. These recursions are performed at the encoder to calculate the ex-

pected distortion at the decoder. The encoder uses this to optimally choose the coding

mode for each MB.

II.B.2 Encoding with Re-synchronization per Packet

For re-sync per packet, we insert a header at the front of each packet, telling

the location (within the packet) of the beginning of the first MB and its frame/GOB/MB

number. All zero location bits are used in the very unlikely case that a packet does not

contain the beginning of any MB. A typical illustration is given in Fig. II.2. Now, an MB

can be reconstructed at the decoder if and only if all packets that contain this MB are

received. So we count the number m of packets that include this MB. The probability

that an MB cannot be reconstructed at the decoder is PR̄ = PR̄(m) = 1 − (1 − p)m.

Because usually the compressed bit stream corresponding to one MB is much smaller

than the fixed packet length, m usually equals 1 or 2. For example, in Fig. II.2, for

GOB1, m = 1 for all MBs except MB5 and MB10 for which m = 2.

The concealment method also needs to be modified. Denote the three nearest

MBs above the current decoding MB as A, B and C, from left to right. This time, loss

of A does not necessarily mean loss of B or C. With re-sync per packet, it is possible that

A and C are received but B is lost, although this is very unlikely because it means B
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MB1-MB4 MB
5

MB
5 MB6-MB9 MB

10
MB
10 MB11 MB1-3

packet 1 packet 2 packet 3

GOB 1 GOB 2

header to mark start
of MB1 in GOB1

header to mark start
of MB6 in GOB1

header to mark start
of MB11 in GOB1

Figure II.2: An Example of Re-sync per Packet.

occupies more than one packet. For this situation, if only one of A or C is inter-coded,

we set the SMV equal to the MV of the inter-coded one; if both are inter-coded, we

use the MV with smaller value. Let k5 denote the pixel used for concealment under

this situation. We summarize all the situations, the pixels used to conceal, and the

corresponding probabilities, in Table II.1. For example, the first line means A, B and C

are all lost, we use pixel i in the previous frame for the concealment (i.e., SMV=(0,0)),

and the probability corresponding to this situation is PĀB̄C̄ . Also, a modified treatment

is needed for special cases when the MBs are on the boundaries of a frame.

Table II.1: The Concealment Method for Different Situations

Situation Pixel Corresponding Probability

ĀB̄C̄ i PĀB̄C̄ = PĀPB̄|ĀPC̄|ĀB̄

ĀB̄C k3 PĀB̄C = PĀPB̄|Ā(1 − PC̄|ĀB̄)

ĀBCorĀBC̄ k2 PĀB = PĀ(1 − PB̄|Ā)

ABC̄ k2 PABC̄ = (1 − PĀ)(1 − PB̄|A)PC̄|AB

ABC k4 PABC = (1 − PĀ)(1 − PB̄|A)(1 − PC̄|AB)

AB̄C̄ k1 PAB̄C̄ = (1 − PĀ)PB̄|APC̄|AB̄

AB̄C k5 PAB̄C = (1 − PĀ)PB̄|A(1 − PC̄|AB̄)



17

Equations (II.2), (II.3) and (II.4) are still valid to compute PĀ, PB̄|A and PC̄|AB,

respectively, for re-sync per packet, except that here mA means the number of packets

that include A. The parameters lB and lC have the same definitions as before, e.g., lB

is the number of packets that B spans beyond the end of the packet with A. If d is the

event that the packet shared by A and B is received at the decoder, d̄ means this packet

is lost. As illustrated in Fig. II.3, Pd̄ = 0 if and only if the end of A happens to be

the boundary of a packet, and thus the packet shared by A and B does not exist (this

situation is very unlikely), otherwise Pd̄ = p. Also PĀd̄ = Pd̄PĀ|d̄ = Pd̄×1 = Pd̄. Then,

we can compute PB̄|Ā as follows:

PB̄|Ā = Pd̄|ĀPB̄|Ād̄ + Pd|ĀPB̄|Ād

= Pd̄|Ā × 1 + (1 − Pd̄|Ā)(1 − (1 − p)lB)

=
Pd̄

PĀ

+ (1 − Pd̄

PĀ

)(1 − (1 − p)lB) (II.9)

Similarly, to compute PC̄|ĀB̄ and PC̄|AB̄, we define the event e that the packet shared by

B and C is received at the decoder, and Pē = p except if the end of B happens to be the

boundary of a packet, in which case Pē = 0. Then,

PĀB̄ē = PĀēPB̄|Āē = PĀē = PēPĀ|ē

=























Pē , A shares the same packet with C

PĀPē , No common packet for A and C

(II.10)

PAB̄ē = PAē = PēPA|ē
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=























0 , A shares the same packet with C

PAPē , No common packet for A and C

(II.11)

At last, we have the following conditional probability:

PC̄|ĀB̄ = Pē|ĀB̄PC̄|ĀB̄ē + Pe|ĀB̄PC̄|ĀB̄e

=
PĀB̄ē

PĀB̄

× 1 + (1 − PĀB̄ē

PĀB̄

)(1 − (1 − p)lC )

=































































Pē

PĀPB̄|Ā
+ (1 − Pē

PĀPB̄|Ā
)(1 − (1 − p)lC) ,

A shares the same packet with C

Pē

PB̄|Ā
+ (1 − Pē

PB̄|Ā
)(1 − (1 − p)lC ) ,

No common packet for A and C

(II.12)

and we can calculate PC̄|AB̄ in a similar fashion. With these, we compute the probability

terms in Table II.1.

The expected distortion for pixel i is given by (III.14). For each MB and

for each mode selection and quantization step, we first calculate the loss probability

PR̄ = 1 − (1 − p)m, where m is the number of packets that contain this MB. Then, for

an intra-coded MB, f̃ i
n = f̂ i

n with probability 1−PR̄, corresponding to correct receipt of

the MB. The recommended concealment method is used if the current MB is lost. The

two moments for a pixel in an intra-coded MB are given by

E{f̃ i
n} = (1 − PR̄)f̂ i

n + PR̄

(

PĀB̄C̄E{f̃ i
n−1} + PĀB̄CE{f̃k3

n−1} + (PĀB+
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(b) Pd̄ = p

Figure II.3: Illustration of event d and the corresponding probability Pd̄. (a) The end of
A happens to be the boundary of a packet, so Pd̄ = 0; (b) Three situations in which A
and B share (at least partly share) a same packet, so Pd̄ = p.

PABC̄)E{f̃k2
n−1} + PABCE{f̃k4

n−1} + PAB̄C̄E{f̃k1
n−1} + PAB̄CE{f̃k5

n−1}
)

(II.13)

E{(f̃ i
n)2} = (1 − PR̄)(f̂ i

n)2 + PR̄

(

PĀB̄C̄E{(f̃ i
n−1)

2} + PĀB̄CE{(f̃k3
n−1)

2}

+(PĀB + PABC̄)E{(f̃k2
n−1)

2} + PABCE{(f̃k4
n−1)

2} + PAB̄C̄

E{(f̃k1
n−1)

2} + PAB̄CE{(f̃k5
n−1)

2}
)

(II.14)

Similarly, for an inter-coded MB, assume the true MV of current pixel i is

predicted from pixel j in the previous frame. The first and second moments of f̃ i
n for a

pixel in an inter-coded MB are given by

E{f̃ i
n} = (1 − PR̄)

(

êi
n + E{f̃ j

n−1}
)

+ PR̄

(

PĀB̄C̄E{f̃ i
n−1} + PĀB̄C

E{f̃k3
n−1} + (PĀB + PABC̄)E{f̃k2

n−1} + PABCE{f̃k4
n−1} + PAB̄C̄

E{f̃k1
n−1} + PAB̄CE{f̃k5

n−1}
)

(II.15)

E{(f̃ i
n)2} = (1 − PR̄)

(

(êi
n)2 + 2êi

nE{f̃ j
n−1} + E{(f̃ j

n−1)
2}
)

+ PR̄
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(

PĀB̄C̄E{(f̃ i
n−1)

2} + PĀB̄CE{(f̃k3
n−1)

2} + (PĀB + PABC̄)E{(f̃k2
n−1)

2}

+PABC E{(f̃k4
n−1)

2} + PAB̄C̄E{(f̃k1
n−1)

2} + PAB̄CE{(f̃k5
n−1)

2}
)

(II.16)

II.B.3 Rate-Distortion Framework

We take into account the expected distortion due to both compression and

transmission errors for optimal mode switching. The distortion is computed recursively

by the formulas given above for the two possible re-synchronization schemes separately.

We incorporate this overall expected distortion within the rate-distortion framework at

the encoder, to optimally switch between intra- and inter-coding on a macroblock basis.

The goal is to minimize the total distortion D subject to a bit rate constraint R.

This problem is an unconstrained Lagrangian minimization, where the algo-

rithm minimizes the total cost J = D + λR. Individual MB contributions to this cost

are additive, so it can be minimized on a macroblock basis [7]. Therefore, the encoding

mode and the quantization parameter (QP) for each MB are chosen by minimizing

min
(mode,QP )

JMB = min
(mode,QP )

(DMB + λRMB) (II.17)

where the distortion DMB is the sum of the distortion contributions of the individual

pixels (di
n’s), and di

n is calculated by (III.14), where the first and second moments of

f̃ i
n are given by (5) to (II.8) for re-sync per GOB, and by (13) to (II.16) for re-sync per

packet.

Rate control is achieved by modifying λ. As in ROPE [6], we update λ per
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frame via

λn+1 = λn

(

1 + α(

n
∑

i=1

Ri − nR∗
S)

)

(II.18)

where R∗
S is the target encoding bit rate, α = 1

5R∗
S

, and λ0 is set to be 70.

The coding mode and QP are chosen to minimize the Lagrangian cost. For

each choice of mode and QP, the encoder computes the number of bits needed for the

current MB, the reconstruction failure probability PR̄, the individual pixel distortions,

and DMB. The algorithm chooses the mode/step size such that DMB and RMB minimize

J . Since QP ranges from 1 to 31, and the mode has two choices (Intra or Inter), this

algorithm optimizes over 62 potential combinations.

As to the complexity of this approach, a computational burden is incurred in

computing the probabilities corresponding to the different concealment scenarios and

the two moments of f̃ for each mode choice for each pixel. For re-sync per GOB,

for each pixel, the algorithm typically needs about 8 addition/multiplication operations

to calculate PĀ, PB̄|A and PC̄|AB, and about 32 addition/multiplication operations to

calculate the two moments in (5) to (II.8). (Note that the identical concealment for both

intra and inter coding reduces the complexity.) For re-sync per packet, for each pixel, the

algorithm typically requires about 36 addition/multiplication operations to create Table

II.1, and about 42 addition/multiplication operations to calculate the two moments in

(13) to (II.16). This complexity is comparable to that of the original ROPE algorithm,

which needs about 27 operations to calculate the two moments for each pixel [6]. Also,

note that all the complexity mentioned above is incurred only at the encoder.



22

II.B.4 Performance Analysis and Simulation Results

We anticipate that fixed-length packets will perform worse than variable GOB-

length packets. Three kinds of penalties explain this performance downgrade. Rate

penalty comes from sending re-sync information. Re-synchronization per packet in-

volves more re-sync bits than re-sync per GOB. For a shorter fixed packet length, re-

sync bits are sent more often. Division penalty arises because usually bits of one GOB

extend over several fixed-length packets. For example, suppose GOB1 is encoded into

packets a and b, and suppose packet and MB boundaries coincide. Similarly GOB2 is

encoded into packets c and d. Under the same packet erasure rate, losing one variable-

length packet which contains an entire GOB, is equivalent to losing two fixed-length

packets. However, losing two fixed-length packets means losing more than one GOB

on the average because of sync loss. For example, if packets a and c are lost and we

re-sync once per GOB, both GOBs will be entirely lost. A smaller fixed packet length

entails a more severe division penalty. If we re-sync once per packet, this penalty will

still exist, but will be smaller. Boundary penalty occurs whenever the boundary of a lost

fixed-length packet is not exactly the boundary of an MB (or GOB). Suppose packet b

contains a few bits of GOB2; losing packet b causes the loss of half of GOB1 and the

entire GOB2 if we re-sync per GOB. It causes the loss of half of GOB1 and the first MB

of GOB2 if we re-sync per packet. Losing two such packets at different points in the

stream causes the loss of two GOB halves plus two additional MBs.

Thus the performance with fixed-length packets should be worse than that with

variable-length packets. Re-sync per packet has higher rate penalty but much smaller
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division and boundary penalties, so it should yield a better performance than re-sync

per GOB. Note that we assume Internet congestion causes an equal loss probability for

packets of any size.

We will also compare our scheme with the “block-weighted distortion esti-

mate” (BWDE) [6], with the same two fixed-length packetization approaches. BWDE

assumes that the current block is correctly received, while the MBs of the previous

frame may be lost and concealed, thus the current block may have concealment distor-

tion because it may be inter-coded using the previous frame. The estimate of decoder

distortion is D̂ = Dq1 for intra mode and D̂ = pDc + (1− p)Dq2 for inter mode, where

Dq1 is the quantization distortion of the current intra-coded pixel, Dc is the weighted

average of the concealment distortion of the previous frame blocks that are mapped to

the current MB, and Dq2 is the quantization distortion of the residual for the current

inter-coded pixel. The Lagrangian J = D̂ + αR is minimized among coding modes

and QPs for each MB. Because this algorithm unrealistically assumes that the current

block is always received, and because the distortion is not additive in its concealment

and quantization components, performance with BWDE is expected to be worse than

with modified ROPE.

In our simulation results, the system was evaluated using an H.263+ codec

with standard QCIF (176 × 144) video sequences at frame rates of 10, 15 or 30 frames

per second (fps). Various target transmission bit rates were tested ranging from 50kbps

to 450kbps. A random packet loss generator was used to drop packets with variable

erasure rates p. Different fixed packet lengths from 100 bits to 1000 bits were also
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tested.

Fig. II.4 shows the PSNR performance versus packet erasure rate. Fig. II.4(a)

is for the “Carphone” QCIF sequence at 200kbps and 30fps with packet length 400 bits.

For a given distortion estimation method (ROPE or BWDE), variable-length packets

outperform fixed-length packets, and re-sync per packet outperforms re-sync per GOB.

For the ROPE algorithm, from p = 5% to p = 30%, re-sync per fixed-length packet

is about 0.2-0.4dB lower than variable-length packets, and about 1.0dB higher than re-

sync per GOB. At p = 0%, re-sync per packet performs slightly worse than re-sync per

GOB because only rate penalty applies. For the same packing method (variable length,

fixed length with re-sync per packet or per GOB), ROPE outperforms BWDE by about

2.0dB. Similar trends appear in Fig. II.4(b), which contains results for the “Container"

QCIF image sequence at 100kbps and 15fps with 400-bit fixed-length packets.

Fig. II.5 shows PSNR versus transmission rate. Fig. II.5(a) is for “Carphone"

at 30fps with packet length 400 bits and error rate p = 10%. For the same distortion esti-

mation method, as the transmission rate grows, the gap between variable-length packets

and fixed-length with re-sync per packet is nearly constant. For ROPE, this constant

is about 0.35dB. However, the gap between variable-length packets and fixed-length

with re-sync per GOB increases dramatically, mostly due to the more serious division

penalty as rate increases. For ROPE, it goes from 1.0dB at 100kbps up to 2.7dB at

450kbps. For the same packing method, ROPE beats BWDE by about 2.0-2.5dB, and

the gap increases with rate. In Fig. II.5(b), which is for “Container” at 15fps with 400-bit

fixed-length packets and p = 5%, we observe similar trends.
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Fig. II.6 shows PSNR versus packet length ranging from 100 bits to 1000

bits. Fig. II.6(a) is for “Carphone” at 200kbps and 30fps with packet loss rate p =

10%, and Fig. II.6(b) is for “Container" at 100kbps and 15fps with p = 5%. For the

same distortion estimation algorithm, a larger fixed packet size leads to a smaller gap

between variable-length and fixed-length packet results. Again, the ROPE algorithm

yields consistent and significant gains over BWDE.

In summary, to integrate this source encoder with Forward Error Correction

(FEC) to operate over a wireless/Internet channel, we change the variable-length pack-

etization to fixed-length packetization, and modify the distortion estimation approach

accordingly. In doing this, one pays three kinds of penalties. Experimental results

demonstrated this PSNR downgrade of about 0.2-0.5dB. Simulation results also showed

re-sync per packet outperformed re-sync per GOB.

II.C Source and Channel Coding over Wireless/Internet

The delivery of packet video over tandem Internet and wireless channels is

discussed in this section. We assume the wireless channel introduces uniform random

bit errors with rate Pb, and the Internet loses packets with erasure rate p. We assume

Pb and p are constant and known at the encoder. In practice, this information may

come from a test data sequence and tracking of channel conditions. The major resource

shared between the source and channel encoders is the given target transmission rate.

If the channel condition is poor (say, Pb ≥ 0.01), more bits are needed for channel

error detection and correction, thus a smaller bit rate is used for source encoding. The
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system diagram is shown in Fig. II.7. In particular, the wireless component is modelled

as the concatenation of an inner RCPC code and an outer error detection code, thus

the tandem channel can be dynamically converted into a erasure channel for the source

encoder, and the algorithm proposed in Section II.B can be easily re-used. We now

discuss each component in detail.

II.C.1 The Source Encoder

The video source is encoded using the optimal inter/intra mode selection al-

gorithm with fixed-length packets (re-sync per GOB and per packet are analyzed and

compared). The mode selection algorithm was designed for a given output bit rate of

the source coder and a given packet erasure rate. Here we are given instead the target

transmission rate (that is, the output bit rate of the channel coder), and the wireless bit

errors may increase the packet loss rate if the corrupted packets cannot be corrected and

are thus discarded.

Given the bit error rate Pb, the channel coder (as discussed below) chooses a

rate-compatible punctured convolutional (RCPC) code with channel code rate r from a

family of RCPC codes so as to keep the probability of packet drop due to uncorrectable

bit errors (p′e) at about 1% for most of the transmission rates of interest. The packet

erasure rate due to Internet congestion is p; thus, the total packet loss rate is p̂ = p +

p′e − p × p′e ≈ p + 0.01 − p × 0.01 = 0.99p + 0.01.

Knowing r, the transmission target rate R∗ and frame rate f , as well as the

fixed packet length, the source encoder determines the corresponding target source cod-
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ing output bit rate R∗
S . With the target output bit rate of the source coder and the total

packet loss rate p̂, we may use the intra/inter mode selection algorithm directly as de-

rived in Section II.B.

II.C.2 The Channel Encoder

We use a concatenated code consisting of a CRC outer coder and RCPC inner

coder. That is, the grouped fixed-length y source information bits are appended with

a 16-bit CRC and M zero ending bits to flush the memory and terminate the trellis

decoding in the zero state. Then the (y + 16 + M ) bits are convolutionally encoded

using a rate r RCPC coder [8].

CRCs provide error detection with low complexity and flexible block length.

The optimal 16-bit CRCs for different packet lengths are proposed in [9, 10]. In partic-

ular, C1, C3 and C4 [9] are typically used for packet lengths less than 151, between 151

and 257, and greater than 257 (and less than 28658 bits), respectively. All of these yield

a very low probability of undetected error, typically less than 10−5.

RCPC codes are a powerful extension of punctured convolutional codes [11,

12]. Here, the RCPC code is chosen adaptively to make the probability of packet drop

due to uncorrectable bit error about 1%, under the given channel bit error rate Pb (Pb ≤

0.15) for most of the transmission rates of interest. As a practical matter, the 1% cannot

be exactly achieved, and we used a rate 2/7 RCPC code when Pb > 0.05, a rate 2/3

RCPC code when 0.005 < Pb ≤ 0.05, a rate 8/9 RCPC code when 10−5 < Pb ≤ 0.005,

and no channel coder is used if Pb ≤ 10−5. All of these RCPC codes have a memory
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M = 6 and a puncturing period length 8. The details of their construction are given in

Table II.2.

Table II.2: RCPC Codes Used in the System
Mother Convolutional Code 

RCPC Code 
Rate  Rate  Memory  Generation Matrix 

Puncturing Table 

8/9  1/3  6 
1 0 1 1 0 1 1 
1 1 1 1 0 0 1 
1 1 0 0 1 0 1 

1 1 1 1 0 1 1 1 
1 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 

2/3  1/3  6 
1 0 1 1 0 1 1 
1 1 1 1 0 0 1 
1 1 0 0 1 0 1 

1 1 1 1 1 1 1 1 
1 0 1 0 1 0 1 0 
0 0 0 0 0 0 0 0 

2/7  1/4  6 

1 1 0 1 1 0 1 
1 0 1 0 0 1 1 
1 0 1 1 1 1 1 
1 1 0 0 1 1 1 

1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
1 0 1 0 1 0 1 0 

 

To avoid an unacceptable corresponding packet loss rate, the FEC selection

needs to guarantee that the bit error probability after correction is very small. Fig. II.8(a)

shows the relationship between the bit error rate and the corresponding packet error rate

without error correction. When bit error rate is very small (≤ 5×10−5), the packet error

rate is roughly the product of the bit error rate and the fixed packet length. If the bit error

rate is larger (≥ 5×10−4), the corresponding packet error rate goes up dramatically and

reaches nearly 100% as the bit error rate goes to 0.02. Thus a powerful RCPC code is

needed to avoid bad system degradation.

Simulations also show that it is reasonable to choose the packet drop rate due

to uncorrectable bit error to be roughly 1%. Fig. II.8(b) shows the PSNR gap for dif-

ferent target packet drop rates, where PSNR gap (on the y-axis) refers to the average

gap between the PSNR with zero packet drop rate and the PSNR under the given drop
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rate over different wireless bit error rates. When the drop rate is high, the gap is large,

but when the drop rate goes down to roughly 1%, the PSNR gap is very small. Returns

diminish when the drop rate due to uncorrectable bit errors is pushed below 1%.

For the efficient detection of uncorrected errors, the serial list-Viterbi algo-

rithm at the channel decoder was used with a list of 100 paths [12, 13]. The optimal

path in the Viterbi decoding is chosen among those paths that satisfy the checksum

equations. If at a given depth of trellis decoding, none satisfied the checksum equations,

then an uncorrected error is declared and this packet is discarded. The corresponding

MBs are then reconstructed from the previously received MBs using the concealment

methods. Here we check 100 paths; increasing the number of paths does not necessar-

ily improve the performance of the system, because we may reach a point where the

probability of undetected errors becomes too high, and it is shown that dropping the un-

corrected packet and using a proper concealment method may give a better result than

using an uncorrected packet [13].

II.C.3 Performance Analysis and Simulation Results

This system was evaluated for the transmission of video over a tandem chan-

nel. The packet erasure rates tested were p = 5% and 10%, and bit error probabilities

ranged from Pb = 0 to Pb = 0.15. The same error patterns were used for all algorithm

versions. Again, we compare modified ROPE and BWDE distortion estimation.

Fig. II.9 shows PSNR versus bit error rate from Pb = 0 to Pb = 0.15.

Fig. II.9(a) is for “Carphone” at 400kbps and 30fps with packet length 400 bits, and
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p = 10%. Fig. II.9(b) is for “Container” at 150kbps and 15fps with packet length 400

bits, and p = 5%. Results are consistent with our predictions. With the same distortion

estimation method (ROPE or BWDE), re-sync per packet yields better performance than

does re-sync per GOB; with the same fixed packetization method, modified ROPE out-

performs BWDE. Table II.C.3 shows parameters for the simulation for modified ROPE

with re-sync per packet. Note that, as the bit error rate increases, a lower rate channel

coder is used, and so the bit rate for source coding decreases. The estimates of the to-

tal packet loss rate at the encoder are close to the actual packet loss rate found at the

decoder, consistent with our goal that the packet loss due to uncorrectable bit error is

about 1%.

Table II.3: Parameters of Fig. II.9 for Modified ROPE and Re-sync per Packet

Carphone QCIF Re-synchronization per Packet 

Bit Error Rate  10-6  10-5  10-4  10-3  0.01  0.10 

Source Bit Rate (kbps)  390  390  328  328  246  106 

Assumed Packet Loss Rate (%)  10.9 

Total Packet Loss Rate (%) 
(Found at the Decoder) 

10.04  10.35  10.06  10.58  10.89  11.52 

PSNR (dB)  32.73  32.61  32.28  32.20  31.02  28.75 

 

Container QCIF Re-synchronization per Packet 

Bit Error Rate  10-6  10-5  10-4  10-3  0.01  0.10 

Source Bit Rate (kbps)  132  132  117  117  88  39 

Assumed Packet Loss Rate (%)  5.95 

Total Packet Loss Rate (%) 
(Found at the Decoder) 

5.04  5.38  5.06  5.61  5.93  6.61 

PSNR (dB)  35.77  35.76  35.60  35.57  34.15  32.72 
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Fig. II.10(a) shows PSNR versus target transmission rate, and Fig. II.10(b)

shows PSNR versus time (frame number) at 300kbps. The image sequence is “Sales-

man" at 10fps with packet length 800 bits, p = 10% and Pb = 0.01. Again re-sync per

packet yields a much better performance than re-sync per GOB, and modified ROPE

outperforms BWDE.

We also compare our system with a recent system [3] which uses a H.263+

source coder, and a concatenated FEC scheme employing interlaced Reed-Solomon

(RS) codes and RCPC codes to protect the video data from packet loss and bit errors,

respectively. We compare the performance of our system with the results given in Fig. 6

in [3], where the comparison system is operated over a wired IP and a wireless Rician

fading channel with parameter K. Because sufficient interleaving is assumed to ran-

domize the burst errors in [3], the SNR of the fade can be translated to a bit error rate as

follows:

Pe=

∫

r

P (e|r)f(r)dr

=

∫ ∞

0

ϕ
(

−x
√

SNR
)(

xe−K+ x2

2 I0(x
√

2K )
)

dx (II.19)

where ϕ(x) = 1√
2π

∫ x

−∞ e−
t2

2 dt and I0(x) =
∑∞

n=0
(−1)n(x/2)2n

(n!)2
= 1

π

∫ π

0
cos(xsinθ)dθ,

which are the cumulative Gaussian distribution function and the modified Bessel func-

tion of order zero, respectively. The simulation results are for “Susie” at 128kbps and

7.5fps. The comparison system generates 9 packets per frame, with the fixed packet

length 128k/(7.5 × 9)=1896 bits, and our system is operated with an 800-bit packet.

The results are shown in Fig. II.11. Over most bit error rates, our system outperforms
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the comparison system by about 0.4dB. The comparison system outperforms ours in a

small interval, perhaps because it selects among a larger set of RS and RCPC codes.

The sensitivity to mismatched channel status is examined in Fig. II.12, where

the channel status used at the transmitter for the optimization mismatches the actual

channel status in the network. The figures are for “Carphone” with transmission rate

400kbps and packet length 400 bits, with re-sync per packet. Fig. II.12(a) is for per-

formance of mismatched bit error rate under a correct packet erasure rate estimate. The

horizontal axis is the actual channel bit error rate; each curve represents the performance

of the system that persists in using a particular rate RCPC code (so it is mismatched out

of the correct bit error range). Performance drops dramatically when the actual bit er-

ror rate is higher than the estimate. The upper bound curve is the performance of a

properly matched system. Fig. II.12(b) illustrates the mismatched packet erasure rate

under a matched 0.001 wireless bit error rate. Again, each curve represents the perfor-

mance where a particular packet erasure rate is assumed. At each actual channel status,

the matched estimate yields the best performance, and poorer performance goes along

with increasing mismatch. The upper bound curve shows performance of the matched

system.

In many applications, both bit errors and packet erasures occur in bursts, and

the Gilbert-Elliot model is good for capturing bursty loss patterns. A two-state Gilbert-

Elliot model with the states named Good and Bad is illustrated in Fig. II.13. Note that

the state transition characteristics are completely determined by the values PGG and

PBB , where, for example, PGG is the probability that the next state is Good, given the
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current state is Good. Then the mean time durations (measured in number of steps) that

the channel is in the Good and Bad states are TG = 1/(1−PGG) and TB = 1/(1−PBB),

respectively. In Fig. II.14, we compare the performance of our system when used over a

constant random channel to that when the channel is bursty. The top curve is the system

performance for a constant channel with p = 10% and Pb = 0.01, which is the same as

the top curve in Fig. II.10(a). The lower curve is the system performance for a channel

with a constant Pb = 0.01, while the packet erasures are determined from a Gilbert-

Elliot model utilizing the limiting per_state error probabilities of one and zero for each

packet. We chose PGG = 0.9 and PBB = 0.1, thus TG = 10, TB = 10/9. The overall

erasure rate over a long period of time, which is equal to the percentage of time that the

channel is in the Bad state, is also 1%. Note that the performance degrades when the

channel follows the Gilbert-Elliot model, because of the mismatch of the channel status,

that is, the transmitter assumes the packet erasure is a constant 10%, while actually there

are two states of erasure rate 0% and 100% with a certain coherent time.

II.D Performance over Time Varying Channels with Feedback

In the previous sections, we assumed the channel conditions (packet erasure

rate and bit error rate) are known in advance by the transmitter, and stay constant. We

also assumed that there is no feedback information from the receiver. However, real

channels are usually time varying, and a backward channel from the receiver to the

transmitter is available in many applications. Through this feedback channel, the re-

ceiver can signal to the transmitter its estimate of the current channel conditions and
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the actual packet loss rate found at the decoder, and the transmitter can adapt its encod-

ing choices accordingly. What is more, as indicated in [6], the backward channel can

also specify lost packets via acknowledgement (ACK) or negative-acknowledgement

(NACK), to obtain additional gain in the performance. We will extend our system to

time varying channels and feedback.

For convenience, we assume the wireless bit error rate Pb and the packet era-

sure rate p are constant for the packets of the same frame, and they vary from frame

to frame. We assume the transmitter knows the channel status correctly for the first

frame. After that, it needs feedback to track channel variation. We also assume that the

feedback link is error free.

II.D.1 Feedback of Channel Conditions

Here, we will not include channel estimation; we assume the decoder can

estimate channel conditions correctly and instantaneously, and the transmitter will use

this error free information, possibly with some delay, to choose intra/inter modes or

adjust channel code rates.

If the feedback information arrives at the transmitter with negligible delay, the

bit error rate and packet erasure rate used at the transmitter match actual channel condi-

tions, so it should yield the upper limit of the performance of our system for the given

channel model. In practice, there usually exists some feedback delay due to propagation

time or buffering time. We assume a fixed feedback delay d. The transmitter knows the

exact channel conditions of the (n − d)-th frame as it encodes the n-th frame. At that
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time, all frames before the n-th are already transmitted.

Due to the memory in the channel, a natural guess is that the erasure rate and

bit error rate seen by the packets of the n-th frame are the same as those seen by the

(n− d)-th frame, as that is the newest feedback information obtained by the transmitter.

With this information, the transmitter first selects the proper RCPC code according to

the bit error rate, and then the modified ROPE algorithm does distortion estimation and

selects the mode and quantization parameter (QP) that minimize the Lagrange (II.17).

When the ROPE algorithm estimates distortion for the n-th frame, it has the

first and second moments of the expected distortions for each pixel in frame (n − 1).

These are used in the recursive formulas to compute the estimates for frame n. With

feedback, the transmitter knows the channel conditions for the (n − d)-th frame and its

packet loss rate experienced at the decoder. Although the transmitter cannot use this

information to re-encode frames (n − d) through (n − 1), because they are already sent

out, it can use the feedback information to refine the distortion estimate for these frames

and therefore for the n-th frame as well.

The estimation refinement starts with the (n − d)-th frame, because now the

transmitter has the exact channel conditions for this frame. For purposes of the recursive

computations, it also temporarily assumes that the channel conditions stay constant at

the conditions of the (n−d)-th frame up to the n-th frame. From frame (n−d) up to and

including frame (n− 1), the source transmitter recursively recomputes the first and sec-

ond moments for each pixel according to this newest known packet loss rate. For frame

n, the transmitter estimates distortion based on these refined estimates E{f̃ i
n−1} and
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E{(f̃ i
n−1)

2}, and selects a mode. The refined computation prevents the accumulation of

estimation error.

This refined estimation algorithm should yield better performance than the

simple estimation method. The refined estimation method adjusts the estimates at each

time interval, so only the moments of f̃ in the last (d − 1) frames may be incorrect

because the transmitter does not yet have feedback information for these frames.

The computational complexity is higher than for the simple estimation case,

because we need to re-compute the moments of the previous d frames. For d in the range

of 0–20 (equivalently, 0–600ms for 30fps, and 0–200ms for 10fps), this complexity is

modest. Also, the refined estimation algorithm needs more storage to store the moments

of the (n − 1)-th frame E{f̃ i
n−1} and E{(f̃ i

n−1)
2}. As in the simple estimation method,

it needs to store the moments of the (n−d− 1)-th frame E{f̃ i
n−d−1} and E{(f̃ i

n−d−1)
2}

and all the intra/inter mode selections and quantization step choices of each MB from

the (n − d)-th frame through the current frame.

II.D.2 Feedback of ACK/NACK

Another kind of feedback information is to specify lost packets via ACK or

NACK. This type of feedback information was used in [6], where the refined distortion

estimation was proposed and shown to outperform simple estimation. For the packet era-

sure channel, the packet erasure rate of the channel can be inferred from the ACK/NACK

feedback; while for the wireless or the tandem channels, the channel conditions cannot

be inferred from the packet drop rate after the channel decoder, since different FEC is
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used for different wireless channel conditions.

For a fixed feedback delay d, the transmitter can now exactly calculate the

decoder reconstruction up to frame (n − d), but the packet loss history from frame

(n − d + 1) to frame n is still unknown. To use the feedback information, as shown in

Section V of [6], the transmitter will recompute exactly the (n − d)th frame of decoder

reconstruction by employing error concealment whenever the packets were lost; then the

reconstructed frame is used to initialize the recursion formulas to estimate the distortion

from frame (n−d+1) up to frame n; at last, the refined estimates E{f̃ i
n} and E{(f̃ i

n)2}

are incorporated into the R-D optimization mode selection.

For the tandem varying channel, sending back both the channel conditions and

the ACK/NACK information can result in further improvement of the performance, by

decreasing the mismatch loss from tracking the channel variation, and employing the

exact error concealment from the ACK/NACK information together.

Again, the computational complexity involved in updating all the intermediate

frames may be a problem, and the performance degrades as the delay increases. When

the delay is large, we can ignore the feedback information to reduce complexity with a

relatively small penalty in performance.

II.D.3 Performance Analysis and Simulation Results

As before, the source encoder is implemented by modifying the H.263+ coder.

The system is operated over a time varying tandem channel. The source is 300 frames

from “Carphone” at 30fps with packet length 400 bits. The feedback performance is
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compared with delays of zero, 10 and 20 frames.

In Fig. II.16, a channel with Pb = 0 and varying packet loss rate is consid-

ered. The variation of p over time (frame) is shown in Fig. II.15(a) in the range from

5% to 20%. Fig. II.16(a) shows the system performance with re-sync per packet over

different target transmission rates. The top curve is for the instantaneous feedback of

ACK/NACK; note that, for a pure packet erasure channel, the packet erasure rate can

be inferred from the ACK/NACK information, so this curve actually corresponds to

the use of both instantaneous ACK/NACK feedback information and channel condition

feedback. The bottom curve is for the system without feedback; the encoder assumes

a packet erasure rate equal to the average 12.5%. The other curves on the figure corre-

sponds to feedback of only channel conditions with delay of 0, 10 and 20 frames; for the

delayed feedback, simple and refined estimation are also compared. It is shown that the

refined estimation method outperforms the simple estimation by more than 1dB, and the

feedback of the additional information of ACK/NACK can yield a further gain in per-

formane. In Fig. II.16(b), we show the PSNR of each frame for the system with re-sync

per packet at the target transmission rate of 400 kbps, for the feedback of channel con-

ditions with both instantaneous and 20 frame delay. The PSNR with refined feedback

almost achieves the upper limit for instantaneous feedback, because the error model of

this channel is piecewise constant with period longer than the fixed feedback time. The

PSNR with simple estimation results in a larger gap.

Fig. II.17 shows the performance over a channel with varying bit errors, and

packet erasure rate p = 0. The variation of Pb is shown in Fig. II.15(b). We chose
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a smoothly varying curve so that it plausibly could represent a realization of a chan-

nel with memory. The performance versus transmission bit rate for various combina-

tions of instantaneous feedback of channel conditions and of ACK/NACK are shown

in Fig. II.17(a), for the system with re-sync per packet. For the case of no feedback,

the transmitter assumes the channel bit error rate is always 0.01, thus keeps using the

RCPC code with rate 2/3. It is shown that combined feedback yields better perfor-

mance than the use of only one type of feedback. In Fig. II.17(b) we show the PSNR

versus transmission bit rate for 20-frame delayed feedback of both types of informa-

tion. For feedback of channel conditions, the refined and simple estimation methods are

compared. Again, combined feedback results in best performance, and refined estima-

tion outperforms simple estimation. Note that the performance of the simple estimation

scheme with feedback is worse than that of choosing an appropriate “average” channel

condition in the absence of feedback.

Fig. II.18 shows the performance over a tandem channel model with time vary-

ing bit error rate and time varying packet erasure rate, which accounts for the conditions

illustrated in Fig. II.15(a) and Fig. II.15(b). Fig. II.18(a) and Fig. II.18(b) show the

PSNR performance versus transmission bit rate of various combinations of feedback

information, in conjunction with either instantaneous feedback or 20-frame delayed

feedback, respectively. We observe similar trends here; once again the advantage of

combined feedback information and refined estimation is evident.

In summary, simulation results showed that combined feedback of both chan-

nel conditions and ACK/NACK information improve system performance compared to
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the feedback of just one type of information. For feedback of channel conditions, the

refined estimation method substantially outperforms the simple estimation method.

II.E Conclusions

In this chapter, we present a transmission scheme for fixed length packet video.

The transmission channel is a tandem channel which models both packet erasures and

bit errors. We solve this tandem channel R-D optimization problem in two steps. First,

we propose a video encoder using optimal inter/intra mode selection, operating over the

wireline erasure-only channel. Then we added the wireless component. For this we

used a concatenation of an inner RCPC coder and an outer CRC coder. Packets that fail

the CRC check are dropped, so the tandem channel could be treated as a packet erasure

channel. Detailed simulations were done to evaluate the performance over both constant

and varying hybrid channel conditions. For the varying channel with delayed feedback

information, it was shown that the refined estimation could dramatically improve the

performance.
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Figure II.4: PSNR performance versus packet loss rate. (a) Carphone QCIF at 200kbps
and 30fps; (b) Container QCIF at 100kbps and 15fps.
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Figure II.5: PSNR performance versus target bit rate. (a) Carphone QCIF at 30fps, with
packet erasure rate p=10%; (b) Container QCIF at 15fps, with packet erasure rate p=5%.
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Figure II.6: PSNR performance versus fixed packet length. (a) Carphone QCIF at
200kbps and 30fps, with packet erasure rate p=10%; (b) Container QCIF at 100kbps
and 15fps, with packet erasure rate p=5%.
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Figure II.9: PSNR performance versus bit error rate. (a) Carphone QCIF at 400kbps and
30fps, p=10% and packet length 400 bits; (b) Container QCIF at 150kbps and 15fps,
p=5% and packet length 400 bits.
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Figure II.10: PSNR performance versus transmission rate and versus frame number. (a)
Salesman QCIF at 10fps, p=10% and Pb=0.01, packet length 800 bits; (b) Salesman
QCIF at 300kbps and 10fps, p=10% and Pb=0.01, packet length 800 bits.
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Figure II.12: PSNR performance for mismatched system, Carphone QCIF at 400kbps
and 15fps, with packet length 400 bits. (a) Pb=0.001 and p=0%; (b) Pb=0 and p=5%.
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Figure II.15: Channel variation model over time. (a) Time varying channel packet era-
sure rate over time; (b) Time varying channel bit error rate over time.
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Figure II.16: PSNR performance over the time-varying pure packet erasure channel
given in Fig. II.15(a), system with re-sync per packet, Carphone QCIF 30fps and packet
length 400 bits. (a) PSNR performance versus transmission rate; (b) PSNR performance
versus frame number at 400kbps.
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Figure II.17: PSNR performance over the time-varying pure wireless bit error channel
given in Fig. II.15(b), system with re-sync per packet, Carphone QCIF 30fps and packet
length 400 bits. (a) PSNR performance versus transmission rate, with instantaneous
feedback; (b) PSNR performance versus transmission rate, with 20 frames delayed feed-
back.
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Figure II.18: PSNR performance over a tandem channel with both time varying packet
erasure rate and bit error rate, which is the combination of Fig. II.15(a) and Fig. II.15(b),
system with re-sync per packet, Carphone QCIF 30fps and packet length 400 bits. (a)
PSNR performance versus transmission rate, with instantaneous feedback; (b) PSNR
performance versus transmission rate, with 20 frames delayed feedback.
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Bandwidth Allocation for Video

Communications over CDMA

Networks

III.A Introduction

Direct-sequence code-division multiple-access (DS-CDMA) technology is use-

ful because it exhibits robust performance against channel fading and interference, as

well as good multiple access capacity [14]. Source coding, channel coding and spread

spectrum are the three main components in most CDMA communications systems.

Source coding frees up bandwidth for both channel coding and spreading, while chan-

nel coding and spreading protect the transmitted bits from noise, interference and fading

[15].

The major resource shared among the three components is the total bandwidth,

55
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which is equivalent to the transmission chip rate. We denote by Rs the source bit rate

(in bits per second) and by W the chip rate (in chips per second); also, we denote by rc

the channel code rate and by M the processing gain. The variables Rs, rc, and M are

constrained as follows:

M

rc
Rs = W. (III.1)

Another constraint in video communications is the total transmission time, which is

equivalent to achieving an average target frame rate fs (frames per second). Our goal

is, for a target chip rate W and a target frame rate fs, to find the optimal bandwidth

allocation (R∗
s, r

∗
c , M

∗) for each packet, such that the expected distortion over all frames

between the transmitted video bitstream and the reconstructed video bitstream at the

decoder is minimized.

In [16] and [17] , bandwidth allocation algorithms were proposed for image

transmission, where a simplified source, with either a uniform or a Gaussian distribution,

and an optimal scalar quantizer, were assumed. In [18], [19], [20] and [21] , bandwidth

allocation was discussed for image or video communications over either a single chan-

nel or multiple channels, and the allocation of system parameters was chosen for the

entire transmission duration. In this chapter, we present a robust CDMA scheme with

efficient bandwidth allocation for the transmission of packet video over a single wireless

channel, which is assumed to be frequency selective with Rayleigh amplitude statistics.

The choice of bandwidth allocation is made adaptively at the packet level, and incor-

porates the effects of both the changing channel characteristics and the current video

content. This algorithm can be easily extended to a tandem channel with both wireline
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and wireless links.

This chapter is organized as follows. In Section IV.B, the system model and

channel model are briefly introduced. In Section III.C, we analyze the statistics of the

received signal, and present a theoretical bound on the block error rate. Based on the

results, Section III.D presents strategies for channel coding and/or spreading selection,

given a target packet drop rate. In Section III.E, the algorithm to allocate bandwidth for

each packet is presented, which solves the optimization problem by a two step approach

based on the results illustrated in Sections IV.B-III.D. The statistical characteristics of

channel estimates are derived and analyzed in Section III.F. System performance and

its sensitivity to channel estimation errors are presented numerically in Section III.G.

Lastly, Section III.H concludes the chapter.

III.B System Model

The system diagram discussed in this chapter is shown in Fig. III.1, and we

will discuss the components in detail in this section.

III.B.1 Source Coding

The source encoder in Fig. III.1 uses an algorithm with fixed-length packeti-

zation, which is also a modified version of the original ROPE algorithm [6]. However,

the modification proposed in this chapter difer from the one in Chapter II, because it

operates on chips rather than bits.

Given the packet loss rate at the receiver and a target source bit rate, ROPE
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Figure III.1: System overview.

and modified-ROPE algorithms optimally chooses the inter/intra mode and quantization

step for each MB according to the expected distortion at the pixel level.

Over a wireless channel, fading, noise and interference will cause packets to

be dropped, due to uncorrectable bit errors. We denote the packet drop rate by pp. It

is shown in Section III.C that pp is a function of rc and M , given the other system

parameters and channel characteristics.

III.B.2 Channel Coding

As in Chapter II, a concatenated code is used for FEC, which consists of a

RCPC inner coder and a CRC outer coder. The encoder chooses a RCPC code from a
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family of RCPC code candidates for each packet. Denoting by rRP the rate of a non-

packetized RCPC code, the channel coding rate of the resultant block code is

rc =
y − 16 − Z

y
rRP , (III.2)

where y is the fixed packet length at the input of the RCPC encoder, 16 bits are used for

the CRC check, and Z is the number of zero tail bits to terminate the packet [22]. In

our system, the RCPC code candidates have rate rRP equal to 1/3, 2/3, 8/9 and 1, with

memory Z = 6 [15, 22]. The serial list-Viterbi algorithm at the channel decoder is used

to find the best candidate in the trellis, and the packet is discarded if none of the first

100 paths with the maximal metric satisfies the CRC checksum equations [22].

III.B.3 Signal Spreading

Before going through the wireless channel, an interleaver is used to randomize

the error bursts in the transmitted data block. The interleaved data stream is then spread

using direct sequence with a long spreading code by a factor of M (processing gain),

and transmitted using BPSK modulation.

We consider an asynchronous CDMA up-link system with K users [15]. De-

note by ak(t) the signature sequence waveform for the kth user (0 ≤ k ≤ K − 1), and

by ak,j the corresponding sequence element, where ak,j ∈ (+1,−1). Similarly, denote

by bk(t) the data signal waveform for the kth user, and by bk,j the corresponding se-

quence element, where bk,j ∈ (+1,−1). Also denote by Ts and Tc the time duration

of each symbol (i.e., channel bit) and each chip, respectively, with Ts = MTc. Then
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ak(t) =
∑∞

j=−∞ ak,j PTc
(t − jTc) and bk(t) =

∑∞
j=−∞ bk,j PTs

(t − jTs), where PTc
(t)

is the pulse shape function so that PTc
(t) = 1 for 0 ≤ t < Tc and zero elsewhere, and

PTs
(t) is the pulse shape function with PTs

(t) = 1 for 0 ≤ t < Ts.

Denote by Eb, Es and Ec the energy-per-information bit, per-channel bit and

per-chip, respectively. Also, denote by A the amplitude of the transmitted signal. We

assume perfect power control, thereby implying that all users have the same received

power. Then we obtain

Ec =
Es

M
=

rc

M
Eb =

1

2
A2Tc. (III.3)

Because both the total video transmission time and the bandwidth (thus the chip duration

Tc) are fixed, keeping the total transmission energy constant is equivalent to keeping the

energy per chip (Ec) constant. Lastly, the transmitted signal for the kth user is given by

sk(t) = Re[Sk(t)e
jωct], where Sk(t) = Aak(t)bk(t). (III.4)

III.B.4 Wireless Channel Model

A linear tapped delay line filter is used to model the frequency selective Rayleigh

fading channel, with a lowpass equivalent impulse response for the kth user hk(t) =

∑L
l=1 ck,l(t) δ(t − lTc − τk,l(t)), where δ(t) is the Dirac delta function, L is the number

of resolvable paths (which is assumed constant over time), and ck,l(t) = αk,l(t)e
jθk,l(t) is

the complex gain. The αk,l’s, θk,l’s and τk,l’s are the random path amplitudes, phases and

delays. Assume the αk,l’s, θk,l’s and τk,l’s are independent for different k (but correlated

over time).
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We assume slow fading, that is, Tc/Tcoh � 1, where Tcoh = c/(fcv) is the

coherence time of the channel, v is the speed of the mobile and c the speed of light.

Considering a scenario where fc is 900MHz, a typical Tcoh is 10−2 seconds at highway

speeds (75mph) and 2.5 × 10−2 at local speeds (30mph). For a packet size of y =

400 bits, and a source bit rate Rs greater than 50kbps, Tcoh is typically equal to the

transmission time of at least 2 packets. It means the fading is slow enough that the bits

inside the same packet see the same fading amplitude and phase.

The received signal for the kth user over the kth channel is rk(t) = sk(t) ∗

hk(t)+nk(t), and the composite signal at the output of the channel is r(t) = Re[R(t)ejωct],

where

R(t) =
K−1
∑

k=0

L
∑

l=1

αk,lSk(t − lTc − τk,l)e
jϕk,l + N(t). (III.5)

In (III.5), ϕk,l = θk,l−ωcτk,l, and N(t) is complex Gaussian noise with two-sided power

spectral density N0 [14]. The ϕk,l’s are independent identically distributed (i.i.d.) ran-

dom variables (rvs), uniformly distributed in [0, 2π), the τk,l’s are i.i.d. rvs, uniformly

distributed in [0, Ts), and the αk,l’s are independent Rayleigh rvs with density func-

tion p(αl) = αl

σ2

l

exp(− αl

2σ2

l

). Let Ωl = E[(αl)
2] = 2σ2

l and Ω1=1. For an exponential

multipath intensity profile (MIP), i.e., one where the energy of each path is decaying

exponentially, we have Ωl = Ω1e
−ν(l−1) and thus

∑L
l=1 Ωl = (1 − e−νL)/(1 − e−ν).

III.C System Analysis

In this section, we derive the statistics of the received signal, and the theoreti-

cal bound on the packet drop rate pp due to wireless fading and interference. As a result,
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it is shown that, conditioned on the system parameters and channel characteristics, pp is

a function of the coding rate rc and spreading gain M .

III.C.1 Statistics of received signal

As shown in Fig. III.2, we use an LR-finger CDMA RAKE receiver [14, 15],

where the matched filter is matched to the reference user’s signature code and is as-

sumed to have achieved time synchronization. Note that LR may be less than L due to

complexity constraints and the omission of the weakest paths; however, here we choose

LR = L for simplicity. Let the 0th user be the reference user. In the current analysis, we

assume the tap weights and phases are perfect estimates, so that ĉ∗k,l = c∗k,l = αk,le
−jθk,l;

equivalently, we assume θ0,l = τ0,l = 0, and thus ϕ0,l = 0. Later, in Section III.F, the

effects of estimation errors will be considered.

1/WMatched
 Filter

*

L0, R

Cˆ

Sampling at
nTs + LR Tc

nTs + LR Tc

A

*

0,1
Cˆ

R(t)
1/W

pilot

q(t)

(i)

0,1
xˆ

*

Channel
Estimation  Block

 

Figure III.2: RAKE receiver, with the channel estimation block.
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The lowpass output statistic of the RAKE receiver is given by gn(t) =
∑L

m=1

A c∗0,m q (t − (L − m)Tc), where q(t) is the output of the matched filter, given by q(t) =

R(t) ∗ a0(Ts − nt). We can express gn(t) = gS(t) + gIs
(t) + gIm

(t) + gN(t), where it is

seen that gn(t) includes four components: the signal gS(t), the self-interference gIs
(t),

the multi-access-interference gIm
(t) and the Gaussian noise gN(t). At the sampling time

t = nTs + LTc, we simplify the notation to gn = gS + gIs
+ gIm

+ gN .

Conditioned on b0 = 1, the signal component, gS , is

gS = A2MTc

L
∑

m=1

α2
0,m = 2Es

L
∑

m=1

α2
0,m. (III.6)

Conditioned on {α0,m}L
m=1, the noise component, gN , is a conditional complex zero-

mean Gaussian rv with variance

σ2
gN

= E[gNg∗
N |{α0,m}] = 4EsN0(

L
∑

m=1

α2
0,m). (III.7)

If the number of users K is sufficiently large (say, K ≥ 8), gIm
is asymptotically a

conditional zero-mean Gaussian rv with variance

σ2
gIm

=
8E2

s

3M
(K − 1)(

L
∑

l=1

Ωl)(

L
∑

m=1

α2
0,m), (III.8)

and gIs
becomes negligible compared to gIm

[14, 23].

Thus, for large K, the decision variable, Re[gn], is a Gaussian rv with condi-

tional mean gS and conditional variance σ2

2
, where σ2 = σ2

gIs
+ σ2

gIm
+ σ2

gN
. Combining
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(III.3-III.8), the signal-to-noise-plus-interference-ratio (SNIR) at the receiver (denoted

by γr), conditioned on {α0,m}L
m=1, is given by [23]

γr=
g2

S

σ2

=(

L
∑

m=1

α2
0,m)

1
2(K−1)

3M
1−e−νL

1−e−ν + N0

rcEb

=(

L
∑

m=1

α2
0,m)

1
2(K−1)

3M
1−e−νL

1−e−ν + N0

MEc

. (III.9)

As a result, given the parameters (K, L, ν and chip-energy-to-noise ratio Ec/N0) and

the current channel conditions {α0,m}L
m=1, γr is a function of rc and M .

III.C.2 Packet error rate

A method was presented in [24] to find the weight enumerators, T (x) =

∑y
d=dmin

Adx
d, of any binary linear block codes formed from a family of RCPC codes

for a given packet length y, where d is codeword weight, Ad is the number of codewords

with weight d, and dmin is the minimum weight (distance) of the block code. More

details will be explained thoroughly in Chapter VI.

Furthermore, conditioned on the receiver SNIR, γr, a tight bound on the packet

error rate introduced by the wireless link is given by [24]

pp ≤
y
∑

d=1

AdQ(
√

2dγr). (III.10)

For example, for a packet length y=400, the relationship between packet error rate pp

and γr for the four RCPC code candidates of our system is shown in Fig. III.3.
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Figure III.3: The probability of packet error versus the received SNIR for the 4 candidate
RCPC codes.

In short, pp is determined by the weight enumerator of the truncated RCPC

code and the receiver SNIR, where the former is determined by the structure of the

RCPC code (characterized by rc) and packet length y, and the latter is a function of

rc and M , given the system parameters and channel characteristics. We conclude that,

given the channel and system parameters, and conditioned on the current channel con-

ditions, pp is fully determined by rc and M .
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III.D Tradeoff between Channel Coding and Spreading under a

Target Packet Drop Rate

In this section, the tradeoff between channel coding and spreading is illustrated

under a predetermined target packet drop rate (denoted by p∗
p). That is, besides the chip

rate constraint (IV.1), we impose another constraint: for each packet, the expected packet

drop rate due to the wireless link will not be larger than p∗
p. For example, in [22] and

[12], a target p∗p = 1% was used. In the next section, we will relax this constraint, and

allow the packet drop rate to vary based on video content.

In Section III.C, it was shown that pp is determined by rc and M , given the

system parameters and channel characteristics. Also, from the perspective of the source

encoder, given the packet drop rate at the receiver, maximizing the source bit rate Rs

is an intuitive strategy, although it has not been shown to be optimal. We speculate

that, for a video encoder with a convex operational rate-distortion (RD) curve, under a

given packet drop rate, distortion would be reduced by transmitting more source bits.

This we confirmed empirically. We conducted 1000 simulations for the modified ROPE

video encoder [22] and we found that, in every case, for the given packet drop rate, the

distortion was minimized when the source rate was maximized. Therefore, our baseline

strategy for bandwidth allocation, for a given p∗
p, is to choose the (r̂c, M̂) for each packet

that maximizes Rs, among all the (rc, M) combinations that achieve p∗
p. In other words,

we will choose the (R̂s, r̂c, M̂) with maximal Rs among all the combinations that satisfy

the p∗p target.

Assume the number of users K, the packet length y, and the channel param-
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eters L and ν are known in advance. The transmitter pre-calculates the relationship

between pp and γr for each RCPC code before the data transmission, and thus knows

the SNIR threshold, THγr
(rc), above which the target p∗

p is achieved. For example, for

our system with 4 RCPC codes and p∗
p = 1%, as shown in Fig. III.3, the thresholds are

as follows:

THγr
(rc) =































































9.15dB rc = 0.945 (rRP = 1)

4.58dB rc = 0.84 (rRP = 8/9)

2.07dB rc = 0.63 (rRP = 2/3)

−1.60dBrc = 0.315 (rRP = 1/3).

(III.11)

Note that the relationship between rc and rRP is specified in (III.2). During the data

transmission, the receiver estimates the α0,m’s, calculates (
∑L

m=1 α2
0,m) and sends this

number back to the transmitter. Depending on whether the processing gain (M ) is fixed

or variable, the transmitter selects the RCPC code and/or M according to the strategies

given in the following subsections, encodes the data, and sends the packet out.

Note that instead of the receiver sending back the number (
∑L

m=1 α2
0,m) and

the transmitter doing the calculations to select the best RCPC code and/or M , the cal-

culations can be done by the receiver and thus only the RCPC code and/or M must be

sent back to the transmitter.

III.D.1 Strategy with fixed processing gain

For certain scenarios, the spreading gain M is pre-determined and fixed for all

packets during the transmission process. Under this situation, given the system param-
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eters and channel characteristics, γr is solely determined by rc, and to maximize Rs we

must maximize rc (see (IV.1)). Thus, we choose the RCPC code with highest coding

rate that achieves pp ≤ p∗p.

Specifically, the encoder will first try to use an uncoded bit stream, calcu-

late γr(rc) by (III.9), and check whether it is larger than the corresponding threshold

THγr
(rc). If so, this RCPC code is used for the current packet; if not, it will try the

RCPC code with second highest rc, and repeat the procedure until the lowest rate code

is considered.

III.D.2 Strategy with variable processing gain

If both the channel coding rate rc and the spreading gain M are variable for

each packet, choosing the pair (r̂c, M̂) that maximizes Rs among those that achieve

pp ≤ p∗p, is equivalent to choosing (r̂c, M̂) with the highest (rc/M ) ratio among all the

(rc, M) pairs such that γr(rc, M) ≥ THγr
(rc).

Specifically, for each candidate code rate rc, the encoder finds the M̂(rc)

which is the smallest integer that satisfies the equation γr(rc, M) ≥ THγr
(rc). Then,

the pair (r̂c, M̂) is chosen from all the (rc, M̂(rc)) pairs such that it has the highest

(rc/M̂(rc)) ratio.

This strategy allows the encoder to select both rc and M for each packet.

However, it can be shown that the encoder will actually select the same rc and only

vary M most of the time. To see this, from (III.9) with constant Ec

N0

, we have M̂(rc) =
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M̄(rc) + δ, where

M̄(rc)=(
2
3
(K − 1)1−e−νL

1−e−ν + N0

Ec
∑L

m=1 α2
0,m

) THγr
(rc), (III.12)

and δ ∈ [0, 1) is a fraction that makes M̂(rc) an integer. Because, typically, M̄(rc) � δ,

rc

M̂(rc)
≈ rc

M̄(rc)

=

(

∑L
m=1 α2

0,m

2
3
(K − 1)1−e−νL

1−e−ν + N0

Ec

)

rc

THγr
(rc)

. (III.13)

Thus, given K, L, ν and (
∑L

m=1 α2
0,m), maximizing (rc/M̂(rc)) is equivalent to using

the RCPC code with the highest (rc/THγr
(rc)) ratio. For our example of 4 RCPC

codes with p∗p = 1%, the ratio (rc/THγr
(rc)) is 0.455, 0.391, 0.292 and 0.115 for the

rate-1/3, rate-2/3, rate-8/9, and rate-1 RCPC codes, respectively. So the transmitter will

always use the rate-1/3 RCPC code, and only M is adjusted to account for the changing

channel conditions. This result illustrates that FEC is more important than spreading in

a scenario where the number of users is large enough so that the self-interference due to

the RAKE receiver is negligible compared to the multi-access-interference.

III.E Bandwidth Allocation Algorithm

The tradeoff between channel coding and spreading under a predetermined

p∗p was discussed in Section III.D. However, packets are not equally important. We

want to choose the p∗
p for each packet according to the video content. For example, a
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packet with static MBs should be relatively less sensitive to errors because of the ease

of concealment, and thus a higher p∗
p should be acceptable.

In this section, we propose an algorithm for bandwidth allocation adaptively at

the packet level, which incorporates the effects of both the changing channel conditions

and the current source content. Our target is to find the bandwidth allocation among

source coding, channel coding and spreading to optimize the overall performance, under

the given bandwidth constraint and a target frame rate. We select a predetermined set

of target packet drop rates, denoted [pp1, pp2, ....., ppN ]. During transmission, for each

packet, the bandwidth allocation parameters are obtained using the following two steps.

Step I: We first trade off rc and M for a given target packet drop rate due to

the wireless link. That is, for each ppi ∈ [pp1, pp2, ....., ppN ], we trade off rc and M using

the algorithm of Section III.D, so that the target ppi is achieved and Rs is maximized

under the chip rate constraint. As a result, we obtain a set of 4-tuples (ppi, Rsi, rci, Mi).

It is possible that no (rc, M) combination can achieve a certain ppi under the

current channel conditions. Then the encoder will discard this ppi as a candidate alloca-

tion for the current packet. Also, if no member of [pp1, pp2, ....., ppN ] can be achieved,

the encoder will declare deep fading and temporarily send nothing (except the pilot bits

for channel estimation); however, this will not happen often if the range of ppi is large

enough.

Step II: We now trade off the packet drop rate (pp) and source coding rate (Rs)

to maximize the overall performance under the chip rate constraint and frame rate target.

For each (ppi, Rsi, rci, Mi) 4-tuple, the video encoder encodes the current video
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content (MB by MB) based on the Modified-ROPE algorithm [22] until the encoded bits

fill the fixed length packet. That is, for each encoded MB, the encoder exhaustively tries

all combinations of inter/intra mode and possible quantization steps, and finds the opti-

mal mode/quantization decision.

Denote the pixel to be encoded by f , and the recovered pixel at the decoder

by f̃ , where f̃ is treated as a rv at the encoder. The expected distortion for each pixel is

given by

d = E{(f − f̃)2} = (f)2 − 2fE{f̃} + E{(f̃)2}. (III.14)

The formulas to calculate the two moments of f̃ were derived in [22], given the coding

mode (inter or intra), the quantization parameter (QP), the packet drop rate, and the

concealment method.

For each combination of mode and quantization step, the encoder calculates

the distortion of each pixel based on the packet drop rate (ppi) according to (III.14), and

further calculates the total distortion of the current MB (denoted by DMB), the number

of source bits used to encode the current MB (denoted by RMB), and the number of chips

needed to transmit the current MB (denoted by WMB), where WMB = (RMB/rci) Mi.

The optimal inter/intra mode and QP for the current MB are obtained by min-

imizing a Lagrange variable that is determined by both expected distortion and rate

usage. Unlike [6, 22], our constraint is on chip rate rather than source bit rate. Given

the frame rate fs (frames per second) and the chip constraint W (chips per second), the

target average number of chips for each MB over time, denoted by WTarget, is equal to

the constant W/(NMBfs), where NMB is the number of MBs per frame (NMB = 99 for
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QCIF video). The extended Rate-Distortion (RD) framework is to choose the mode and

the QP to minimize

min
(mode,QP )

JMB = min
(mode,QP )

(DMB + λWMB). (III.15)

Assuming the current encoding MB is the nth MB from the beginning, rate control is

achieved by updating λ using the following algorithm modified from [6] and [22] to use

chips rather than bits:

λ(n) = λ(n − 1) [ 1 + α(Wused(n − 1) − (n − 1)WTarget) ], (III.16)

where α = 1/(5WTarget), Wused(n) is the total number of chips used up to the nth MB,

and Wused(n) = Wused(n − 1) + WMB(n).

As a result, for each 4-tuple (ppi, Rsi, rci, Mi), the encoder uses the Modified-

ROPE algorithm (with the modified rate control scheme for CDMA) to encode MBs

until the encoded bits fill the fixed length packet. Note that this encoding strategy guar-

antees satisfaction of the frame rate target, under the chip rate constraint, over time.

Because fixed length packetization is employed, the end of the packet usually

is not the end of the encoded bits of a MB. A typical diagram of the packetization is

shown in Fig. III.4. As shown in Fig. III.4, y denotes the fixed packet length in bits, A

and a denote the number of total bits and tail bits of the last MB of the previous packet,

respectively, B and b denote the number of total bits and tail bits of the current MB,

respectively, c denotes the number of encoded MBs in the current packet, and DMB(j)
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(j = 0, · · · , c) is the corresponding expected distortion (DMB(0) is the distortion of the

last MB of the previous packet). Note that y is a constant over the entire transmission; A,

a and DMB(0) are the same for all (ppi, Rsi, rci, Mi) 4-tuples when encoding the current

packet; b and DMB(j) (j = 1, · · · , c) are different for each tuple, and c may differ as

well.

MB
c-1

MB
c

MB
c......MB

2
MB

1
MB

0

Bits:
a bA-a

y

Distortions: DMB(0) DMB(c)DMB(1) ......

B-b

MB
0

Figure III.4: Illustration of a typical packetization after source encoding.

The last step is for the encoder to choose among the (ppi, Rsi, rci, Mi) 4-tuples

so that the performance is optimized. Although the performance one would like to opti-

mize is the PSNR of the entire transmission, this is not feasible both because we do not

have access to the entire video and future channel conditions in advance, and because the

overall optimization would be computationally intractable in any case. So instead, our

greedy encoding strategy minimizes the distortion-per-time unit. The encoder chooses

the 4-tuple that minimizes a parameter defined as the average expected distortion-per-

time unit, which is equal to the total expected distortion across the packet divided by the

total transmission time of the packet, and is approximately determined by

Packet Distortion

Packet Transmission Time
≈
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( a
A
)DMB(0) +

∑c−1
j=1 DMB(j) + (B−b

B
)DMB(c)

y/Rsi

. (III.17)

After the 4-tuple that minimizes (III.17) is determined, the corresponding packet will be

sent out.

Note that (III.17) is approximate due to the terms (a/A)DMB(0) and ((B −

b)/B)DMB(c), which approximately represent the corresponding distortion of the par-

tial MBs inside the current packet. Because the tails are much shorter than y , the effect

of the imprecision is relatively negligible.

It is worth discussing the computational complexity of the algorithm, as well

as the method to choose the set of possible p∗
ps. With the two-step approach, the com-

plexity burden of the first step is negligible compared to both the second step and motion

vector (MV) searching. In the second step, for each (ppi, Rsi, rci, Mi) 4-tuple, the en-

coder chooses the optimal encoding mode and QP for each MB, by searching all possible

mode/QP combinations (a total of 2× 31 = 62 combinations). This complexity is com-

parable to that of the original ROPE algorithm and the DCT operations in the H.263+

codec [6, 22]. Assuming the number of possible p∗
ps is N1, the total computational bur-

den of the second step will be N1 times higher than that of the algorithm with a single

p∗p. In [22], it was shown that for the same Rs, the performance gain from decreasing pp

diminishes dramatically for pp < 1%, and becomes negligible for pp < 0.1%. Also, we

have found that if the SNIR falls below a value corresponding to a packet drop rate of

roughly 5%, that packet drop rate increases very rapidly as the SNIR decreases further.

Thus, we chose the p∗
ps in the region [0.1%, 5%]. In particular, after many simulation
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runs for which the chip rates varied from 2 to 30Mcps, and Ec/N0 varied from -18 to

0dB, we chose the following set of packet drop rates: [0.2%, 0.6%, 1%, 1.5%, 3%].

Adding additional p∗
ps only yielded trivial performance improvement. As a result, our

algorithm uses N1 = 5, and thus has about five times higher complexity than that of the

original and modified ROPE algorithms described in [6, 22]. Using a smaller N1 will

decrease the complexity at the expense of performance degradation.

The coherence time of the channel tells us the correlation of channel condi-

tions between adjacent packets. In Section III.B.4, we showed that the coherence time

under most situations is at least the transmission time of two packets, thus we assume

a constant channel across one packet. Furthermore, in our system design and analysis,

we assume that the estimation feedback is instantaneous and error-free. We also assume

instantaneous encoding and zero encoder buffer delay. Under these ideal assumptions,

the encoder has the correct channel conditions for each packet instantly, and the encoder

does not need knowledge of the coherence time. However, in the absence of these as-

sumptions, knowledge of the coherence time of the channel can be usefully incorporated

into the system design for predicting the changing channel conditions [25].

In all our numerical results, we assume that the RAKE receiver employs all

resolvable paths of the selective fading channel (i.e., LR = L). Such a receiver is practi-

cal in narrowband direct-sequence (DS) systems, where the number of resolvable paths

is small. However, in wideband DS systems, and especially in ultra-wideband (UWB)

systems, the use of less than the full number of resolvable paths (i.e., LR < L), known

as generalized selection combining (GSC), is typically employed. For perfect channel
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state information, the results when LR = L serve as an upper bound on the perfor-

mance achievable when LR < L. However, with noisy channel estimates, eliminating

the weak paths is usually beneficial, because the larger channel estimation errors expe-

rienced by the weak paths often outweighs the enhanced diversity achievable by using

them [25, 26].

As to the optimality of the proposed algorithm, Step II is optimal in terms

of minimizing distortion, since we select the bandwidth allocation 4-tuple from a set

corresponding to the minimum distortion. Step I, however, has not been proved math-

ematically to be optimal. In our simulations, we found that once the packet drop rate

was fixed, among those (Rs, rc, M ) triples which achieved that packet drop rate, the

one with largest Rs invariably produced the lowest distortion. Note that this is not nec-

essarily an optimal strategy for a variety of reasons: because the video encoder does

not strictly have a convex RD curve, since adding one bit does not always decrease the

distortion; because time correlation exists between dropped packets; and because the

target packet drop rate may not be exactly achieved, since the choice of RCPC codes is

finite. So while not provably optimal, it was found empirically that the strategy of Step

I of choosing the largest Rs among those (Rs, rc, M ) triples which achieve each given

packet drop rate was always the best choice.

This algorithm can be also extended to video communications over a tandem

channel, which models both packet losses due to network congestion or buffer overflows

on the wired link, and burst bit errors due to noise, fading and interference on the wire-

less component. Denote by pe the packet erasure rate introduced by the wired link, and
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assume it is known at the encoder. To use the proposed bandwidth allocation algorithm,

instead of using the packet drop rate pp of the wireless link, we need to use the total

packet drop rate due to both wired and wireless links, which is given by

PR = pe + pp − pe × pp. (III.18)

III.F The Effect of Imperfect Channel Estimation

In this section, the bias and variance of the channel estimates are derived,

and the system sensitivity to channel estimation errors will be presented numerically

in the next section. We assume the channel is characterized by a flat MIP, that is ν=0,

and
∑L

l=1 Ωl = L. We also assume the data bits and pilot bits are time multiplexed.

Specifically, for each packet, Np pilot bits are appended to the end of that packet. As

indicated in Fig. III.2, the sample mean at the output of each tap of the RAKE receiver

is used as the channel estimate. That is, if k = 0 corresponds to the desired user, then

for each resolvable path l (1 ≤ l ≤ L) and each pilot bit i (1 ≤ i ≤ Np), x̂
(i)
0,l denotes the

output of the sampler, and the estimate of the complex channel gain of the lth resolvable

path, ˆc0,l, is given by

ĉ0,l =
1

Np

Np
∑

i=1

x̂
(i)
0,l

2Es
. (III.19)

Following the analysis of Section III.C.1, it can be shown that x̂
(i)
0,l is com-

posed of four components, the signal x̂
(i)
s , the self-interference x̂

(i)
Is

, the multi-access-

interference x̂
(i)
Im

, and the Gaussian noise x̂
(i)
N . The signal component x̂(i)

S = 2(α0,le
jϕ0,l)Es.
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Conditioned on the current channel conditions of the desired user (that is, c0,l = α0,le
jθ0,l ,

for 1 ≤ l ≤ L), x̂
(i)
N is a conditional complex zero-mean Gaussian rv with variance

σ2
N = 4EsN0. In the following analysis, we assume the number of users K is suffi-

ciently large, so that x̂
(i)
Im

is asymptotically a conditional zero-mean Gaussian rv with

variance σ2
M = 8E2

s

3M
(K − 1)L, and x̂

(i)
Is

becomes negligible. As a result, for large K,

(x̂(i)
0,l/2Es) is asymptotically a conditional complex Gaussian rv with conditional den-

sity x̂
(i)
0,l ∼ N(α0,le

jϕ0,l, σ2
x), where

σ2
x ≈ σ2

N + σ2
M

(2Es)2
=

2(K − 1)L

3M
+

N0

Es

. (III.20)

Ignoring the self-interference components, the channel estimate is given by

ĉ0,l ≈
1

Np

Np
∑

i=1

1

2Es

(x̂(i)
s + x̂

(i)
Im

+ x̂
(i)
N ), (III.21)

where the x̂
(i)
N are independently and identically distributed (i.i.d) conditional zero-mean

Gaussian rvs, x̂
(i)
Im

and x̂
(i)
N are independent of each other, and x̂

(i)
Im

and x̂
(j)
Im

are inde-

pendent if |i − j| ≥ 2, because the two regions of integration will see two indepen-

dent random data bits. Thus, ĉ0,l, the average of a set of jointly conditional Gaus-

sian rvs, also is a conditional complex Gaussian rv, with a conditional density given

by ĉ0,l ∼ N(α0,le
jϕ0,l, σ2

c ), where

σ2
c ≈ 1

4N2
pE2

s

(

Np
∑

i=1

(σ2
N + σ2

M ) +

Np−1
∑

i=1

E(x̂
(i)
Im

x̂
(i+1)
Im

)

)

. (III.22)
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Note that the correlation between x̂
(i)
Im

and x̂
(i+1)
Im

(i.e., E(x̂
(i)
Im

x̂
(i+1)
Im

)) is not zero, but is

negligible compared to σ2
M because of the relatively low values of the partial autocorre-

lations of the spreading sequences [14], so we approximate σ2
c as

σ2
c ≈ 1

N2
p

Np
∑

i=1

σ2
x ≈ 1

Np

(

2(K − 1)L

3M
+

N0

Es

)

. (III.23)

In Section III.D, (
∑L

l=1 α2
0,l) was the parameter that the decoder feeds back to

the encoder. Now, the decoder feeds back F =
∑L

l=1 |ĉ0,l|2. If we assume the resolvable

paths are independent, the ĉ0,ls are i.i.d conditional complex Gaussian rvs, and F follows

a non-central chi-square distribution with 2L degrees of freedom. It is shown in the

Appendix that

E{F}=(

L
∑

l=1

α2
0,l) + Lσ2

c , (III.24)

V ar{F}=2σ2
c

(

L
∑

l=1

α2
0,l

)

+ Lσ4
c . (III.25)

As a result, F is a biased estimator of (
∑L

l=1 α2
0,l) with a deviation

∆=F − (
L
∑

l=1

α2
0,l) = Lσ2

c

≈ L

Np

(

2(K − 1)L

3M
+

N0

Es

)

. (III.26)

As the number of pilot bits per packet (denoted by Np) increases, both the deviation

∆ and the variance V ar{F} decrease and eventually go to zero. A typical illustration

of the relationship between V ar{F} and Np is shown in Fig. III.5, under the scenario
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y = 400, K = 20, L = 4, Ec/N0 = −8dB, rRP = 1/3 and M = 15. If we use the

estimator F̂ = F − Lσ2
c , it will be unbiased, but a given estimate could be negative.

Since the term being estimated is non-negative, a better estimate is F ∗ = max(F̂ , 0).
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Figure III.5: A typical illustration of variance of the estimator F versus the number of
pilot bits per packet Np.

The negative effect of using a larger Np is that pilot bits will occupy more

bandwidth, reducing that available to data transmission, and thus yielding a lower source

rate. Comparing to (III.2), the relationship between rc and rRP with Np pilot bits per

packet is determined by

rc =
y − 16 − Z

y + Np
rRP . (III.27)

The best choice of Np is determined by a tradeoff between the estimate accuracy and

the rate efficiency.
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III.G Simulation Results

The proposed system was evaluated using a modified H.263+ codec. In our

simulation, we set the packet length y = 400 bits, the number of users K = 20, the

number of resolvable paths L = 4, and the normalized Doppler spread fDTc = 3×10−6.

We also assumed the channel was characterized by a flat MIP. The Jakes model [27]

was used to generate time-correlated Rayleigh fading parameters for each independent

path of each user. Standard QCIF (176 × 144) video sequences were used at frame

rate 15fps. The end-to-end distortion was measured by the peak signal-to-noise ratio

(PSNR), which is defined as 10log10(Peak2/MSE), where Peak is the peak value of

the source and MSE is the mean square error over all frames.

Figs. III.6, III.7 and III.8 illustrate the PSNR performance of the system versus

the transmission chip rate W , which varies from 2Mcps to 30Mcps. In all the figures,

Ec/N0 = −8dB. The figures are for the relatively high motion sequences “Carphone”

and “Coastguard”, and for a very low motion sequence “Akiyo”. In each figure, the

performance is shown for a system using the proposed bandwidth allocation with multi-

ple target packet error rates, a system having a bandwidth allocation with a fixed target

packet error rate of 1%, and a system having a bandwidth allocation with both a fixed

target packet error rate of 1% and a fixed spreading gain M = 15. The system with

multiple packet drop rates outperforms the one with a fixed target packet error rate by

about 1.0 to 1.7dB, and outperforms the one with both fixed target packet error rate and

fixed spreading gain by about 2.1 to 3.6dB.

Fig. III.9 illustrates the performance versus Ec/N0, as Ec/N0 varies from
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Figure III.6: PSNR performance versus target transmission chip rate, Carphone QCIF,
and Ec/N0 = −8dB.

−18dB to 0dB, for “Carphone” QCIF at the transmission chip rate W=15Mcps. The

system with multiple packet drop rates outperforms the one with a fixed target packet

rate by about 1.4 to 1.7dB, and outperforms the one with both fixed target packet error

rate and fixed spreading gain by about 3.2 to 4.8dB. Also, the benefit of a higher Ec/N0

diminishes when Ec/N0 ≥ −8dB.

During the simulations, it was observed that for the same test sequence, and

with other conditions the same, operating at a higher chip rate usually leads to a greater

use of low target packet error rates. This is because the larger available bandwidth

improves the performance by increasing both the source encoding accuracy and the

error correction capability. Fig. III.10 illustrates this trend, by showing the percentage of

total packets that end up employing the corresponding target drop rate in the bandwidth
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Figure III.7: PSNR performance versus target transmission chip rate, Coastguard QCIF,
and Ec/N0 = −8dB.

allocations for “Carphone” QCIF with Ec/N0 = −8dB, operating at chip rate equal

to 2Mcps, 15Mcps and 30Mcps. Similarly, under the same scenario, increasing Ec/N0

also leads to a greater use of low target packet error rates.

In Fig. III.11, histograms for the target drop rate are shown for two high mo-

tion sequences “Carphone” and “Coastguard”, and two low motion sequences “Mother

and Daughter” and “Akiyo”, all at chip rate 15Mcps and Ec/N0 = −8dB. It is seen that,

for this particular scenario, the low motion sequences use relatively more high packet

error rates, and the high motion sequences use relatively more low packet error rates.

This may be because low motion sequences are more tolerant of packet errors due to the

ease of concealment.

We also compare our system with a recent system [28] which did the band-
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Figure III.8: PSNR performance versus target transmission chip rate, Akiyo QCIF, and
Ec/N0 = −8dB.

width allocation for scalable video transmission over single or dual DS-CDMA channels

with universal rate-distortion characteristics (URDC) [19, 28]. In [28], bandwidth allo-

cations were chosen from a finite set of possible source bit rates, a finite set of possible

coding rates, and a finite set of possible spreading lengths. This was done once for the

whole transmission period. We compare the performance of our system with the results

given in Fig. 1 of [28], where the comparison system is operated over block fading chan-

nels with the number of resolvable paths L=3 and 8 interferers. To keep the same total

transmission power, a single 8dB channel and two 4.98dB channels were compared. The

simulation results were for “Foreman” at 10fps, and the performance was measured by

MSE (which we convert to PSNR). As shown in Fig. III.12, our system with multiple

packet drop rates outperforms the comparison systems of both single and dual channels
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over most chip rates.
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Figure III.9: PSNR performance versus Ec/N0, Carphone QCIF, and chip rate 15Mcps.

Finally, the system performance with imperfect channel estimation is pre-

sented. In Fig. III.13, PSNR versus the number of pilot bits per packet, Np, is shown,

for “Carphone” QCIF at chip rate 15Mcps and Ec/N0 = −8dB, with the proposed al-

gorithm using the channel estimators F and F ∗. The top dashed line is an upper bound

on performance, under the assumption that a genie informs the transmitter of the actual

channel conditions (Np = 0). It is seen that the estimator F ∗ outperforms the biased es-

timator F , especially when Np is small. The optimal choices of Np under this scenario

are 85 and 105 for the algorithm using F ∗ and F , respectively, which accounts for about

17.5% and 20.8% of the total packet length, respectively. (The number of information

bits is y = 400 per packet.) It is also seen that the performance degradation at the opti-

mal Np is about 2.15dB for the system using F ∗ , and about 3.2dB for the system using
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Figure III.10: Percentage of the total packets that employ the corresponding target drop
rate in bandwidth allocation, for Carphone QCIF at Ec/N0 = −8dB, and chip rate
2Mcps, 15Mcps and 30Mcps.

F . This suggests that the simple pilot averaging technique for channel estimation is not

very efficient, and more elaborate techniques (e.g., Wiener filtering) may be needed.

III.H Conclusions

In this chapter, we proposed a robust video transmission scheme with efficient

bandwidth allocation among source coding, channel coding, and spreading, that operates

at the packet level. The algorithm is proposed for use in a CDMA network, and can be

extended to operate over a tandem channel with both packet erasures and burst bit errors.

The optimality problem among three parameters is solved using a two-step tradeoff

strategy, by introducing the target packet drop rate at the decoder.
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Figure III.11: Percentage of the total packets that employ the corresponding target drop
rate in bandwidth allocation, at chip rate 15Mcps and Ec/N0 = −8dB, for Carphone
QCIF, Coastguard QCIF, and Mother and Daughter QCIF, and Akiyo QCIF.

Based on the statistics of the received signal, and a theoretical bound on the

packet error rate due to the wireless link, pp, we found that, conditioned on appropriate

system parameters and channel conditions, pp is fully determined by the channel coding

rate, rc, and spreading gain, M . Furthermore, the algorithms to trade off channel coding

and spreading for a given packet drop rate p∗
p were derived for systems both with fixed

and with variable M . It was also shown that for a system with variable rc and M , in

a scenario where the number of users is large so that the self-interference is negligible,

the transmitter should use the lowest rate channel code and only vary M to adapt to

different channel conditions.

As to the video source encoding, we used the modified-ROPE algorithm [6,



88

2000 4000 6000 8000 10000 12000 14000
30

32

34

36

38

40

42

Chip Rate W (kcps)

P
S

N
R

 (d
B

)

our system with multiple packet drop rates
our system with a fixed packet drop rate 1%
comparison system with single 8dB channel
comparison system with two 4.98dB channels

Figure III.12: PSNR performance versus target transmission chip rate for our system
and comparison system, Foreman QCIF, frame rate 10fps.

22], and extended the rate control scheme to operate on chips, rather than bits, so that

the effect of variable spreading gain could be accounted for. Likewise, we extended the

rate-distortion framework for optimal mode selection (and QP selection) to operate at

the chip rate, rather than the bit rate.

We then developed an algorithm with a two-step tradeoff for choosing the

bandwidth allocation parameters. The first step was to trade off between channel coding

and spreading, given a target packet drop rate, such that we maximized the source bit

rate. The second step was to trade off between the packet drop rate and the source bit

rate, based on the channel coding and spreading determined by the first step, such that

the overall expected distortion per time unit was minimized. This optimization process

was done for each packet, and incorporated the effects of both the changing channel
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Figure III.13: PSNR performance versus the number of pilot bits per packet Np, for
“Carphone” QCIF at chip rate 15Mcps and Ec/N0 = −8dB, with the proposed band-
width allocation algorithm using the channel estimators F and F ∗. The reference line is
the system performance with known channel conditions.

characteristics and the current video content. The effect of imperfect channel estimation

on system performance was also studied.

Results were simulated for a variety of sequences. It was shown that the pro-

posed system which allows all components to vary offered about a 1.4dB gain over a

scheme using a fixed packet drop rate, and up to 4dB gain over a scheme using a fixed

spreading gain. The scheme also outperformed a comparable system in the literature

[28] that adapted source coding rate, channel coding rate, and spreading gain, but which

did not operate on a packet basis.
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III.I Appendix: Calculation of E{F} and V ar{F}

In this appendix, we derive the conditional mean and variance of the term

F =
∑L

l=1 |ĉ0,l|2, where the ĉ0,ls are i.i.d conditional complex Gaussian rvs, with con-

ditional mean E{ĉ0,l} = c0,l = α0,le
jϕ0,l and variance σ2

c , as given by (III.23). Thus, F

has a conditional non-central chi-square distribution with 2L degrees of freedom. The

conditional mean of F is given by

E{F}=
L
∑

l=1

E{|ĉ0,l|2}

=
L
∑

l=1

(

(E{|ĉ0,l|})2 + σ2
c

)

=(

L
∑

l=1

α2
0,l) + Lσ2

c , (III.28)

and the conditional variance

V ar{F}=E{F 2} − (E{F})2

=

L
∑

l=1

E{|ĉ0,l|4} +

L
∑

l1=1

L
∑

l2=1,l2 6=l1






E{|ĉ0,l1|2|ĉ0,l2 |2} −
(

L
∑

l=1

E{|ĉ0,l|2}
)2






. (III.29)

Each ĉ0,l can be expressed as ĉ0,l = ĉQ
0,l + jĉI

0,l, where ĉQ
0,l ∼ N(α0,lcos(ϕ0,l),

σ2
c/2), and ĉI

0,l ∼ N(α0,lsin(ϕ0,l), σ2
c/2). Also, ĉQ

0,l and ĉI
0,l are conditionally indepen-

dent, because, from (III.21), ĉ0,l is the average of three components, among which x̂s

is a real number, x̂N is conditionally a symmetric complex Gaussian rv, and x̂Im
is an
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asymptotically, conditionally symmetric, complex Gaussian rv.

It is straightforward to show that for any Gaussian rv x ∼ (µ, σ2), E{x3} =

µ3 + 3µσ2, and E{x4} = µ4 + 6µ2σ2 + 3σ4 = (E{x2})2
+ 4µ2σ2 + 2σ4. Also,

E{(ĉQ
0,l)

2} + E{(ĉI
0,l)

2} = α2
0,l + σ2

c = E{|ĉ0,l1|2}. Thus, E{|ĉ0,l|4} is given by

E{|ĉ0,l|4}=E

{

(

(ĉQ
0,l)

2 + (ĉI
0,l)

2
)2
}

=E{(ĉQ
0,l)

4} + E{(ĉI
0,l)

4} +

2E{(ĉQ
0,l)

2 (ĉI
0,l)

2}

=(E{(ĉQ
0,l)

2})2 + 2σ2
cα

2
0,lcos

2(ϕ0,l)) + σ4
c/2

+(E{(ĉI
0,l)

2})2 + 2σ2
cα

2
0,lsin

2(ϕ0,l))

+σ4
c/2 + 2E{(ĉQ

0,l)
2}E{(ĉI

0,l)
2}

=2σ2
cα

2
0,l + σ4

c +
(

E{(ĉQ
0,l)

2} + E{(ĉI
0,l)

2}
)2

=2σ2
cα

2
0,l + σ4

c + (E{|ĉ0,l1|2})2. (III.30)

Plugging (III.30) into (III.29), we get

V ar{F}=
L
∑

l=1

(

2σ2
cα

2
0,l + σ4

c

)

+

L
∑

l=1

(E{|ĉ0,l1 |2})2

+
L
∑

l1=1

L
∑

l2=1,l2 6=l1

E{|ĉ0,l1|2|ĉ0,l2 |2}

−
(

L
∑

l=1

E{|ĉ0,l|2}
)2

=2σ2
c

(

L
∑

l=1

α2
0,l

)

+ Lσ4
c . (III.31)



92

Acknowledgement

This chapter, in full, is a reprint of the material as it appears in Yushi Shen,

Pamela C. Cosman, and Laurence B. Milstein, “Error Resilient Video Communications

over CDMA Networks with a Bandwidth Constraint,” which will appear in the IEEE

Transactions on Image Processing, Oct. 2006. I was the primary author, and the co-

authors Dr. Cosman and Dr. Milstein directed and supervised the research which forms

the basis for this paper.



IV

Delay Allocation for Wireless Video

Communications

IV.A Introduction

Delay partitioning is a fundamental tradeoff problem in the cross-layer design

of a communications system. This problem is especially important in realtime video

communications such as video conferencing or video telephone, in which there exists

a tight end-to-end delay constraint. For example, interactive video telephone should

have a maximum end-to-end delay of no more than around 300 msec. Once the receiver

begins displaying the received video, the display process must continue without stalling.

In other words, in order to be useful, frame data entering the source encoder at time t

must be displayed at the decoder by time (t + T ), where T is the delay constraint, that

is, an upper bound for end-to-end delay of the system. In addition, the available data

rate on the channel is constrained by the available bandwidth.
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In [29] and [30], the design of rate control schemes for low delay video

transmissions was studied for a noiseless channel. In [31] and [32], the efficient de-

sign of an interleaver for a fading channel was investigated. In [33], specific tandem

and joint source-channel coding strategies with complexity and delay constraints were

analyzed and compared. In [34]-[35], delay-constrained wireless video transmission

schemes were proposed for different application scenarios. In [36] and [37], trade-

offs between delay and video compression efficiency were discussed for a motion-

compensated temporal filtering (MCTF) video codec, and for hierarchical bi-directional

(B-frames) schemes, respectively. In [38], the tradeoff between the long-term average

transmission power and the average buffer delay incurred by the traffic was analyzed

mathematically over a block-fading channel with delay constraints. And in [39], the

tradeoff between the network capacity and the end-to-end queueing delay was studied

for a mobile ad hoc network.

In this literature, either design strategies with delay constraints were investi-

gated without considering any tradeoff issue, or certain tradeoff problems with delay

constraint were discussed for different purposes and contexts than those in this chapter.

In this chapter, we study delay partitioning for video communications over a Rayleigh

fading channel. In particular, we focus on the delay allocation between the source en-

coder buffer and the interleaver as we vary various parameters, such as the motion of the

video content, the rate of variation of the channel, the end-to-end delay constraint, the

channel bit rate, and the channel code rate.

The system model we study is shown in Fig. IV.1. Typically, video frames
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arrive at the video encoder at a constant frame rate. The frames are compressed to a

variable bit stream and passed on to the video encoder output buffer from which bits

are drained at a constant rate. To protect against channel errors, forward error coding

(FEC) is employed on the compressed bitstream coming out of the encoder buffer. This

is followed by interleaving to provide robustness to channel fading. Finally, the bit

stream coming out of the interleaver is modulated and sent over the wireless channel.

At the receiver, the bitstream is demodulated, de-interleaved, decoded, and then passed

on to the video decoder input buffer (henceforth called the decoder buffer). The video

decoder extracts bits from the decoder buffer at a variable rate to display each frame

at its correct time and at the same constant frame rate at which they were available to

the video encoder. A rate control mechanism is used at the video encoder to control

the number of bits allotted to each frame so that the encoder buffer and the decoder

buffer never overflow or underflow, while maintaining acceptable video quality at all

times. Note that we assume there is no video encoder input buffer, and no video decoder

output buffer, hence the video encoder output buffer and the video decoder input buffer

are called the encoder buffer and decoder buffer, respectively, throughout this chapter.

The chapter is organized as follows: In Section IV.B, the system model is in-

troduced in detail. In Section IV.C, we formulate the delay partitioning problem math-

ematically, and end up with a relationship among the three main delay components,

i.e., source encoding buffer delay, interleaving delay, and channel decoding delay, un-

der a delay constraint. Simulation results of the tradeoff between the source encoder

buffer and the interleaver are shown and analyzed in Section IV.D, for different video
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Figure IV.1: System overview.

sequences over Rayleigh fading channels. In particular, we study how the tradeoff will

be affected by the motion of the video content, the rate of variation of the channel, the

delay constraint and the channel bit rate. Lastly, Section IV.E concludes the chapter.

IV.B System Model with Delay Constraint

In this section, we will discuss the components in Fig. IV.1 in detail.

IV.B.1 Source Coding

In real time video communications, the end-to-end delay for transmitting video

data needs to be very small, particularly for interactive two-way applications such as

video conferencing and gaming. Since H.263 is the video codec standard designed for
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low delay and low bit rate applications, we choose it as the source codec here. Video

data enters the H.263 source encoder at a constant rate of f frames per second (fps),

where it first undergoes block based motion compensated (MC) prediction, followed

by DCT transformation of the residual block. The DCT coefficients are quantized by

appropriately choosing the quantization parameter, and the quantized values are then

run length and Huffman coded. Assume the transmission bit rate is RB bits per second

(bps), and the source coded bit stream leaves the encoder buffer at rs bps.

Whenever a frame occupies more than rs/f bits, bits will accumulate in the

source encoder buffer and increase the encoder buffer delay experienced by the incom-

ing bits. If this trend continues for several frames, the buffer may fill up because the

buffer size is limited. When the number of bits in the buffer is more than a predeter-

mined threshold, it will lead to frame skipping as will be discussed later. On the other

hand, whenever a frame occupies less than rs/f bits, the encoder buffer fullness level

decreases. If this trend continues for several frames, the encoder buffer may run empty,

thereby wasting channel bandwidth.

By sensing the buffer fullness and keeping an estimate of the available bit

budget, the rate control chooses the quantization step-size and seeks to prevent buffer

overflow and underflow while maintaining acceptable video quality. If either the re-

maining bit budget is small or the buffer is getting full, the rate control resorts to coarse

quantization. If either the remaining bit budget is large or the buffer is getting empty, the

quantization step size is reduced (i.e., fine quantization). A large delay budget for the

source encoder allows the use of a large encoder buffer, which tends to result in higher
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quality video because the rate control has more freedom. Typically, the increased num-

ber of bits resulting from finely encoding a complex scene can be easily accommodated

in the large buffer. However, when tight delay constraints exist, the system must operate

with a small encoder delay budget, or equivalently a small encoder buffer, which tends

to reduce the quality of the video, as the functioning of the rate control is more con-

strained. In extreme cases, the encoder buffer may fill up several times, leading to loss

of data through repeated frame skipping.

On the decoder side, the incoming stream of video data is buffered in a source

decoder buffer. Once the source decoder starts displaying the frames, the delay con-

straint becomes operational. If T denotes the upper bound for end-to-end delay of the

system, a frame entering the encoder at time t must be displayed at the decoder at time

(t + T ), and all the video data corresponding to this particular frame must be available

at the decoder accordingly. A video frame that is not able to meet its delay constraint

is useless and is considered lost. We assume that the source decoder has knowledge of

the frame numbers skipped by the source encoder and that it holds over the immediately

preceding displayed frame and displays it in place of the skipped frame.

In H.263, the rate control performs the bit allocation by selecting the encoder’s

quantization parameter for each block of 16x16 pixels. We choose the TMN-8 (Test

Model Number 8) rate control [29, 30] recommended for low delay applications. The

TMN-8 rate control is a two step approach: a frame layer control first selects a target bit

count for the current frame, followed by a macroblock (MB) layer rate control which

selects the quantization step size for each MB in the frame. The TMN-8 rate control
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has a threshold for frame skipping. Whenever the number of bits in the encoder buffer

increases beyond this threshold, typically one frame is skipped so that the number of

bits in the buffer falls below the threshold. For each skipped frame, buffer fullness

reduces by rs/f bits. We assume the first frame in the video sequence is coded as an I

frame, and all subsequent frames as P frames, since this is a common strategy for video

communications with a tight delay budget. We also assume the I frame is transmitted

error free to the decoder and the decoder does not start the display until the first I frame

is completely buffered. The rate control starts with the first P frame. Once the I frame

is displayed, the delay constraint becomes operational and all subsequent frames must

meet their delay constraint.

From the point of view of the system engineer, the parameter of interest is the

threshold for frame skipping (denoted by St). However, for the hardware engineer, the

buffer size (denoted Sb) is more important. These two quantities are closely related,

as explained now. As shown in Fig. IV.2, we modify the rate control such that, while

encoding the frame, if the buffer fullness level exceeds St, the remaining MBs of the

frame are all skipped. If a particular sequence comprising Nskip bits is used to inform

the decoder of this situation, the buffer size required is Sb = St + Nskip. Because Nskip

is usually much smaller than St, for example Nskip = 24 in our system while St is at

least several thousands, for simplicity, we assume the threshold for frame skipping and

the buffer size are the same and are equal to S, i.e., Sb = St = S.
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Figure IV.2: Source Encoder Buffer.

IV.B.2 Channel Coding

The information bitstream coming out of the source encoder buffer is channel

coded using a rate-compatible punctured convolutional (RCPC) code with rate rc and

constraint length ν [11]. At the receiver, the Viterbi algorithm is used to find the best

candidate in the trellis for the received bitstream. The delays encountered in the channel

encoder and decoder are called the channel encoding delay and the channel decoding

delay. Together these make the delay budget of channel coding. When using a con-

volutional code with constraint length ν, the channel decoding delay is approximately

the decision depth of the Viterbi decoder, which is about 5ν in bits. The decision depth

for punctured convolutional codes is generally longer. If the puncturing period for the

RCPC code is P , the decision depth can be bounded by 5Pν [40]. We note, however,

that when using channel encoding schemes such as turbo coding that require iterative de-

coding at the receiver, the channel coding delay budget may use up a significant portion

of the overall delay budget.

Bandwidth is a major resource shared between source coding and channel

coding. A bandwidth constraint limits the available rate on the channel. Allocating
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more bandwidth to the source encoder allows more information from the source to be

transmitted, resulting in better quality video. However, the bandwidth available for

channel coding is reduced, leading to increased errors on the channel and thus a reduced

probability of achieving high video quality. Let RB bps be the total available rate on

the channel, and rs and rc be the average source coding rate and the channel code rate,

respectively. Then the bandwidth constraint is expressed as [15, 41]

rs

rc
= RB. (IV.1)

IV.B.3 Interleaving and Fading Channel Model

We consider coherent BPSK over a flat fading channel, where flat fading

means that there is a constant gain across the bandwidth of the received signal. There-

fore, the effect of the channel is a multiplicative gain term on the received signal level.

We use the channel model suggested by Jakes [27], in which the envelope of the fading

process is assumed to be Rayleigh distributed. The Doppler spectrum is given by

S(f) =
1

√

1 − (f/fD)2
, (IV.2)

where fD is the Doppler frequency and is given by fD = fcv/c, where fc is the carrier

frequency, v is the mobile velocity, and c is the speed of light. The covariance function

of the fading process for this channel model can be shown to be given by the first order

Bessel function, namely

Rα(τ) = J0(2πfD|τ |), (IV.3)
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where τ is the time separation between the two instances when the channel is sam-

pled. Thus, the correlation between two consecutive symbols with separation Ts is

J0(2πfDTs), where Ts is the symbol time. The product fDTs is usually called the nor-

malized Doppler frequency.

Error control coding works well when the code symbols used in the decoding

process are affected by independent channel conditions. Correlated fading is one of the

sources of channel memory on the land mobile channel. Interleaving is used to break

up channel memory, and it is an essential element in the design of error control coding

techniques for the land mobile channel. A block interleaver formats the encoded data in

a rectangular array of N1 rows and N2 columns. The code symbols are written in row-

by-row and read out column-by-column. On the decoder side, the received symbols

are first de-interleaved before they enter the decoder. As a result of this reordering, the

fading samples of two consecutive symbols entering the decoder are actually N1Ts apart

in time, and the correlation between two consecutive channel instances is now given as

J0(2πfDN1Ts). The parameter N1 is often referred to as the depth of the interleaver.

The inverse of the normalized Doppler frequency roughly equals the coher-

ence time, Ncoh = 1/(fDTs), of the channel in bits, and is a measure of the number of

consecutive bits over which the channel remains correlated. The amount of interleav-

ing required depends on the channel. If the channel is slower, the coherence time is

larger and consequently a larger interleaver is required. When there is no limit on the

size of the interleaver, perfect interleaving can be achieved for mobile channels, which

ensures that the fading envelopes are uncorrelated. However, both interleaving and de-
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interleaving introduce delay in the system, called the interleaving delay. Both of these

delays are equal to N1N2Ts seconds. In a practical system, the interleaving delay bud-

get is constrained not only by the overall delay budget, but also by the delay budget

necessary for the robust functioning of the source coding and the channel coding.

For convolutionally coded systems, the dimensions of the interleaver are cho-

sen to maximize the interleaving depth N1, which should ideally be Ncoh to ensure nearly

independent fading conditions for consecutive symbols. More important, N2 should be

chosen at least large enough to avoid the wrap around effect [42, 43, 44]. The wrap

around effect means that the length of an error event exceeds the number of columns

in the interleaver. This results in more than one symbol being affected by virtually the

same channel conditions, and thus degrades performance. As a rule of thumb, the num-

ber of columns is chosen slightly larger than the length of the shortest error event of the

code.

Interleaving, in conjunction with FEC, is a mechanism to achieve time diver-

sity, where, by transmitting consecutive symbols sufficiently separated in time, nearly

independent fading is ensured. As with any diversity technique, the performance im-

provement shows diminishing returns with increased diversity order. Note that the ef-

fective order of diversity is a nondecreasing function of N1. Various rules of thumb are

available in the literature to determine the interleaver depth sufficient to extract nearly

independent fading case performance [31, 32].

In [31], simulations were used to demonstrate that fully interleaved perfor-

mance is approximately achieved for BPSK over exponentially correlated channels when
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the interleaver depth is chosen to satisfy fDTsN1 > 0.1. This rule, however, does not ap-

ply to correlated fading channels with other auto-correlations, such as the Jakes’ model.

In [32], a simple figure of merit for evaluating the depth of the interleaver was obtained

for Rician channels, and a variety of channel auto-correlation functions. However, as

shown in our simulations, this figure of merit does not hold true for the Jakes’ fading

model with low κ factor (κ is the ratio of signal energy in direct and diffused signal

components) Rician channels and the limiting Rayleigh fading case.

IV.C The Delay Constraint Formulation

The end-to-end delay constraint of each frame, T , is the upper bound to the

delay that a frame may experience and still be able to be displayed on time, where

by delay, we mean the time difference between when the video frame is captured for

encoding and when it reaches the video decoder. Consider frame i captured at time t.

Without loss of generality, we assume t to be zero. Further, we assume that each frame

has the same number of MBs, and denote this number by M (e.g., for video with QCIF

format, M = 99). We also denote the MB index by k (k = 0, 1, 2, · · · , M − 1), and we

let bi(k) be the number of bits in the kth MB of the ith frame.

Frames arrive at the video encoder at some constant frame rate, thus the pro-

cessor has to process each frame in the same amount of time, because we assume there

is no video encoder input buffer. Each frame has the same number of MBs, and we

assume each MB has to be processed in the same amount of time. At the video decoder,

frames are displayed at a constant frame rate, and we assume there is no video decoder
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output buffer.

For frame i to meet its delay constraint, the kth MB’s decoding must begin at

time T−(M−k)Td, where Td is the time required to decode a MB (source decoding only,

i.e., excluding the FEC decoding) and is assumed to be the same for all MBs. Also, the

kth MB becomes available for encoding only after time kTe, where Te is the encoding

time of a MB (source encoding only, i.e., excluding the FEC encoding) assumed to be

the same for all MBs. Thus, if the kth MB is to meet its decoding deadline, the following

must be true:

Teb(k) + Tenc(k) + Tint(k) + Tc(k) + TCH + Tdein(k) + Tdec(k) + Tdb(k)

= T − (k + 1)Te − (M − k)Td, (IV.4)

where Teb(k) is the encoder buffer delay, i.e., the time the kth MB waits in the encoder

buffer before it starts moving out to the channel encoder, Tenc(k) is the FEC encoding

delay for the kth MB, Tint(k) is the delay caused by interleaving for the kth MB, Tc(k)

is the transmission time for the kth MB, TCH is the channel propagation delay, assumed

to be a known constant, Tdein(k) is the delay caused by de-interleaving for the kth MB,

Tdec(k) is the channel decoding delay, and finally Tdb(k) is the decoder buffer delay for

the kth MB, i.e., the time it waits in the decoder buffer before its decoding begins for

display.

A few simplifications can be made. We have earlier explained the logic for

assuming that the video encoding time, Te, and the video decoding time, Td, are the

same for all MBs. We also assume they are equal to each other, which is essentially the
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same as saying that the MBs arrive at the encoder buffer and depart from the decoder

buffer as a stream with each MB spaced TMB seconds apart, where TMB = 1/(Mf)

and f is the frame rate. As a consequence of the above assumption, notice that the right

hand side of (IV.4) becomes independent of k. We ignore the delay caused by channel

encoding (i.e., Tenc(k) ≈ 0), because it is negligible compared to the delay caused

by channel decoding and the delay caused by source encoding. For Viterbi decoding

of RCPC codes with constraint length ν and period P , the decoder has a latency of

approximately Tdec(k) = 5Pν/B bits [11, 40]. Also, since we are assuming a rate

rc channel code and a fixed channel rate of RB bps on the channel, the transmission

time for the kth MB can be expressed as Tc(k) = bi(k)/rs. We assume that each MB

has enough bits to span the width of the interleaver at least once, i.e., bi(k) ≥ N2.

The sum of the interleaving and the de-interleaving delays is then approximately given

as Tint(k) + Tdein(k) ≈ 2N/B. Incorporating all these simplifications, (IV.4) can be

written as:

Teb(k) +
2N

RB
+

bi(k)

rs
+ TCH +

5Pν

RB
+ Tdb(k)

= T − (M + 1)TMB. (IV.5)

Furthermore, the term bi(k)/rs is typically of the order of a few milliseconds.

For example, with rs = 48kbps, f = 10fps and M = 99, the average number of bits-

per-MB is bi(k) ≈ 50, and thus bi(k)/rs ≈ 1 msec. Because the delay budgets in the

multimedia applications we study are typically equal to or greater than 100 msec, the

term bi(k)/rs can be neglected. Assuming a constant channel propagation delay TCH ,
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and noting that we need Tdb(k) > 0 to guarantee the source decoder buffer does not run

empty, (IV.5) can be rewritten as

Teb(k) +
2N

RB
+

5Pν

RB
≤ C, (IV.6)

where C = T − (M + 1)TMB − TCH , is a constant.

The encoder buffer delay experienced by each MB in each frame must satisfy

the above inequality in order for the corresponding frame to meet its display deadline.

As explained previously, the maximal number of source coded bits in source encoder

buffer is equal to S, and they leave the buffer at a rate rs bps, thus Teb(k) ≤ S/rs. As a

result, (IV.6) is always true whenever the following is true:

S

rs

+
2N

RB

+
5Pν

RB

≤ C, (IV.7)

where S/rs can be viewed as the delay budget for source coding, 2N/RB as the delay

budget for interleaving and 5Pν/RB as the delay budget for channel decoding. As a

result, the delay partitioning problem is to allocate the delay budget among these three

components under the constraint (IV.7), such that the overall distortion of the video

transmission is minimized.
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IV.D Simulation Results and Discussion

IV.D.1 The Effect of Interleaver Depth on System Performance

An interleaver is important to remove the channel memory when error control

codes designed for memoryless channels are applied to channels with memory. Before

we consider the tradeoff in delay allocation in wireless multimedia, we first study the

effect of interleaver design without a delay budget restriction.

The performance of an interleaver is governed by its interleaving depth N1.

As mentioned in Subsection IV.B.3, simulation results in [31] demonstrated that fully

interleaved performance is approximately achieved for BPSK over exponentially cor-

related channels when N1 ≥ 0.1Ncoh is satisfied, and [32] further extended this result

to Rician channels and a variety of channel auto-correlation functions by proposing a

simple figure-of-merit for evaluating interleaver depth. Our simulations confirm this re-

sult for the Jakes’ fading model with high κ factor Rician channels. In Fig. IV.3, we

show simulation results for a system with a channel code of rate rc = 1/2 and mini-

mal distance dmin = 10, an interleaver with N2 = 100 columns, and the Jakes’ fading

spectrum with fDTs = 0.01. The two bottom dashed lines are drawn for the Rician

channel with κ = 5 (or 7dB), with interleaver depth N1 = 14 and ideal interleaving

(i.e., N1 = ∞). These results match the results of Fig. 4 in [32], which illustrates that

N1 = 14, which is slightly larger than 0.1Ncoh = 10, gives performance close to ideal

(infinite) interleaving.

However, further simulations illustrate that this figure-of-merit does not hold

true for the Jakes’ fading model with low κ factor Rician channels. Lowering the κ
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factor of the Rician channel makes the fading more severe, and the channel is Rayleigh

when κ = 0 (or −∞dB), where the direct signal component is totally absent. Clearly

with decreasing κ, the performance degrades, and a larger interleaver depth may be

required. In Fig. IV.3, the performance when κ = 0 is shown, by utilizing interleavers

with depth N1 = 14, N1 = 0.7Ncoh = 70, N1 = Ncoh = 100, and infinite interleaving.

As seen from the four top plots, substantial gains in performance are achieved over

N1 = 14, with an improvement by an order of magnitude, especially at middle and

high SNR. On the other hand, although the performance improves significantly from

N1 = 14 to N1 = 70, there is not much gain in further increasing after N1 ≥ 70. This is

the typical characteristic of any diversity system, where with increasing diversity order,

the improvement in performance shows diminishing returns.
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Figure IV.3: Performance comparison for evaluating the effect of interleaver depth: bit
error rate (BER) versus the signal to noise ratio (Es/N0), channel code with rate rc =
1/2 and dmin = 10, interleaver with N2 = 100, and the Jakes’ fading spectrum with
fDTs = 0.01.
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Fig. IV.4 further illustrates this point, by showing bit error performance versus

interleaver depth, with a convolutional channel code having rc = 1/3, constraint length

ν = 6 and dmin = 14 [11, 24], over a Rayleigh fading channel with fDTs = 0.005 (i.e.,

Ncoh = 200). N2 is fixed to be 16, which is slightly greater than dmin [42, 43]. We again

note the sharp fall in bit error rate (BER) as N1 increases from 0 to 80, and that the

performance begins to flatten out around N1 = 140 onwards, which is again the depth

corresponding to 0.7Ncoh.
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Figure IV.4: Bit error rate (BER) versus the interleaver depth (N1), Es/N0 = 3dB,
channel code with rate rc = 1/3 and dmin = 14, interleaver with N2 = 16, and the
Jakes’ fading spectrum with fDTs = 0.005.

As a result, our simulation results suggest that: for Rician channels with high

κ factor, fully interleaved performance is approximately achieved when the interleaver

depth N1 ≥ 0.1Ncoh; while for Rician channels with low κ factor, in particular for a

Rayleigh fading channel, fully interleaved performance is approximately achieved when
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N1 ≥ 0.7Ncoh. Also, the number of columns (N2) should be greater than the minimal

distance (dmin) of the channel code to avoid the wrap around effect.

IV.D.2 Delay Allocation between the Source Encoder Buffer and the Interleaver,

for Fixed Delay Budget, Channel Bit Rate and FEC Code

We will discuss the delay allocation between the source encoder buffer and

the interleaver in this and the next subsections. In all our simulations, we encoded QCIF

size video sequences at f = 10 fps. Also, for all comparisons, we kept the ratio of the

energy-per-coded bit to the noise power spectral density, Es/N0, constant at 3dB. For

each set of system and channel parameters, we ran ten thousand realizations of the time-

correlated Rayleigh fading channel, which were generated using the Jakes’ model [27].

We computed the cumulative distribution function (CDF) of the average peak signal to

noise ratio (PSNR), where PSNR is calculated by first averaging the mean square error

(MSE) for the entire decoded video sequence, and then converting to PSNR. The system

performance can be gauged once the CDF curves for each possible set of parameters in

the set of interest are available. For example, Fig. IV.5 illustrates what the CDF curves

could look like. Whenever two CDF curves do not intersect (e.g., curves C1 and C3

in Fig. IV.5), the lower curve is superior because it always has a higher probability

of achieving any given average PSNR. When there are crossovers between two curves

(e.g., curves C1 and C2 in Fig. IV.5), then one curve may be superior for one application

but not for another. Comparison between the curves may then involve criteria such as

minimizing the area under the curve, perhaps with some weighting. In this chapter, as
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shown in Fig. IV.5, to evaluate the system performance, we adopted the criterion from

[45] of minimum area under the CDF curve to the left of a certain threshold xh defined

later in this section, i.e., the value
∫ xh

0
Fc(x)dx.
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Figure IV.5: Comparison of PSNR CDF curves.

In this subsection, we analyze the delay partition between the source encoder

buffer and the interleaver, for a fixed delay budget C, a given channel bit rate RB and

a fixed RCPC code with rate rc. As explained in Section IV.B, the delay budget of the

source encoder is determined by the threshold for frame skipping S. Given RB and a

RCPC code with rate rc, the source coding rate, rs, is determined by (IV.1), and the

channel decoding delay, which is roughly equal to (5Pν/RB), is also fixed. Under

this scenario, increasing the delay budget of the source encoder comes at the cost of

reducing the interleaver delay budget, i.e., using a smaller interleaver. In general, given

the total delay budget C and channel bit rate RB , the choice of S is affected by the
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source encoding rate rs and the video content, and the choice of interleaver depth N1

is related to the channel fading characteristics (Ncoh and channel model) and the video

content. Therefore, we will focus on how this tradeoff will be affected by the motion

of the video content, the rate of variation of the channel, the delay constraint and the

channel bit rate.

In the following simulations, we used the rate rc = 1/3 RCPC code with

ν = 6 and dmin = 14 [11, 24] for channel coding, and N2 was fixed at 16. We ran the

simulations with different parameters, for example, video sequences with high, medium

or low motion, channels with fast, medium or slow fading, delay constraints that are

tight, medium or loose , and different channel bit rates.

First, we assume a delay constraint C = 150 msec and a channel bit rate

RB = 144 kbps (thus rs = 48 kbps). We simulated the system for a medium motion

sequence “Foreman” QCIF over a medium fading channel with normalized Doppler fre-

quency fDTs = 0.005 (Ncoh = 200 bits). The candidate delay allocations we tested

are summarized in Table IV.1, which were calculated based on (IV.7). Fig. IV.6 shows

the CDF curves of the PSNRs for these delay allocations, and the areas under the CDF

curves are plotted as the solid line in Fig. IV.7, where the x-axis is the interleaver delay

budget expressed as a fraction of the total delay budget. It is seen that, as the interleaver

delay budget increases from N1 = 67, the system performance initially improves be-

cause of the increased diversity gain. However, the diversity gain shows diminishing re-

turns, and at some point the reduction in source encoder delay budget starts having more

of an effect, and the system performance degrades. It is seen that (N1 = 151, S = 5500)
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is the optimal delay allocation for this case, where N1 is about 3
4
Ncoh.

Table IV.1: Delay allocations for tradeoff between S and N1, used in the simulations for
Fig. IV.6 and Fig. IV.7.

Interleaver depth
N1 (in bits) 67 87 123 140 151 170 217

Source encoder buffer size
S (in bits) 6400 6190 5800 5620 5500 5300 4800

Interleaver delay budget as

a fraction of the
total delay budget

(2N1N2

RB
)/C (in %) 9.93 12.89 18.22 20.74 22.37 25.19 32.15

To see the effect of the motion of the video content, we also simulated a very

high motion sequence “Mobile” QCIF and a very low motion sequence “Akiyo” QCIF,

with the other parameters the same (C = 150 msec, RB = 144 kbps and Ncoh = 200).

The system performances measured by the areas under the CDF curves are plotted

and compared in Fig. IV.7, where the threshold value xh was set to be the maximal

PSNR value observed among all the realizations in the test for that individual video se-

quence. For example, in Fig. IV.6, the largest PSNR achieved by any of the systems is

33.01dB, so for the purposes of generating the curve corresponding to “Foreman” QCIF

in Fig. IV.7, we compute the areas under the CDF curves and to the left of xh = 33.01

for the curves in Fig. IV.6. Because different xh values were used for the three curves

corresponding to the three different video sequences, the performance comparison (i.e.,

y-axis values) is only meaningful within a curve, but not between different curves. It

is observed that, given the above parameters, a higher motion video sequence requires
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a higher source encoder buffer size S, at the cost of a smaller interleaver depth. For

example, Fig. IV.7 shows the optimal choices of N1 are 170, 151 and 140, for “Akiyo”,

“Foreman” and “Mobile”, respectively. In compressing video, some frames may need

more bits than other frames because of the presence of fine detail. In addition, for a high

motion video, some frames may need a significantly larger number of bits than others to

well represent the occurrence of high motion, and the performance may degrade more

seriously during concealment for frame skipping. As a result, a larger source encoder

buffer is needed. To further illustrate this point, in Fig. IV.8, we assumed an uncon-

strained encoder buffer size, and recorded the number of bits accumulated in the buffer

for the three video sequences when the source rate was rs = 48 kbps. Note that, al-

though the buffer size is unlimited here, the number of bits accumulated is not infinite

because the system is still subject to rate control. As expected, Fig. IV.8 illustrates

that a higher motion sequence, at times, needs a larger buffer size than a lower motion

sequence.

We also simulated the system for different channel variation rates, with the

same C = 150 msec and RB = 144 kbps. Fig. IV.9 and Fig. IV.10 show the performance

results for a slowly fading channel with fDTs = 0.0035 (Ncoh = 286 bits), and Fig. IV.11

and Fig. IV.12 are for a fast fading channel with fDTs = 0.01 (Ncoh = 100 bits).

Again, Fig. IV.9 and Fig. IV.11 show the CDF curves of the PSNRs for “Foreman”

QCIF, and Fig. IV.10 and Fig. IV.12 compare the areas under the CDF curves of all

three video sequences. Again, the xh values were set to the maximal PSNRs observed

for the corresponding video sequences. It is seen that, given the same set of system
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Figure IV.6: CDF curves of the PSNRs for the various delay allocations, for Foreman
QCIF, Rayleigh fading channel with fDTs = 0.005, delay budget C = 150 msec, and
channel bit rate RB = 144 kbps.

parameters, a larger N1 is preferable for a slowly fading channel, in order to break the

channel memory, whereas a smaller N1 is preferable for a fast fading channel to free up

more of the delay budget for the source encoder buffer. Again, Fig. IV.10 and Fig. IV.12

show that the higher motion video sequence favorites to allocation more delay budget to

source encoder buffer, which is consistent with our previous observations.

Next, we simulated the system for different delay budgets and different chan-

nel bit rates. Fig. IV.13 shows the system performance for “Foreman” QCIF at RB =

144 kbps and fDTs = 0.005, with a tight delay constraint C = 100 msec, a medium con-

straint C = 150 msec and a very loose constraint C = 250 msec. In order to compare the

performance not only along each curve in Fig. IV.13, but also across curves, the same xh

value, set to be the maximal observed PSNR value in all the simulations for Fig. IV.13,
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Figure IV.7: System performance, as measured by the areas under the CDF curves, ver-
sus the fraction of the interleaver delay budget, for different video sequences, Rayleigh
fading channel with fDTs = 0.005, delay budget C = 150 msec, and channel bit
rate RB = 144 kbps. The curve for Foreman QCIF is derived from Fig. IV.6 with
xh = 33.01.

was applied for the area calculations. It is seen that, for the three constraints, the optimal

choices of N1 are 135, 151 and 180, respectively, while the corresponding optimal ratios

of the interleaver delay budget to the total delay budget are 30.0%, 22.4% and 16.0%,

respectively. In other words, as the delay budget C increases, the optimal interleaver

depth N1 increases, because of more available resources; while the corresponding ratios

of the interleaver delay to the total delay budget decrease, because of the diminishing

returns of the diversity gain. Also, it is seen that the system performance with the best

(N1, S) choice improves, i.e., has a smaller area (y-axis value), as C increases. Similar

trends occur when the channel bit rate RB increases, holding other system parameters

constant. As shown in Fig. IV.14, which plots the system performance for “Foreman”
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Figure IV.8: The number of bits accumulated in a source encoder buffer with unlimited
size versus the frame number, for different video sequences at the source coding rate
rs = 48 kbps.

QCIF at C = 150 msec and fDTs = 0.005, with different channel bit rates, the optimal

choices of N1 are 135, 151 and 170, for RB = 96 kbps, RB = 144 kbps, and RB = 168

kbps, respectively, and the corresponding ratios of the interleaver delay budget to the to-

tal delay budget are 30.0%, 22.4%, 21.6%, respectively. Also, the system performance

with best (N1, S) choice improves when RB increases.

Examining the results shown in figures from Fig. IV.6 to Fig. IV.12, as well as

our other simulation results, we see the following trends. First, the normalized Doppler

frequency is the key parameter in the delay partitioning, and a system operating over

a fast fading channel prefers a smaller interleaver depth N1. And as shown in all the

above simulation results, it seems that about 0.7Ncoh (more precisely, from 0.6Ncoh

to 0.9Ncoh) is a safe choice for N1. This result is consistent with our conclusion in
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Figure IV.9: CDF curves of the PSNRs for various delay allocations, for Foreman QCIF,
Rayleigh fading channel with fDTs = 0.0035, delay budget C = 150 msec, and channel
bit rate RB = 144 kbps.

Subsection IV.D.1, which illustrates that the maximum gain from the interleaver is ap-

proximately achieved when N1 ≥ 0.7Ncoh in a Rayleigh fading channel. Second, the

video content also affects the delay partitioning; a sequence with higher motion con-

tent usually prefers a larger source encoder, and thus a smaller N1. Third, either fast

fading, or a larger total delay budget C, or a larger channel bit rate RB , improves the

system performance on the average, holding other parameters the same. For example,

Fig. IV.6, Fig. IV.9 and Fig. IV.11 show that, for a given set of system parameters, the

highest PSNR achieved improves from about 32dB to about 34dB when the channel

varies more rapidly. Note that the performance improvement for a larger C or a larger

RB is due to the system having additional available resources, while the performance

improvement for fast fading is due to additional channel diversity. However, the last
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Figure IV.10: System performance, as measured by the areas under the CDF curves, ver-
sus the fraction of the interleaver delay budget, for different video sequences, Rayleigh
fading channel with fDTs = 0.0035, delay budget C = 150 msec, and channel bit
rate RB = 144 kbps. The curve for Foreman QCIF is derived from Fig. IV.9 with
xh = 32.82.

conclusion is valid only under our assumption of perfect channel estimation. Lastly, the

gaps between the performances of the optimal delay allocation and various sub-optimal

delay allocations decrease when the channel varies faster. For example, in Fig. IV.10

(a slowly fading channel), the performance of the optimal allocation and those of other

allocations varies by a factor of 10, while in Fig. IV.12 (a fast fading channel), the dif-

ferences are limited to a factor of 1.2. This implies that the delay allocation issue is

more important when the channel varies slowly. When the channel varies fast enough,

different allocations may not affect the performance as much.
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Figure IV.11: CDF curves of the PSNRs for various delay allocations, for Foreman
QCIF, Rayleigh fading channel with fDTs = 0.01, delay budget C = 150 msec, and
channel bit rate RB = 144 kbps.

IV.D.3 Bandwidth Allocation between Source Coding and Channel Coding and

Delay Allocation between the Source Encoder Buffer and the Interleaver,

for Fixed Delay Budget (C) and Channel Bit Rate (RB)

In this subsection, we vary the channel coding rate, rc, to analyze the band-

width partition between source coding and channel coding, together with the delay par-

tition between the source encoder buffer and the interleaver, for a fixed delay budget, C,

and a given channel bit rate, RB .

Again, the rates rs and rc must satisfy the bandwidth constraint (IV.1). Also,

we note from the delay constraint (IV.7) that, for a fixed RB , the interleaver delay, which

is equal to 2N/RB , and the channel decoding delay, which is equal to 5Pν/RB, do not

change by changing rs. This implies that increasing S proportionately with rs will
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Figure IV.12: System performance, as measured by the areas under the CDF curves, ver-
sus the fraction of the interleaver delay budget, for different video sequences, Rayleigh
fading channel with fDTs = 0.01, delay budget C = 150 msec, and channel bit
rate RB = 144 kbps. The curve for Foreman QCIF is derived from Fig.IV.11 with
xh = 34.81.

ensure that the same delay allocation is maintained. However, maintaining the same

delay allocation is not necessarily desirable. With a change in rs and rc, the optimal

delay allocation may change.

Assume there are Nc candidate channel codes with rates {rc}. The optimal

bandwidth partition and delay partition, i.e., the best (rc, rs, N1, S) 4-tuple, can be de-

termined by a two-step optimization method:

Step I: For each channel code candidate with rate rc, calculate the correspond-

ing rs from (IV.1). For each (rc, rs) pair, among the candidate delay partition pairs

(N1, S), find the one for this bandwidth allocation that minimizes the area under the

CDF curve, as illustrated in Section. IV.D.2. This yields Nc 4-tuples, with correspond-
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Figure IV.13: System performance, as measured by the areas under the CDF curves,
versus the fraction of the interleaver delay budget, for delay budgets C = 100 msec,
C = 150 msec and C = 250 msec, Foreman QCIF, Rayleigh fading channel with
fDTs = 0.005, and channel bit rate RB = 144 kbps. All the areas are calculated with
xh = 34.16, and the curve for C = 150 msec is derived from Fig. IV.6.

ing PSNR CDF curves.

Step II: Among the Nc 4-tuples, find the one with the smallest area under its

CDF curve, using a common threshold value, xh. This (rs, rc, N1, S) 4-tuple is the one

with best bandwidth and delay allocations.

To illustrate this procedure, we simulated the system for different channel

codes in the same RCPC family, with rates equal to 1/3, 4/11, 2/5, and 4/9 [11], for

“Foreman” QCIF at fDTs = 0.005, RB = 144 kbps, and C = 150 msec. From (IV.1),

the corresponding source coding rates are 48 kbps, 52.4 kbps, 57.6 kbps, and 64 kbps,

respectively. For each (rc, rs) pair, different (N1, S) pairs that satisfied (IV.7) were sim-

ulated, and the (N1, S) pair that minimized the area under the CDF curve was selected.
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Figure IV.14: System performance, as measured by the areas under the CDF curves,
versus the fraction of the interleaver delay budget, for channel bit rates RB = 96 kbps,
RB = 144 kbps, and RB = 168 kbps, Foreman QCIF, Rayleigh fading channel with
fDTs = 0.005, and delay budget C = 150 msec. All the areas are calculated with
xh = 34.22, and the curve for RB = 144 msec is derived from Fig. IV.6.

For example, the pair (N1 = 151, S = 5500) was selected for the bandwidth allocation

(rc = 1/3, rs = 48k), where the areas of CDF curves were derived from Fig. IV.7. In

Fig. IV.15, we show, for four possible (rc, rs) allocations, the CDF curve for the corre-

sponding best (N1, S) pair. They are (N1 = 151, S = 5500), (N1 = 170, S = 5780),

(N1 = 190, S = 6110), and (N1 = 217, S = 6400), for rc = 1/3, rc = 4/11, rc = 2/5,

and rc = 4/9, respectively. Then, the best bandwidth and delay partition 4-tuple was

selected among the four candidates shown in Fig. IV.15. In Fig. IV.16, we plot the areas

under all the CDF curves, wherein all curves were calculated with the same threshold

xh = 35.78. It is seen that the (rc = 1/3, rs = 48k, N1 = 151, S = 5500) 4-tuple yields

the best overall performance.



125

In Fig. IV.16, we show that, all other parameters being the same, increasing

rc, and thus increasing rs in accordance with (IV.1), the optimal ratio of the interleaver

delay to the total delay budget increases, and both the optimal interleaver depth N1

and the optimal source buffer S increase. This is because, first, both channel coding

and interleaving are used to combat the channel fading and to protect the information

sequence, so when a channel code with higher rc is used, it is willing to use a larger N1 to

compensate for the loss from a less powerful channel code. Second, with rs increasing,

the source encoder needs a larger buffer. As shown in (IV.7), for a fixed RB , the channel

decoding delay, 5Pν/RB , is fixed for all the RCPC codes in an RCPC family, since all

the codes are formed from the same mother code with the same period P and constraint

length ν. When rc increases, the source encoding delay, S/rs, becomes smaller, given

the same S, because rs increases with rc according to (IV.1). This additional delay

resource will be shared by both the source encoder and the interleaver, both of which

want a larger delay budget. It turns out that the best selection is one that results in a

larger S and a larger N1. Further, the optimal ratio of the interleaver delay to the total

delay budget, which is equal to (2N1N2)/(RBC), also increases, because N1 increases,

while C, RB and N2 are kept constant.

Lastly, Fig. IV.16 shows that, when increasing rc, the system performance with

the best delay partition degrades. For example, the performance gaps between that of the

optimal delay allocation for rc = 1/3 and those for rc = 4/11, rc = 2/5, and rc = 4/9,

are about a factor of 0.34, 2.50, and 8.81, respectively. It is seen that, under the scenario

we studied here, the system always prefers to use the strongest channel code. This is
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Figure IV.15: CDF curves of the PSNRs for the best (N1, S) choices of different channel
coding rates {rc}, Foreman QCIF, Rayleigh fading channel with fDTs = 0.005, delay
budget C = 150 msec, and channel bit rate RB = 144 kbps.

probably because the Es/N0 value is 3dB, which is relatively low. Under better channel

conditions, a higher rate RCPC code would most likely be preferred.

IV.E Conclusions

We analyzed the performance of a wireless video communication system op-

erating over a fading channel, under both an end-to-end delay constraint and a band-

width constraint. We showed that the main delay components in the system include the

queuing delay in the source encoder output buffer, the delay caused by interleaving and

deinterleaving, and the delay caused by channel decoding. The relationship among these

three components, restricted by the delay constraint, was derived mathematically. We

then focused on the delay partitioning between the source encoding and the interleaving.
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Figure IV.16: System performance, as measured by the areas under the CDF curves,
versus the fraction of the interleaver delay budget, for different channel coding rates
{rc}, Foreman QCIF, Rayleigh fading channel with fDTs = 0.005, delay budget C =
150 msec, and channel bit rate RB = 144 kbps. All the areas are calculated with
xh = 35.78, and the optimal performance points, corresponding to the minimal areas on
the respective curves, are derived from Fig. IV.15.

Simulation results of the tradeoff between the delay of the source encoder

buffer and the interleaver were compared. In particular, we studied how this tradeoff is

affected by parameters such as the Doppler frequency of the fading channel, the motion

of the video content, the delay constraint, the channel bit rate, and the channel code rate.

It was shown that the normalized Doppler frequency of the fading channel

(i.e., Ncoh) is the key parameter in the delay partitioning. Given other parameters held

constant, a system operating over a fast fading channel prefers a smaller interleaver

depth N1, and thus a smaller ratio of the interleaver delay to the total delay budget. From

our results for various QCIF sequences over a Rayleigh fading channel with different
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bandwidth and delay constraints, we found that optimal values for the interleaver depth

N1 ranged from the integer part of 0.6Ncoh to the integer part of 0.9Ncoh, and that, in

general, the integer part of 0.7Ncoh is a safe choice for N1. Also, we showed that the

system performance is more sensitive to the delay partitioning when it operates over a

slow fading channel.

Other system parameters also affect the delay partitioning between the source

encoding and interleaving. In general, for a sequence with higher motion content, be-

cause of a larger variation in the number of bits used to describe each frame, a larger

source encoder buffer size S and a smaller interleaver depth N1 are preferable, and thus a

smaller ratio of the interleaver delay to the total delay budget. For a system with a larger

total delay budget C, or a larger channel bit rate RB , because of the additional resources,

both a larger S and a larger N1 are preferable, and our results indicate that the corre-

sponding ratio of the interleaver delay to the total delay budget becomes smaller. Lastly,

for a system with a higher channel code rate (i.e., a weaker channel code), because of

the increase of source rate and the loss of error correction capability, both a larger S

and a larger N1 are again preferable, but now our results indicate that the corresponding

ratio of the interleaver delay to the total delay budget becomes larger.

We also showed that either a larger total delay budget C, or a larger channel

bit rate RB , or fast fading (i.e., a smaller Ncoh), improves the system performance on

the average, holding other parameters the same. Notice that the conclusion for fast

fading is valid only under our assumption of perfect channel estimation. Also, a two-

step procedure was proposed to determine the optimal bandwidth partition and delay
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partition, from a finite set of possible RCPC codes. The best allocation depends on both

the channel conditions and the video content.

In conclusion, we mention several possible directions in which this work can

be extended. We used a video encoder with single-frame prediction. One may in-

volve the use of more sophisticated source encoding strategies, such as hierarchical

bi-directional prediction (B-pictures) and long-term frame prediction with pulsed qual-

ity, which are more efficient but will introduce additional source coding delay. Also,

the channel codes we studied are from a family of RCPC codes. One may use instead

codes based upon iterative decoding, such as turbo codes and low density parity check

(LDPC) codes, which are more powerful but can result in a larger delay. Finally, our

analysis assumed perfect channel estimation. One can relax this assumption, and study

the effect on the delay allocation when noisy channel estimates are used.
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V

Conclusions

In this dissertation, we investigated techniques for wireless video communica-

tions, which spans the breadth of communications from physical layer communications

theory to image and video processing at the application layer. The results are in the

general category of cross-layer optimization, that is, they span multiple layers of the

standard network protocol stack.

In Chapter II, we presented a transmission scheme for fixed length packet

video over a tandem wireless Internet channel. We solved this tandem channel R-D

optimization problem in two steps. First, we proposed a video encoder using optimal

inter/intra mode selection, operating over the wireline erasure-only channel. Then we

added the wireless component. For this we used a concatenation of an inner RCPC

coder and an outer CRC coder. Packets that fail the CRC check are dropped, so the tan-

dem channel could be treated as a packet erasure channel. The system performance was

both analyzed and simulated, over both constant and time-varying hybrid channel con-

ditions. For the varying channel with delayed feedback information, both instantaneous

130
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feedback and delayed feedback were evaluated, and an improved method of refined dis-

tortion estimation for encoding was presented. It was shown that the refined estimation

could dramatically improve the performance.

In Chapter III, we proposed a robust video transmission scheme with efficient

bandwidth allocation among source coding, channel coding, and spreading, that operates

at the packet level. The algorithm was proposed for use in a CDMA network, and can

be extended to operate over a tandem channel with both packet erasures and bursty bit

errors. The optimization problem among the three parameters was solved using a two-

step tradeoff strategy. Results were simulated for a variety of sequences. It was shown

that the proposed system which allows all components to vary offered about a 1.4dB

gain over a scheme using a fixed packet drop rate, and up to 4dB gain over a scheme

using a fixed spreading gain.

Delay tradeoff in video wireless communication systems were investigated in

Chapter IV. The key tradeoff elements include the queuing delay in the source en-

coder output buffer, the delay caused by interleaving and deinterleaving, and the delay

caused by channel decoding. The relationship among these three components, restricted

by the delay constraint, was derived mathematically. We then focused on delay par-

titioning between the source encoding and the interleaving, in particular, determining

how much certain key parameters affect the performance when the video is transmit-

ted over a time-varying Rayleigh fading channel. These parameters included motion

of the video, relative velocity between transmitter and receiver, channel characteristics,

and total bandwidth. It was shown that the normalized Doppler frequency of the fading
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channel (i.e., Ncoh) is the key parameter in the delay partitioning.

In conclusion, we mention several possible directions in which this work can

be extended. In the bandwidth allocation issue for wireless video communications, one

may consider joint bandwidth and power allocation schemes, where we both allocate

bandwidth among source coding, channel coding and spreading adaptively on packet

basis, and also assign power adaptively across packets. Further, for video transmission

over a wireless Internet channel, a so-called “product channel code” can be used, by

adding an erasure protection mechanism across packets. For example, in [20], each

column code is an RS code, and each row code is a concatenation of an outer CRC code

and an inner RCPC code. As a result, the bitstream is protected against both the errors

and the erasures.

In the delay allocation issue, one may consider the use of more sophisticated

source encoding strategies, such as hierarchical bi-directional prediction (B-pictures)

and long-term frame prediction with pulsed quality, which are more efficient but will

introduce additional source coding delay [36] [37]. One may also consider the use of

channel codes based upon iterative decoding, such as turbo codes and low density parity

check (LDPC) codes, which are more powerful but can result in a larger delay [46].

Finally, our analysis assumed perfect channel estimation. One can relax this assumption,

and study the effect on the delay allocation when noisy channel estimates are used.



VI

Weight Distribution of a Class of

Binary Linear Block Codes Formed

from RCPC Codes

In this appendix chapter, we study the weight enumerator and the numeri-

cal performance of a class of binary linear block codes formed from a family of rate-

compatible punctured convolutional (RCPC) codes. Also, we present useful numerical

results for a well-known family of RCPC codes.

RCPC codes, first introduced by Hagenauer [11], are a powerful form of punc-

tured convolutional codes, having flexible rates and requiring an adaptive decoder. Any

binary (punctured) convolutional code can be transmitted as a fixed length binary block

code, and the knowledge of the weight distribution of linear codes is crucial in its error

performance analysis. Methods to obtain the weight distribution of linear block codes

formed from a convolutional code were presented in [47, 48]. In this paper, we extend
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the previous results to compute the weight enumerator of a family of RCPC codes.

VI.A RCPC Codes: Encoding and Decoding

RCPC codes are a special case of punctured convolutional codes, obtained by

adding a rate-compatibility restriction which implies that a high rate code is embedded

in the lower rate codes [11]. Mathematically, a family of RCPC codes is described by

a mother code and a sequence of puncturing matrices. Assume the generator matrix

is G = (gi,j)S×(M+1), with rate R = 1/S and memory order M . Also assume the

puncturing matrices are a(l) = (ai,j(l))S×P for l = 1, · · ·, (S − 1)P , with the punc-

turing period P , and ai,j(l)ε(0, 1) where 0 implies puncturing. The rate-compatibility

restriction implies

if ai,j(l0) = 1, then ai,j(l) = 1 for all 1 ≤ l0 ≤ l.

Note the rate of a RCPC code is R(l) = P/(P + l), so a code with a larger value of l

has more powerful error correction capability.

A simple example of a family of RCPC codes is given in [11], where a rate 1/2

convolutional code with M = 2 is punctured periodically with P = 4. The generator

polynomial of the mother code is G(D) = {D2 + D + 1, D2 + 1}, and a sequence of
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puncturing tables is

a(1) =













1 1 1 0

10 0 1













, a(2) =













1 1 1 0

11 0 1













,

a(3) =













1 1 1 1

11 0 1













, a(4) =













1 1 1 1

11 1 1













,

with code rates 4/5, 4/6, 4/7 and 4/8, respectively.

On the receiving side, the decoder can use the Viterbi algorithm (VA) with

a trellis modified by the current puncturing matrix a(l). Suppose x is sent and y is

received. For binary transmission over an an additive white Guassian noise (AWGN)

channel, the VA will find the path x̂m which satisfies

max
m

(
J
∑

j=1

S
∑

i=1

ai,j x̂m
i,j yi,j) (VI.1)

where ai,(j+P ) = ai,j is the (i, j)-th entry of a(l), and J is the trellis length.

VI.B Transition Matrix Sequence

The transition matrix of a convolutional code is used to describe the state tran-

sition possibilities and corresponding output weight of the code [47]. For a convolu-

tional code with rate R = 1/S and memory M , the transition matrix is a 2M by 2M

matrix. Assuming inε(0, 1) is the weight of the n-th output, and H =
∑S

n=1 in is the
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Hamming weight of the entire output. Denote by Ai,j the (i, j)-th entry of the transi-

tion matrix, Ai,j = DH if there is an input (either zero or one) that takes the encoder

from state i to state j; otherwise, Ai,j = 0. For example, the transition matrix of the

convolutional code given in Section VI.A is

A =

































D0 · D0D1 · D1 0 0

0 0 D1 · D0D0 · D1

D1 · D1D0 · D0 0 0

0 0 D0 · D1D1 · D0

































=

































1 D2 0 0

0 0 DD

D2 1 0 0

0 0 DD

































. (VI.2)

As stated in [47], the (i, j)-th element of the K-th power of A, (AK)i,j, gives the output

weight enumerator, given that the encoder starts in state i, ends in state j, and K binary

digits are fed into the encoder.

For RCPC codes, the output information changes periodically due to the peri-

odic puncturing. Therefore, we need a transition matrix sequence to describe the state

transition possibilities and the weights of the outputs. We denote this sequence by

A1, A2, · · ·, Ax, · · ·, where Ax+P = Ax. Each matrix Ax is obtained from the struc-

ture of the mother code and the λ-th column of the puncturing matrix a(l), where λ ≡ x

(mod P ) and λ ε (1, · · ·, P ). Specifically, the (i, j)-th entry of Ax is equal to Dh, if there

is an input that takes the encoder from state i to state j, and h is the Hamming weight of

the punctured output using the λ-th column of a(l); otherwise (Ax)i,j = 0.

For example, for the family of RCPC codes described by Section VI.A, de-
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fine matrix A as in Equation (VI.2), and define matrices B and C as follows, which

correspond to the first and second output, respectively:

B =

































1 D 0 0

0 0 D 1

D 1 0 0

0 0 1 D

































, C =

































1 D 0 0

0 0 1 D

D 1 0 0

0 0 D 1

































.

The matrix sequences of the four RCPC codes are

a(1) : A1 = A, A2 = B, A3 = B, A4 = C, · · ·

a(2) : A1 = A, A2 = A, A3 = B, A4 = C, · · ·

a(3) : A1 = A, A2 = A, A3 = B, A4 = A, · · ·

a(4) : A1 = A2 = A3 = A4 = · · · = A.

We define matrix ΦK by ΠK
x=1Ax, which yields the output information for K

continuous steps of the RCPC code. In particular, the (i, j)-th element of the matrix ΦK ,

(ΦK)i,j, gives the output weight enumerator, given that the encoder starts in state i, ends

in state j, and K binary digits are sent into the RCPC encoder.
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VI.C Weight Enumerator

Several different methods for constructing binary linear block codes from a

convolutional code were presented in [47], along with a way to find the corresponding

weight enumerator T (D) =
∑

d AdD
d, where Ad is the number of codewords of weight

d. These methods can be applied to the block codes formed from a RCPC code. Denote

by Rp and Rblock the rate of an unterminated punctured convolutional code and of the

resultant block code, respectively, and denote by K and N the fixed block length of

the input and output of the block RCPC encoder, respectively. As an example from

[47], for the zero tail (ZT) method, T (D) is given by (Φk)1,1, Rblock = (K−M)
K

Rp, and

N = K/Rp = (K − M)/Rblock.

Having the weight enumerator T (D) of a linear block code, we may use it

to evaluate its performance. Denote by dmin the minimum distance of the block code,

and by Es/N0 the energy-per-symbol divided by the noise power density. Note that

Es/N0 = Rblock · Eb/N0 where Eb/N0 is the energy-per-bit divided by the noise power

density. The union bound on the block error rate of a RCPC code for binary transmission

over an AWGN channel is given by

Pblock ≤
N
∑

d=dmin

AdQ(

√

2d
Es

N0

). (VI.3)

Furthermore, a good approximation to the union bound of the bit error probability Pbit

is obtained by scaling each term in the sum of Equation (VI.3) by (d/N) [49].
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VI.D Numerical Examples

In this section, we show the results for the block codes formed from the

“Good" RCPC codes with M = 6 and P = 8 [11], whose encoder is shown in Fig. VI.1.

In particular, we examine the block codes formed from the rate 8/9, 2/3 and 1/3 codes

in this family [12].

D D D D D D

Puncturing Table

for example

the rate 2/3 code:

a  =

Generator Matrix

1  0  1  1  0  1  1
1  1  1  1  0  0  1
1  1  0  0  1  0  1

1 1 1 1 1 1 1 1

1 0 1 0 1 0 1 0

0 0 0 0 0 0 0 0

Figure VI.1: The 64-state RCPC codes with puncturing period P = 8.

With the ZT method, using the method illustrated in this paper, the weight

distributions of the block codes with different input block lengths K are given in Table I.

The block error rates and bit error rates of these block codes with K = 400 for an

AWGN channel are shown in Fig. VI.2.

In summary, we illustrated how to compute the weight enumerator and evalu-

ate the performance of binary linear block codes formed from a family of RCPC codes.

The concept of the transition matrix sequence was introduced and explained. Numerical

results for a well-known family of RCPC codes were also presented.
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Table VI.1: Weight Distribution of Block Codes formed from the 64-state RCPC Codes,
with Period P = 8.

Weight
Distance

Rate 8/9 RCPC Code

K=200 K=400 K=600 K=800

0 1 1 1 1

3 94 194 294 394

4 1390 2965 4540 6115

5 17247 37822 58397 78972

6 195637 455037 724437 1003837

7 2254907 5634757 9329607 13339457

8 25932510 70104784 120872684 178236209
(a) dmin = 3

Weight
Distance

Rate 2/3 RCPC Code

K=200 K=400 K=600 K=800

0 1 1 1 1

6 96 196 296 396

7 1509 3109 4709 6309

8 4447 9247 14047 18847

9 14350 30150 45950 61750

10 57369 121569 185769 249969

11 213677 457177 700677 944177

12 794911 1726461 2668011 3619561
(b) dmin = 6

Weight
Distance

Rate 1/3 RCPC Code

K=200 K=400 K=600 K=800

0 1 1 1 1

14 194 394 594 794

16 1338 2738 4138 5538

18 2072 4272 6472 8672

20 6546 13546 20546 27546

22 16698 34698 52698 70698

24 51209 107009 162809 218609

26 147582 309782 471982 634182
(c) dmin = 14
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Figure VI.2: Performance evaluation for the ZT codes formed from the RCPC codes, as
shown in Fig. VI.1, with fixed length K = 400. The corresponding weight distributions
are given in Table I. (a) Block error prob. vs. the energy-per-bit divided by the noise
power density. (b) Bit error prob. vs. the energy-per-bit divided by the noise power
density.
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