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Abstract<br>State Structure and Operator Dynamics in Quantum Many-Body Systems: from s-Sourcery to Strong Zero Modes<br>by<br>Christopher Thomas Olund<br>Doctor of Philosophy in Physics<br>University of California, Berkeley<br>Professor Norman Yao, Chair

In this disseration we explore the structure and construction of certain quantum manybody states, as well as operator dynamics in quantum many-body systems. First, we detail the implementation of a new tensor network ansatz for many-body ground states based on adiabatically evolving a state to repeatedly double in size. Next, we extend the notion of 'strong zero modes, ' edge-localized operators stable at infinite temperature, to operators localized to boundaries between systems. We then discuss efforts to numerically characterize scrambling, a strong form of thermalization, in the Sachdev-Ye-Kitaev model. Finally, we show that a states with large momentum splittings can be created via symmetric Bloch oscillations in two optical lattices being accelerated in opposite directions.
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## Chapter 1

## Introduction

In recent years there has been a surge of interest in quantum information science and quantum computing. These topics sit at a convergence between many areas of physics, from condensed matter and atomic physics to even gravitational physics, not to mention other fields altogether such as computer science. The results described in this thesis similarly form a constellation of topics related to the structure and dynamics of information in quantum many-body systems.

In particular, the results herein are related to the following questions. First, how does one describe a many-body state of interest succinctly, i.e. using a number of parameters that scales manageably with system size? Relatedly, how might one physically construct states of interest with high fidelity? Next, how does information spread throughout a system? In particular, how does one tell when that information has, in a sense to be defined later, maximally spread, and how could one characterize the speed at which this process occurs? Finally, can we identify robust degrees of freedom in which to store information? Before going into more detail about these and outlining the thesis, I will first recount my history throughout my PhD.

### 1.1 My Time in Grad School

I started graduate school at Berkeley in the fall of 2013, having received an undergraduate degree in physics and math from the University of Virginia (UVA) the previous spring. During undergrad I had done theoretical research on Bose-Einstein condensates (BECs) and topological insulators (TIs), and planned to continue studying the latter during grad school. At the time, of course, I didn't have much perspective on the breadth of research being done in condensed matter or AMO physics, let alone physics in general, and that initial plan wouldn't last long.

I had something of a circuitous journey leading up to finding a research group. The spring of my first year I asked Professor Ashvin Vishwanath if he would give me a project on TIs. It turned out that most of the basic TI theory had been more or less worked out
by that time, so I was given a project that involved finding the edge modes in a 2 D Floquet system, i.e. a system with a drive periodic in time. Such systems no longer have states with well-defined energies, but there still exists the concept of an eigenstate's quasienergy which is defined modulo $2 \pi / T$ where $T$ is the period of the drive. Unfortunately, this project ended up being scooped a month or two after I started it.

At the end of the summer I parted ways with Ashvin; while I enjoyed the research itself, his advising style was more hands-off than was ideal for me as a young grad student. I next approached Joel Moore who was, at the time, stretched a bit thin; he suggested that I might be able to be coadvised by him and another professor. With that plan in mind, I rotated with Jeff Neaton's group the following spring, learning the basics of density functional theory (DFT), a powerful numerical technique for finding approximate ground states in actual materials. Over the course of the semester, it became apparent that DFT was not for me; my enjoyment of physics was primarily derived from my love of math, and the heavy numerics involved here were too far removed from that for my taste.

Hearing this, Joel graciously offered to give me a project himself. His first idea was a project involving thermal transport in the Lieb-Liniger model, a 1D gas of bosons with a delta function contact interaction. After a few weeks of learning about the notion of quantum integrability (a concept that would arise again in several of my later projects) and the Bethe ansatz, Joel proposed another idea that he thought might make for a better first project. A paper [1] had just come out that proposed a universal speed limit on the rate at which a system can "scramble" information. The notion of scrambling is one in which initially local information strongly delocalizes throughout the system. Black holes saturated this bound, as did a system of fermions with random all-to-all four body interactions known as the Sachdev-Ye-Kitaev (SYK) model. Because the theory was based on systems in the thermodynamic limit, previous numerical studies had trouble actually extracting the rate at which systems scrambled in finite sized systems. The project was to carefully extract this scrambling rate in the finite size SYK model, extrapolate to the thermodynamic limit, and use knowledge of the analytic results to ensure that our methodology was actually working. Ideally, we wanted to find a method that would be applicable to other systems where we didn't already know the answer.

That September my current advisor Norman Yao, then a postdoc, was brought on to the project. My initial SYK numerics were hacked together in Mathematica and limited to quite small systems due to need to average over many realizations of the model with different random couplings. Under Norm's tutelage over the next year or so I recoded everything in Python, improved the efficiency of the implementation, and learned how to utilize supercomputer clusters to parallelize the calculations. Around the end of 2016 Norm had become a professor and Joel was about to be the interim department chair, so we all decided that it made sense for me to officially switch to Norm's group.

Around this time I picked up a few more projects. First, I began working with another of Norm's grad students, Francisco Machado, on trying to improve existing Lieb-Robinson bounds in systems with long-range interactions. After a few months we ran into a wall with it; the approach we were trying at the time improved the bound only by constant
factors. The other project, started in early 2017, would end up becoming one of the core topics of this thesis. It was proposed to me by Snir Gazit, then a postdoc in the group, and was based on a theoretical protocol for many-body state construction called " $s$-source" (or more lightheartedly " $s$-sourcery") [2]. The idea was to take the ground state of a system with a small number of degrees of freedom and use it to build the ground state of the corresponding system of twice the size by interleaving ancillary degrees of freedom between those of the original system and then acting on the combined system with adiabatic time evolution between the two systems' Hamiltonians. Snir's pitch was that we would actually implement this protocol numerically.

Meanwhile, a few more students, Bryce Kobrin and Greg Kahanamoku-Meyer, were brought onto the SYK project to try and push to larger system sizes; there was a qualitative change in the temperature dependence of the model's scrambling rate around 20 Majorana fermions, and with exact diagonalization I could only go up to 24 or 26 . Going further would involve more advanced numerical techniques. Over time the scope of the project grew and I became less involved as I focused on other projects, with Bryce eventually leading the publication of the project's results a couple years later.

During the $s$-source project we collaborated with John McGreevy, one of the authors of the original $s$-source paper. Another grad student, Max Block, joined the project about halfway through and helped to push the project to its conclusion. We finally wrapped up and submitted the paper in February 2020, mercifully shortly before the COVID pandemic really took off in the US.

Back during the fall of 2017 Norm taught a very comprehensive graduate atomic physics course which I, along with the rest of the group, took. Applying what I learned in that course, I did theory work for several experiments in parallel to the $s$-source project. Two of those collaborations, one involving engineering interactions in a cavity system with Dan StamperKurn's group and the other involving Floquet states in a kicked 2D harmonic oscillator with Holger Mueller's group eventually stalled, and, with the pandemic, were never picked back up. A third, however, did result in a paper. Here I worked with Zack Pagel, also in Holger's group, to help explain the theory underlying an experiment of theirs that formed states with very large momentum splittings in an optical lattice using symmetric Bloch oscillations.

I started my final project shortly after the COVID lockdowns began in 2020. The project involved operators known as "strong zero modes" (SZMs). SZMs are localized to the edges of many-body systems and correspond to degrees of freedom which are stable even at infinite temperature. The goal was to see if this notion generalized to operators localized to the boundary between two systems in different phases (say an Ising paramagnet and an Ising ferromagnet). While the answer ended up being yes, we also ended up discovering a lot of subtle physics, as well as fundamental differences between the boundary SZMs in spin systems and the corresponding systems of Majorana fermions (which described exactly the same physics for the old "edge" SZMs). In this thesis, I will detail the subset of projects that I worked on that ultimately led to publications.

### 1.2 Outline

The number of parameters required to fully specify an arbitrary state in a quantum manybody system scales exponentially with the physical size of the system. Because we often care about behavior of such systems in the thermodynamic limit such a scaling has a potential to be devastating to our efforts to conduct numerical studies into systems of interest, particularly if finite size effects don't rapidly fade. Thankfully, nature is sometimes merciful; it turns out that many states of interest can be described to an excellent approximation using relatively few parameters if one assumes an appropriate structure of the wavefunction (i.e. an ansatz). Many such ansatzes fall under the title of tensor networks, as the states are described as some set of tensors that can be contracted to calculate quantities of interest. The most famous tensor network ansatz is the matrix product (MPS) [3-6] which efficiently describes 1D states with low entanglement entropy; happily, this includes the ground states of many local Hamiltonians. Another of relevance to us the multiscale entanglement renormalization ansatz (MERA) [7-11]. In a MERA one starts with a large state and repeatedly forms a smaller state through three steps: first, forming blocks of neighboring states, next applying unitary transformations called disentanglers to, well, disentangle neighboring blocks, and finally applying a second set of transformations called isometries to coarse-grain blocks into single degrees of freedom.

In Chapter 2, I will discuss a numerical implementation of the " $s$-source" state preparation protocol proposed in Ref. [2]. If one considers a family of Hamiltonians $\left\{H_{N}\right\}$ of $N$-body systems, the $s$-source procedure constructs the ground state of $H_{2 N}$ by first taking the ground state of $H_{N}$, interleaving another $N$ ancillary degrees of freedom, and then applying a unitary transformation. The unitary transformation in this case is simply the one obtained through adiabatic evolution between $H_{N}$ (of the "original" degrees of freedom) and $H_{2 N}$. For families of Hamiltonians belonging to what is known to an " $s=1$ fixed point" we expect that the adiabatic unitary exists and is quasilocal, allowing it to be approximated by a finite depth quantum circuit. Our implementation assumes the existence of such a circuit, and then actually finds it by minimizing the energy of a corresponding tensor network ansatz. The procedure can be iterated to find approximate ground states of $H_{4 N}, H_{8 N}$, and so on. Note that this tensor network is itself a variant of MERA, though we're thinking about it upside down and are starting from an exact state at some small $N$. Notably, there exist states that cannot be constructed by applying a quantum circuit of sub-extensive depth to a product state than can be so constructed by the $s$-source protocol, assuming the small initial state can be constructed by some other means.

Next, in chapter 3, I show evidence strongly suggesting that objects known as strong zero modes (SZMs) exist on the boundary between a transverse field Ising model in the ferromagnetic phase and another in the paramagnetic phase (or, it turns out, in another ferromagnetic phase with a different coupling, or even one at the critical point). Previously shown to exist at the edges of certain models $12-20]$, strong zero modes are quasilocal operators that commute with the system's Hamiltonian up to a term exponentially small in the system's size, anticommute with a symmetry of the system, and square to the identity.

They correspond to a degree of freedom that is stable up to times exponentially large in the system size even at infinite temperature. We might hope to use such objects to construct qubits that are similarly robust. Extending the notion to phase boundaries invites the possibility of further control and manipulation of the SZMs; for example, we might be able to transport them by moving the phase boundary 21.

For the normal 'edge' SZMs one could equivalently describe a spin system in terms of an equivalent system of Majorana fermions by way of a Jordan-Wigner (JW) transformation. The SZMs of the two systems are then also exactly the same, related by the same transformations. We point out that this is not true for the boundary problem; the SZM at the boundary of two Ising models is in fact different, and much more complicated, than the one that exists at the boundary of two equivalent Kitaev models due to the fact that the JW transformation is nonlocal. While the Kitaev boundary SZM is trivial, it is not obvious that the purported SZM for the Ising boundary is exact; in fact, for some parameter choices it ceases to exist. Nevertheless, we argue that the operator's series expansion has some finite radius of convergence for which it is an exact SZM. We show this both with numerical evidence as well as analytic arguments. In particular, we prove that a simpler model with a finite left chain has an exact SZM despite displaying many of the same features that would make us fear that the original model might not have an SZM, and we provide a counting argument to show that the number of terms at each order in perturbation theory grows slowly enough that convergence is plausible.

In Chapter 4, I will discuss efforts to numerically extract the Lyapunov exponent $\lambda$ in Sachdev-Ye-Kitaev model at finite size. $\lambda$ characterizes the rate at which a system scrambles; that is, how long it takes for local operators to evolve into complicated operators involving terms with support on roughly all sites in the system. This corresponds to information being maximally delocalized throughout the system, and it was shown by Maldecena et al. in Ref. [1] that under reasonable assumptions the Lyapunov exponent of a system with inverse temperature $\beta$ can be bounded by

$$
\begin{equation*}
\lambda \leq 2 \pi / \beta \tag{1.1}
\end{equation*}
$$

Scrambling in a system can be diagnosed by objects known as out-of-time-order correlators (OTOCs), defined for local operators $V$ and $W$ as $\langle W(t) V(0) W(t) V(0)\rangle$. All OTOCs decay from their initial values at $t=0$ to 0 at late times in a system that scrambles with characteristic rate $\lambda$. The SYK model is known to saturate the Maldacena bound at low temperatures, but the assumptions of the proof break down for small systems; in fact, for systems of fewer than about 20 Majorana fermions the SYK model sees $\lambda$ decreasing with temperature. Here we make efforts to carefully characterize $\lambda(N, \beta)$; I focus mainly on progress made during the first year and a half of the project when I was leading it.

In chapter 5, I discuss the theory underlying the creation of symmetric states with large momentum splittings by accelerating two optical lattices in opposite directions (the paper this chapter is based on also details the successful experimental implementation of this protocol, but as that predated my involvement with the project, I omit that section from
this thesis). The resulting Bloch oscillations adiabatically transfer an initial state $|0\rangle$ through a series of states $(|n \hbar k\rangle+|-n \hbar k\rangle) / \sqrt{2}$ for $n=1,2, \ldots$. We explain that the decoupling of symmetric and antisymmetric momentum states allows us to transform the problem into one quite similar to a single accelerated lattice under a rotating wave approximation (RWA), and avoid issues previously assumed to prevent efficient adiabatic transfer near velocity degeneracy. Furthermore, we explicitly derive a condition on the lattices' ramp rate such that the RWA is valid.

### 1.3 Previously published work

Chapter 2 of this thesis was previously published as Ref. [22], and appears here with minor edits for formatting and clarity (e.g. replacing instances of "this paper" with "this chapter").

Chapter 3 is based on work I did with Jack Kemp and Norman Yao, and will be submitted for publication in the near future 23.

The project described in Chapter 4 has been published in Ref. [24], but that paper is not reproduced here (with the exception of one figure containing the ultimate results of the paper). Instead the chapter is primarily based on my early contributions to the project.

Chapter 5 was previously published as Ref. [25]. In addition to minor formatting edits I have also removed details of the paper's experimental results, as I was only involved with the theoretical side of the project.

## Chapter 2

## Adiabatic state preparation

### 2.1 Introduction

### 2.1.1 Motivations

In this chapter, I detail the implementation of a new tensor network ansatz for ground states of many-body Hamiltonians called ' $s$-source' [2]. In addition to the straightforward motivation to find representations that either can more accurately capture the target state or that are easier to optimize, this particular tensor network has an associated physical interpretation that could be naturally adapted (at least in principle) to make an experimental state prepation protocol. The basic idea behind the ansatz, which will be expanded upon in subsequent sections, is that one starts with the exact ground state of a few-body system and then creates ground states of larger systems via adiabatic evolution between Hamiltonians at different system sizes. In particular, we imagine repeatedly doubling the size of the system through this evolution, interleaving new degrees of freedom at each step to be incorported into the larger system.

Numerically, if we allow ourselves to start from a small enough system we know we can find the ground state through exact diagonalization. The hope is that we can leverage our knowledge of this small-system state and allow the adiabatic theorem to guide our way through the increasingly high-dimensional Hilbert spaces of the larger systems. In this chapter, the adiabatic approach both informs the structure of the tensor network and helps to justify a greedy approach to optimization which cuts down on computational costs. While our algorithm to find the $s$-source representation of a state is variational, one could also in principle utilize the adiabatic theorem directly to construct a tensor network. Because the $s$-source circuit is actually a variant of another well-studied tensor network, the multiscale entanglement renormalization ansatz (MERA) [7-11, these ideas could be explored in more traditional MERAs as well.

Adiabatic state preparation is also of general interest to experimentalists as an alternative to preparing states via cooling in situations where that may be difficult to achieve [26], or even to create excited states inaccessible to cooling (see Chapter 5 of this dissertation for
one such example). This allows one to to choose some other initial Hamiltonian for which the ground state is easier to prepare, and then change the Hamiltonian slowly into that of the target system. This is particularly relevant to cold atom experiments in which one has a large amount of control over the system's Hamiiltonian [27-29], as well as in quantum computation [30, 31]. The $s$-source tensor network presents an additional complication due to the need to introduce new degrees of freedom at each length scale; one might imagine being able to accomplish this using optical tweezers $[32-34]$. Any practical matters aside, the $s$-source construction provides a different perspective on how to think about the structure of many body states.

### 2.1.2 Tensor networks

A deep lesson of late- $20^{\text {th }}$-century physics is the renormalization group ( RG ) philosophy: many body physics is organized scale-by-scale. The fruits of this lesson have been assimilated well into our understanding of classical statistical physics and of perturbative quantum field theory [35, 36]. In strongly-correlated quantum systems, however, we still have a great deal to learn, in particular about eigenstates and even groundstates of local model Hamiltonians.

Most of many-body Hilbert space is fictional, at least in the sense that it cannot be reached from a product state by time evolution with local Hamiltonians in a time polynomial in system size [37. Ground states of local Hamiltonians are even more special: generically (with few exceptions arising from an overabundance of gapless excitations) the entanglement entropy of large-enough subregions satisfies an area law 38]. This statement is supported by a great deal of evidence, and has been rigorously proved for gapped systems in 1D [39].

Importantly, much of the area-law corner of Hilbert space can be efficiently parameterized using tensor networks. This has been done with several different tensor network geometries, such as matrix product states (MPS) $\sqrt{3-6]}$ in 1D, and projected entangled pair states (PEPS) 40 43 and isometric tensor networks 44, 45] in 2D. These parameterizations have proven to be very effective variational ansatzes in a wide range of circumstances 46 , 47) 1 . In particular, the density matrix renormalization group (DMRG) algorithm can be understood as a variational optimization on the MPS manifold [52, 53].

Despite their successes, variational algorithms based on area-law tensor network ansatzes face some limitations. Specifically, in gapless phases, or at critical points, entanglement entropy can diverge with subsystem size making these area-law tensor networks sub-optimal variational manifolds. It is also known that there exist even area law states that do not have an efficient MPS representation [54]. Finally, many tensor networks are difficult to efficiently optimize in $D>1$ [47, 55].

Developing numerical methods for gapless phases and critical points requires understanding a richer entanglement structure than area-law states exhibit - we must account for the amount of entanglement at each length scale. The process of organizing our understanding

[^0]of the entanglement in a quantum state scale-by-scale is sometimes called entanglement renormalization [56, 57]. So far, the best-developed implementation of this idea is the multiscale entanglement renormalization ansatz (MERA), which is a state-of-the-art variational ansatz for the study of 1D quantum critical points [7-11]. MERA has also inspired several variants such as deep MERA (DMERA) 58 and an analytic construction continuous MERA (cMERA) [59, 60].

Despite the successes of MERA, developing a deeper understanding of entanglement renormalization remains a key challenge in condensed matter physics. More generally, existing tensor network methods leave room for improvement in several ways. First, the numerical values of the optimal tensors found in this way are difficult to interpret or directly relate to analytic results; the procedure is essentially a black box (though we note that in certain situations analytical constructions of MERA have been found using wavelets 61, 62]). Second, and more practically, the variational minimization of the expectation value of the Hamiltonian requires sweeping across the lattice many times, an often-costly procedure which has many opportunities to get stuck in locally-optimal configurations.

In this chapter, we introduce and benchmark a numerical algorithm for entanglement renormalization that takes small steps towards alleviating some of these issues. In particular, we provide a numerical implementation of the so-called $s$-source framework, originally introduced in Ref. [2]. We note that the purpose of this work is to implement $s$-source and characterize its accuracy; we leave a rigorous resource analysis to future studies.

### 2.1.3 $s$-source formalism

We now briefly describe the $s$-source formalism; a more thorough explanation is provided in Ref. [2]. Let $H_{L}$ be a hamiltonian defined on a $d$-dimensional lattice of size $L^{d}$ and $\left|\psi^{L}\right\rangle$ be the associated ground state. The Hamiltonian family $\left\{H_{L}\right\}$ belongs to an $s$-source fixed point if $\left|\psi^{2 L}\right\rangle$ can be constructed by applying a quasi-local unitary $U$ to $s$ copies of $\left|\psi^{L}\right\rangle$ and some unentangled ancilla degrees of freedom. In many cases, we expect the adiabatic theorem to provide a construction of such a quasi-local unitary: if there is a gapped path from $H_{L}$ to $H_{2 L}$ then adiabatic evolution along this path will suffice. There is evidence that many known states are $s$-source fixed points, including trivial insulators $(s=0)$, chiral insulators $(s=1)$ and various field theories [2]. Examples with $s>1$ are known as well, including fracton models [63-65]. Belonging to an $s$-source fixed point constrains the growth of entanglement with system size, and in particular when $s<2^{d-1}$ implies an area law for the entanglement entropy of subregions [2]. While the construction in Ref. [2] is more general, we will specialize our numerical exploration to one dimensional spin chains.

b)


Figure 2.1: Circuit diagrams for the s-source renormalization procedure. a) A single layer of the circuit which takes an eight spin ground state (the large black box) and eight ancillae (small black boxes) and after applying the turn "on" (yellow) and turn "off" (blue) unitaries produces an approximation to the sixteen spin ground state. b) A two superlayer circuit which starts from the four spin ground state and produces an approximation to the sixteen spin ground state; each block outlined by a red dashed line represents a superlayer made up of two on and two off layers.

The key advantage of $s$-source is its ability to generate long-range entangled states using a constant depth circuit for $s \geq 1$. We illustrate this by comparing it to some more intuitive state preparation schemes. It is well known that building highly entangled states from a product state with local gates requires extensively deep quantum circuits 66]. Even with $\left|\psi^{L}\right\rangle$ as a resource, not all renormalization schemes generate long-range entanglement. In 1D, for example, one might consider concatenating two copies of a ground state end-to-end, and then acting with a local unitary to "glue" the states together. Unfortunately, constructing a long-range entangled state in this manner is not possible since the local unitary cannot strongly entangle distant spins in the two halves. In the $s$-source framework in 1D, we circumvent this issue by intercalating $L$ ancilla spins between the spins that make up $\left|\psi^{L}\right\rangle$, thus expanding the underlying lattice. Crucially, this implies that a quasilocal unitary only needs to locally redistribute the rescaled entanglement structure. We will refer to the state formed by interleaving ancillae and $\left|\psi^{L}\right\rangle$ as the " $s=1$ input state", or just the " $s$-source input state" where $s=1$ is to be understood. In contrast, we would call a product state of $2 L$ spins an " $s=0$ input state."

To adapt the $s$-source construction to a numerical setting, one must decide how to implement the quasi-local unitary. One possibility would be to perform quasi-adiabatic evolution via an algorithm like time evolving block decimation (TEBD) 67, 68. In this work, we take an alternative route and fix a tensor network structure informed by the analytic Trotterization of the adiabatic evolution, which we refer to as the $s$-source tensor network. The tensor network we obtain closely resembles a single layer of the MERA tensor network, and repeated application indeed results in a flavor of MERA. In principle, the Trotterized adiabatic unitary provides an exact expression for the $s$-source tensor network, but explicitly calculating it is generically computationally intractable. Instead, we seek to find the corresponding tensor network through other means. One approach, which is possible in certain limiting cases, is to make use of the Trotterized structure to determine analytic expressions for the constituent tensors. More generally, we can determine the $s$-source network variationally by minimizing the expectation value of $H_{2 L}$ with $\left|\psi^{L}\right\rangle$ as input (Fig. 2.17). At its core, since we are still using a variational approach to identify the $s$-source tensor network, our prior concerns of becoming stuck in a locally-optimal configuration still apply.

Although we still resort to variational optimization, the existence of the analytic expression defining $s$-source allows us to physically interpret the resulting network and encourages us to optimize it in novel ways. For example, when considering multilayer $s$-source (red boxes in Fig. 2.13), we think of each layer as an independent adiabatic expansion and optimize it separately by minimizing the energy of the appropriate Hamiltonian at that scale, given the input generated by the preceding layers. We emphasize that this is slightly different from the usual optimization of MERA, where one sweeps over the entire network multiple times. In general, our numerical procedure incurs larger errors than optimizing across all layers, and hence is sub-optimal when compared to standard global optimization approaches. Even so, it is less computationally expensive and, as we will explore below, can still perform well in certain cases of interest. In addition, by utilizing a greedy numerical algorithm, our implementation allows us to numerically test the validity of the adiabatic construction at
the heart of the $s$-source approach.

### 2.1.4 Performance of the $s$-source construction

We will benchmark our implementation's performance on the standard transverse field Ising model (TFIM)

$$
\begin{equation*}
H_{\mathrm{TFIM}}=-J \sum_{\langle i j\rangle} \sigma_{i}^{z} \sigma_{j}^{z}-h \sum_{i} \sigma_{i}^{x} \tag{2.1}
\end{equation*}
$$

as well as the TFIM with integrability-breaking perturbations [69, 70]. The TFIM has several limits that provide intuition about how $s$-source should behave in general. The first limit of interest is deep in the ferromagnetic phase $(h<J)$, where the ground state at finite size is approximately a symmetric Greenberger-Horne-Zeilinger (GHZ) state, i.e. $(|\uparrow \ldots \uparrow\rangle+|\downarrow \ldots \downarrow\rangle) / \sqrt{2}$ (as opposed to the symmetry broken state such as $|\uparrow \ldots \uparrow\rangle$ that one would typically consider in the thermodynamic limit). Building a GHZ state from a product state with local gates requires a circuit of extensive depth, but with a size $L$ GHZ input the size $2 L$ GHZ state can be prepared using a single layer of nearest-neighbor controlled-not gates. Similarly, the exact finite-size ferromagnetic ground state at finite magnetic field is another simple example of a state with long-range entanglement that cannot be built from a product state with a finite depth circuit. One would expect the same to be true of a gapped ground state with nontrivial topological order: while we would have no hope of building such a state with a low depth circuit from a product input, an $s$-source input could allow one to construct a good approximation.

In contrast, the paramagnetic phase $(h>J)$ is easier to approximate with a product state input. Deep in the phase the ground state is almost a product state, and the correlations that do exist are short-range. Using an $s$-source input naturally doubles the length scale of those correlations, and thus, to build the ground state one has to first remove those unwanted correlations before building the desired ones back in; for a product state input, we would only have to do the latter. Even if the $s$-source constructed state has low error, our effort is wasted; we could have done even better with less work by starting with a product state.

The most interesting case is at the critical point. Here, we generically observe a local minimum in the error as a function of the transverse field strength (Fig. 2.2). In some ways this is quite surprising; the existence of the analytic $s$-source construction relies on the adiabatic theorem, which in turn requires a gap. Of course, there will always be a gap due to finite system size; however, one naively expects that such a small finite-size gap would force one to use a longer adiabatic evolution time, thus incurring larger Trotter errors when approximating the adiabatic unitary with a local circuit. However, the scale invariance of the TFIM critical point makes it particularly amenable to approximation by $s$-source. At the critical point, the correlation length of the ground state scales with system size, so when we insert ancillae and hence trivially double the length scale of correlations, we actually achieve the proper long-range entanglement structure. We then correct the short range details with the local circuit. We note that the location of the error minimum remains at the critical
point even when one adds generic pertubations to the TFIM, consistent with the expectation that this behavior should generalize to other continuous phase transitions.

### 2.1.5 Organization

The remainder of the chapter is organized as follows. In Sec. 2.2, we give a precise description of both the $s$-source algorithm and our numerical implementation. In Sec. 2.3, we benchmark our numerical implementation by applying it to several standard 1D spin chain models: first, the (integrable) transverse field Ising chain (TFIM), next, the TFIM with a longitudinal field which is non-integrable and has no symmetries, and finally the TFIM with a symmetry-preserving but integrability-breaking term. In Sec. [2.4, we develop some analytic understanding of the circuit in the large-gap limit. In Sec. 2.5. we summarize our results and discuss potential future directions of study. Further technical details on numerical implementation and optimization are given in Sec. 2.6.1, while a derivation of the analytic unitaries given in Sec. 2.4 is provided in Sec. 2.6.2. These last two sections were appendices in the paper upon which this chapter is based and accordingly are supplemental to the rest.

## 2.2 s-source Algorithm and Numerical Implementation

In the $s$-source framework, we regard the entanglement present in the ground state at linear system size $L$ as a resource for constructing the ground state at system size $2 L$. Rather than attempting to directly prepare the macroscopic ground state of a model Hamiltonian, we suppose we are given $s$ copies of the ground state at system size $L$, and design a circuit which doubles the system size. That is, we seek a unitary map which produces the ground state at size $2 L$ from $s$ copies of the ground state at size $L$ times a collection of factorized ancillary qubits. Iterating this doubling procedure yields a circuit which produces the ground state in the thermodynamic limit from $s$ copies of the (easily-determined) ground state of a small cluster of sites. We note, as previously discussed, that such a size-doubling map can exist even when the state represents a nontrivial phase and cannot be constructed from a product state via a low-depth local unitary circuit.

Our numerical implementation will focus on $s$-source with $s=1$. When the Hamiltonian is gapped, one can immediately write down an expression for the $s$-source unitary using the adiabatic theorem. Let $\tilde{H}_{L}$ be the operator that acts as $H_{L}$ on the odd lattice sites only. Now, consider a time-dependent Hamiltonian $H(t)$ which interpolates between

$$
\begin{equation*}
H(0)=\tilde{H}_{L}-\sum_{i \text { even }} X_{i} \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
H(T)=H_{2 L} \tag{2.3}
\end{equation*}
$$

Here, $X_{i}$ are operators which put the ancillary qubits into a product ground state. The unitary operator which generates this time evolution is then:

$$
\begin{equation*}
U=\mathcal{T} e^{-i \int_{0}^{T} H(t) d t} \tag{2.4}
\end{equation*}
$$

Of course, if we could generally compute the full adiabatic unitary explicitly we could also solve the easier problem of just finding the exact ground state at system size $2 L$ ! We can, however, imagine Trotterizing this unitary to get an approximation built out of local unitaries that is tractable enough to make further progress. When the gap is large we can find these component local unitaries analytically, as we explore in Sec. 2.4.1.

For the moment, however, we observe that even without actually doing the time-ordered integral, one can see upon which spins the local unitaries act; the terms in the leading order of the Trotter expansion will act on the same spins as do terms in either $H_{L}$ or $H_{2 L}$. Since we will work with nearest-neighbor Hamiltonians, one can think of the terms coming from $H_{2 L}$ as turning on interactions between the spins of our original $L$ site system and the ancillae (which are now nearest neighbors after the interleaving step), and we can interpret the terms coming from $H_{L}$ as turning off interactions between the original spins (which are no longer nearest neighbors). Keeping these leading order terms, we get an approximate tensor network for $U$ as shown schematically in Fig. 2.1. a .

Although we justify the circuit structure perturbatively, we will see from our numerics that it is still capable of generating approximate ground states even when a perturbative expansion would not converge. The order of the layers is in principle arbitrary, although some choices are more computationally efficient than others. We also note that one could choose to Trotterize into larger blocks and that doing so would improve the approximation in exchange for increased circuit optimization becoming much more computationally expensive. Later, in Sec. 2.4.2, we will see exactly how introducing longer range blocks reduces errors deep in either phase of the transverse field Ising model.

In our numerical implementation, we treat the tensor network as a variational ansatz built out of arbitrary local unitaries. We minimize $\left\langle H_{2 L}\right\rangle$ over those component unitaries to get an approximation for $\left|\psi^{2 L}\right\rangle$. As the reader may have noted, the circuit that we end up obtaining is, in fact, a MERA, albeit one with a particular circuit structure and where we have cut off some number of layers at the smallest scale. However, we are thinking of this MERA as being "upside down"; rather than starting with a large state and repeatedly coarse graining, we start with a small state and scale up.

Note that there is a fundamental tension between making the adiabatic evolution time $T$ larger to reduce adiabaticity errors and making $T$ smaller to reduce Trotterization errors for a fixed depth circuit. This tension disappears in the extreme limit of a large gap wherein we can determine U analytically, as we will describe in Sec. 2.4.1.

We now describe the actual circuit ansatz used, and explain how we numerically optimize it to find an approximate ground state. Suppose we have a solution for the ground state of $H$ for an $L$ spin system $\left|\psi^{L}\right\rangle$ in matrix product state (MPS) form. We construct the $2 L$ spin input state $\left|\phi^{2 L}\right\rangle$ by identifying spin $i(1 \leq i \leq L)$ of the $L$ particle system with spin
$2 i-1$ of the $2 L$ spin system, and then placing ancillary spins on the remaining sites. We note that the orientation of these ancillae does not matter as any single spin rotation can be absorbed into the circuit. Next, we construct a quantum circuit described by a total unitary $U_{T}$. We build this circuit in four layers: (i) applying two spin unitaries $U_{A}^{i}$ to each pair of spins $(2 i-1,2 i)$ for $1 \leq i \leq L$, (ii) applying unitaries $U_{B}^{i}$ to pairs of spins $(4 i-3,4 i-1)$ for $1 \leq i \leq L / 2$, (iii) applying unitaries $U_{C}^{i}$ to pairs $(2 i+1,2 i)$ for $1 \leq i \leq L-1$, and finally (iv) applying $U_{D}^{i}$ to pairs $(4 i+1,4 i-1)$ for $1 \leq i \leq L / 2-1$. The unitaries $U_{A}^{i}$ and $U_{C}^{i}$ correspond to turning on the new couplings between the original $L$ spins and the ancillae, and the unitaries $U_{B}^{i}$ and $U_{D}^{i}$ and correspond to turning off the couplings between the original spins. A schematic of this setup for $L=8$ can be seen in Fig. 2.1a. We can also repeat this procedure multiple times, successively inserting ancillae and then applying four layers of the circuit (which we will henceforth call a "superlayer") to repeatedly double the size of the input state. As an example, a two-superlayer circuit is illustrated in Fig. 2.10.

In order to numerically optimize the circuit, we minimize the energy $E=\left\langle\widetilde{\psi}^{2 L}\right| H_{2 L}\left|\psi^{2 L}\right\rangle$ where $\left|\widetilde{\psi}^{2 L}\right\rangle=U_{T}\left|\phi^{2 L}\right\rangle$. In particular, we begin with an initial circuit (which could either be a random circuit or an educated guess) and then consider $E$ to be a function of each of the individual local unitaries comprising $U_{T}$. We then sweep over all of these component unitaries multiple times using the conventional MERA update procedure described in [9]. For the interested reader, we provide some additional details about the numerical optimization in Sec. 2.6.1.

As mentioned above, this optimization procedure generally only finds a local minimum of the energy; if one wants to reliably find the global minimum, it is necessary to do this variational search many times with different initial conditions. To optimize a multilayer circuit, we pursue a greedy algorithm: for each superlayer, we minimize the expectation value of $H_{2 L}$ over the unitaries in the $L$ to $2 L$ layer with all preceding layers held fixed. The intuition behind this approach is that the adiabatic construction should in principle guarantee the existence of a multilayer circuit such that its first $k$ superlayers generate the ground state at size $2^{k} L$. To be more precise, if we consider the analytic construction where we have the exact quasilocal adiabatic unitaries at our disposal, we know that one can construct the state $\left|\psi^{4 L}\right\rangle$ from $\left|\psi^{L}\right\rangle$ by applying the adiabatic unitary $U^{L \rightarrow 2 L}$ to get $\left|\psi^{2 L}\right\rangle$ and then $U^{2 L \rightarrow 4 L}$ to get $\left|\psi^{4 L}\right\rangle$. This suggests that a greedy approximation of each layer could in principle be effective.

Of course, re-optimizing all superlayers at each scale is at least as accurate and in some cases may yield much lower errors. However, full circuit optimization comes at a significant computational cost and we find that the greedy approach performs surprisingly well. Before presenting our numerical benchmarking results, we wish to emphasize that our approach, following the $s$-source philosophy, attempts only to find an optimal adiabatic trajectory, namely one which utilizes information from previous layers. In particular, we do not attempt a global energy minimization, as with standard MERA optimization schemes.


Figure 2.2: a) Relative energy error and b) infidelity of the TFIM s-source ground state as a function of $g$ for several system sizes. Both go to 0 deep in either phase as one would expect, but there is also a local minimum at the critical point due to the scale invariance of the system. c) Relative energy error and d) infidelity for $L_{\mathrm{f}}=64$ with with either the normal s-source input $(\mathrm{s}=1)$ or product state input $(\mathrm{s}=0)$. Using a product input state gives better energies deep in both phases, but has an infidelity over 0.5 in the ferromagnetic phase as long range entanglement cannot be generated. By either metric, $\mathrm{s}=1$ input gives substantially smaller errors near the critical point.

### 2.3 Numerical Benchmarking Results

To benchmark our numerical implementation we consider three 1D models: the transverse field Ising model (TFIM), a mixed-coupling Ising model (MCIM), and a mixed-field Ising model (MFIM), with Hamiltonians:

$$
\begin{align*}
H_{T F I M} & =-J \sum_{\langle i j\rangle} \sigma_{i}^{z} \sigma_{j}^{z}-h \sum_{i} \sigma_{i}^{x} \\
H_{M C I M} & =-\sum_{\langle i j\rangle}\left(J_{x} \sigma_{i}^{x} \sigma_{j}^{x}+J_{z} \sigma_{i}^{z} \sigma_{j}^{z}\right)-h \sum_{i} \sigma_{i}^{x} \\
H_{M F I M} & =-J \sum_{\langle i j\rangle} \sigma_{i}^{z} \sigma_{j}^{z}-\sum_{i}\left(h_{x} \sigma_{i}^{x}+h_{z} \sigma_{i}^{z}\right) . \tag{2.5}
\end{align*}
$$

The TFIM sets our baseline understanding for how $s=1 s$-source performs in three limits: a short range correlated unique ground state (the paramagnetic phase), an almost-degenerate long range correlated ground state (the ferromagnetic phase), and at a critical point.

We quantify our implementation's performance using both the relative error in energy (which we minimize) and the many-body infidelity, i.e. the overlap mismatch between the $s$-source state obtained at size $2 L$ and the "exact" DMRG wavefunction at the same size, $1-\left|\left\langle\widetilde{\psi}^{2 L} \mid \psi^{2 L}\right\rangle\right|^{2}$. As a point of reference, we compare this performance to that of $s=0$ $s$-source, optimizing the same circuit structure with a product state input. We also study the consequences of truncating our approximation of the quasi-local unitary to include only nearest-neighbor gates. Finally, in order to understand the propagation of errors in our numerical $s$-source algorithm, we analyze the performance of multilayer circuits.

### 2.3.1 Benchmarking via the TFIM model

Since the TFIM is integrable, in this case, we calculate energy errors relative to the exact values. For the MCIM and MFIM models, we benchmark against energies obtained via DMRG. In addition, we use DMRG to generate our initial input MPS states for $s$-source for all three models (restricting to a specific $\mathbb{Z}_{2}$ parity sector when appropriate). In Fig. 2.2 a, we plot the relative error in energy for a single layer of $s$-source for the TFIM as a function of $g=h / J$ for several values of the input system size $L_{0}$. To be specific, this means that we start with the ground state at $L_{0}$ and perform a single layer of our $s$-source algorithm to obtain an approximate ground state at $L_{\mathrm{f}}=2 L_{0}$, whose energy we then compare with the exact value. Similarly, Fig. 2.2 b depicts the many-body infidelity, which exhibits the same qualitative behavior. In all of our numerics, we ensure that the input state in the ferromagnetic $(g<1)$ phase is the non-symmetry broken ground state.

As one expects, the error decreases deep in either the ferromagnetic or paramagnetic phase. Indeed, because the gap is large in these regions, there must exist a suitable $s$-source adiabatic unitary that minimizes both non-adiabatic and Trotter errors. Less expected, from this adiabatic perspective, is the existence of a local minimum in the error at the TFIM's
critical point, $g=1$, despite the fact that the gap vanishes at this point. Naively, one might have expected that this would lead to an error maximum instead. In fact, this is exactly what does happen if we start with a product state input $(s=0)$ instead of the $s=1 s$-source input state, as can be seen in Fig. 2.2. .

To understand this $s=1$ local minimum, we note that the correlation length diverges at the critical point and that it is impossible to capture these correlations starting from a product state and using a low-depth local quantum circuit. However, if we start with the size $L$ ground state (as we do in $s=1 s$-source), then correlations of length $L$ become correlations of length $2 L$ upon ancillae insertion. In principle, at the critical point, this is exactly what we desire from the size $2 L$ ground state; we emphasize once again that this is precisely the same intuition which underlies MERA and that our circuit is in fact a type of MERA with a "cut-off" at small scales.

To further check this intuition, we can define a single site energy error for the TFIM as

$$
\begin{equation*}
\epsilon(i)=-\frac{J}{2}\left(\sigma_{i-1}^{z} \sigma_{i}^{z}+\sigma_{i}^{z} \sigma_{i+1}^{z}\right)-h \sigma_{i}^{x} \tag{2.6}
\end{equation*}
$$

and then take a Fourier transform to define a momentum-resolved energy error $\epsilon(k)$. Doing this, we found that the momentum resolved error was only significant for momenta of $k=0$, $k=\pi / 4$, and $k=\pi / 2$ ( $k$ in units of inverse lattice spacing). The $k=0$ component is just the total energy error, whereas the $k=\pi / 4$ and $k=\pi / 2$ components correspond to errors of characteristic length scale 2 and 1 lattice spacings, respectively. These are, of course, exactly the length scales at which the nearest-neighbor and next-nearest-neighbor gates comprising our circuit act. There is no corresponding dip in $\epsilon(k=\pi / 4)$ or $\epsilon(k=\pi / 2)$ at the critical point, consistent with our understanding that the dip in the overall energy error really is due to ancilla insertion and not the local action of the circuit.

While this built in doubling of input correlations is beneficial at criticality, it can be detrimental in other regimes. This can be seen by comparing the performance of $s=1$ $s$-source with $s=0 s$-source deep in the paramagnetic phase ( $g>1$ in both Fig. 2.2, d). While both errors are scaling toward zero as $g$ increases, the scaling is worse for the $s=1$ input. Here, the true ground state is short-range correlated, approaching a product state for large $g$. Thus, constructing the size $2 L$ ground state with an $s=1$ input actually involves first getting rid of all the doubled correlations.

Looking only at energy errors (Fig. 2.2 c ), the above statement would also appear to apply deep in the ferromagnetic phase $(g<1)$. However, the many-body infidelity tells a different story. In particular, although the energy errors for $s=0 \mathrm{~s}$-source scale better than $s=1 \mathrm{~s}$ source, the fidelity does not (Fig. 2.2 d ). To understand this behavior, we note that at $g=0$, the ground state manifold of the TFIM is two-fold degenerate, consisting of the symmetric and anti-symmetric cat states. For finite but small $g$, these states will be split in energy by an exponentially small gap $\sim J g^{L}$. Until $g$ is nearly one, any linear combination of these two states will have approximately the same energy, and an "all up" like combination can be constructed from a product state input to give a low energy error. However, it is impossible to construct a cat state from a product state using a circuit with sub-extensive depth.


Figure 2.3: a) Relative energy error and b) infidelity of the TFIM for both the "standard" $s$-source circuit with both nearest-neighbor (NN) and next-nearest-neighbor (NNN) unitaries and a simplified circuit with only NN unitaries, both for $L_{f}=64$. The general shape of the error curves, notably including the local minimum at the critical point, are similar for both circuits. The NN circuit does almost as well as the NNN circuit at the critical point, but the errors fall off more slowly than for the NNN circuit deep in either phase.

As a result, the infidelity of the $s=0$ state is always greater than 0.5 throughout the entire ferromagnetic phase, as the zeroth order piece of the true ground state cannot be constructed. In contrast, with an $s=1$ input state, a size $L$ cat state can be used to create a size $2 L$ cat state by using controlled NOT gates between each pair of original and ancilla spins. We expect that this behavior should generalize to certain classes of topological states. In particular, because one cannot change a topological invariant by acting with local unitaries, it is impossible to build such states from a product state input. On the other hand, using an $s=1$ input preserves the topological character of the state.

### 2.3.2 Simplified circuit

Next, we turn to studying the effect of changing the range of the quasi-local unitary approximation by restricting our circuit to include only nearest-neighbor gates. A comparison of the resultant energy errors and infidelities are shown in Fig. 2.3. The nearest-neighbor circuit still exhibits a local error minimum at the critical point, and in fact nearly achieves the accuracy of the longer ranged $s$-source circuit there. This implies that the long-range correlations built in via ancillae insertion and the ability to perform nearest-neighbor corrective gates are the most important features for accurately constructing a state at the critical point.


Figure 2.4: Relative energy error in the TFIM for multilayer circuits. a) Error comparison starting with $L_{0}=8$ for 1 and 2 layer circuits. b) Error comparison ending with $L_{f}=32$ for 1 and 2 layer circuits. Error compounds reasonably with successive layers, and in particular is not much worse than single layer optimization at the critical point. c) We hypothesize that the multilayer error is subadditive, as illustrated here. Except where we have failed to find the global minimum, the $L_{0}=8$ to $L_{f}=32$ error is bounded by the $L_{0}=8$ to $L_{f}=16$ error plus the $L_{0}=16$ to $L_{f}=32$ error, with the multilayer circuit substantially outperforming this bound at the critical point.

Moving away from the critical point, one sees the advantage of the next-nearest-neighbor circuit geometry; we will show in Sec. 2.4 that the range of individual gates in the circuit determines the scaling of the error with $g$ deep in either phase.

### 2.3.3 Multilayer $s$-source

Our preceding discussion focuses on single-layer $s$-source, where one starts with a size $L_{0}$ input state and ends with a size $L_{f}=2 L_{0}$ final state. In multilayer $s$-source, we start from a size $L_{0}$ state and perform the $s$-source construction $n$ times to get an approximate size $L_{f}=2^{n} L_{0}$ state; we use the approximate state from one superlayer as the input state for the next. As aforementioned, in our numerics, we take a "greedy" approach where we optimize each superlayer in isolation rather than sweeping back and forth. In principle simultaneously optimizing superlayers should improve accuracy, but it would come at a substantial computational cost.

Fig. 2.4 depicts the energy errors for multilayer $s$-source for the TFIM as a function of both $L_{0}$ and $L_{f}$. Although it is difficult to make sharp statements, it appears that errors are not accumulating, per layer, super-linearly. We hypothesize that the multilayer error obeys


Figure 2.5: Relative energy error for the mixed coupling Ising model with $J_{x}=0.1 J_{z}$. The features of the error curve are qualitatively similar to the transverse field case, and the local minimum remains at the model's critical point.
the following bound:

$$
\begin{equation*}
\mathcal{E}_{L \rightarrow 4 L} \leq \mathcal{E}_{L \rightarrow 2 L}+\mathcal{E}_{2 L \rightarrow 4 L} \tag{2.7}
\end{equation*}
$$

where $\mathcal{E}_{L_{0} \rightarrow L_{f}}$ is the relative energy error for the optimal $L_{0}$ to $L_{f} s$-source state. The analogous statement for accumulated infidelities holds trivially (if one were to optimize the $s$-source circuit by minimizing infidelity instead of energy). In Fig. 2.4., one can see that this proposed bound appears to hold for a two superlayer circuit.


Figure 2.6: Relative energy error for the mixed field Ising model for $L_{f}=64$. For sufficiently large $h_{z}$, there is no longer a local minimum in the error as there is no scale invariant point.

### 2.3.4 Non-integrable models

Finally, we now turn to applying the single-layer $s$-source algorithm to the non-integrable MCIM and MFIM models. In Fig. 2.5, we begin by showing the energy errors as a function of input size for the MCIM model. The qualitative features of the error curve are analogous to what we have already discussed in the TFIM case; the error decreases deep in either phase, and there is still a local minimum in the error at the phase transition. This minimum is consistent with our prior expectations since the critical point of the MCIM is still described by a conformal field theory. In Fig. 2.6, we plot the energy errors for a number of different longitudinal field strengths for the MFIM model. As $h_{z}$ is increased, the local minimum flattens out and then vanishes, consistent with the lack of a scale invariant point.

### 2.4 Analytic analysis of errors

### 2.4.1 Analytic tensors in the large field limit

Our effort to express the adiabatic $s$-source unitary as a local, low-depth circuit faces two competing constraints. In order to have a good approximation, we need to be able to use both the adiabatic theorem (which requires that $T^{-1}$ be small compared to the gap) and the Trotter decomposition (which requires that $T^{-2}$ be large compared to commutators between different blocks of the Hamiltonian). In particular, in the large $h / J$ limit of the TFIM, one can satisfy both of the above constraints. By moving into the interaction picture and expanding the time ordered exponential to leading order, we find (see Sec. 2.6 .2 for details) that the nearest-neighbor ("on") unitaries are (Fig. 1), to leading order in $h / J$, given by $U=e^{-i H_{\text {eff }}}$, where

$$
\begin{equation*}
H_{\mathrm{eff}}=-\frac{J}{8 h}\left(\sigma_{z}^{1} \sigma_{y}^{2}+\sigma_{y}^{1} \sigma_{z}^{2}\right) \tag{2.8}
\end{equation*}
$$

Similarly, the next-nearest-neighbor ("off") unitaries (Fig. 1) are given by $U=e^{i H_{\text {eff }}}$ with the same $H_{\text {eff }}$.

One can perform the same calculation in the mixed field/coupling models. Defining $h=\sqrt{h_{x}^{2}+h_{z}^{2}}$ and $\tan \eta=h_{z} / h_{x}$, we obtain an effective Hamiltonian

$$
\begin{equation*}
H_{\mathrm{eff}}=\alpha\left(\sigma_{x}^{1} \sigma_{y}^{2}+\sigma_{y}^{1} \sigma_{x}^{2}\right)+\beta\left(\sigma_{y}^{1} \sigma_{z}^{2}+\sigma_{z}^{1} \sigma_{y}^{2}\right) . \tag{2.9}
\end{equation*}
$$

where

$$
\begin{align*}
& \alpha=\frac{J_{x}}{32 h}(7 \sin \eta+3 \sin 3 \eta)-\frac{3 J_{z}}{8 h} \cos ^{2} \eta \sin \eta  \tag{2.10}\\
& \beta=\frac{3 J_{x}}{8 h} \cos \eta \sin ^{2} \eta-\frac{J_{z}}{32 h}(7 \cos \eta-3 \cos 3 \eta)
\end{align*}
$$

and again the "on" and "off" unitaries are given by $U=e^{-i H_{\text {eff }}}$ and $U=e^{i H_{\text {eff }}}$, respectively.

### 2.4.2 Perturbative analysis

In this subsection, we will use a perturbative analysis to explore how the error of the optimal $s$-source circuit varies with our system parameters. In our numerics, we are ultimately using a variational (in energy) method to solve for the circuit; thus, one cannot analytically calculate the error directly, but in a perturbative regime, we can compute how the leading order correction to the $s$-source wavefunction scales. As a bonus, this procedure naturally suggests additional tensors one could include in the circuit to further suppress errors. Though including such tensors would come with a computational cost for our numerical implementation, it is possible that they could be more natural for certain experimental geometries where long-range interactions are present [32, 33, 71, 73].

Here we present the results of this analysis for the TFIM. Our basic strategy is to first figure out the exact $s$-source circuit at a fixed point (i.e. either $h / J=0$ or $J / h=0$ ), and
then to perturb around this fixed point. In other words, once we factor out the fixed point portion, we will parameterize each unitary in the circuit as $\exp (-i H)=\mathbb{I}-i H+\ldots$ with $\|H\|=\mathcal{O}(h / J)$ or $\mathcal{O}(J / h)$. We then consider whether there exists such a circuit that will take our initial state to the target state correctly to a given order in perturbation theory.

For the $J / h=0$ fixed point (with ancillae inserted in the direction of the field), the $s$ source circuit is simply the identity and reproduces the size $2 L$ ground state perfectly since both $\left|\psi^{L}\right\rangle$ and $\left|\psi^{2 L}\right\rangle$ are product states. Deep in the paramagnetic phase, we can construct the correct size $2 L$ ground state to linear order in $J / h$, and in fact, the circuit we use to do so is precisely based on the analytic unitaries found in the previous subsection. The leading order errors that remain are pairs of spin flips at sites $4 i$ and $4 i+4$ with coefficients of order $(J / h)^{2}$.

If we modify our circuit to contain two spin unitaries acting on pairs of spins located four sites away, we can construct the state correctly to order $(J / h)^{2}$. More generally, if one continues to add unitaries up to distance $2 n$, one can faithfully construct the state to order $(J / h)^{n}$. The strategy is to first remove unwanted terms to bring the state back to the $J / h=0$ state and then to build in the needed terms. Both distance $n$ and $2 n$ gates are required, the former to create the needed $n^{\text {th }}$ order terms, and the latter to remove unwanted $n^{\text {th }}$ order terms introduced when we add the ancillae. Furthermore, the effective Hamiltonians that parameterize these unitaries will be exponentially weak in distance, so the overall unitary will indeed be quasilocal as expected. Consistent with our numerical results, starting with a product state rather than the size $L$ ground state allows us to do better; in particular, we will only need distance $n$ gates in order to be correct to order $(J / h)^{n}$ since there are no unwanted terms to remove. We emphasize that this intuition is only true for sufficiently small $J / h$.

In the ferromagnetic phase things are a bit more subtle. We will denote the ground state which is "connected" to the symmetric cat state at $h=0$ as $\left|\psi_{0}^{L}\right\rangle$ (even parity) and the analogous state which is connected to the anti-symmetric cat state as $\left|\psi_{1}^{L}\right\rangle$ (odd parity). The energy splitting between these states will scale like $(h / J)^{L}$. Were we to only care about energy errors, we might reasonably consider any linear combination of $\left|\psi_{0}^{2 L}\right\rangle$ and $\left|\psi_{1}^{2 L}\right\rangle$ to be our target state. However, we know that one cannot turn a product state into a cat state or vice versa with a circuit of sub-extensive depth. As previously discussed, at $h / J=0$ one can go from a cat state input to a cat state output by inserting the ancillae in the $|\uparrow\rangle$ state and using CNOT gates for the bottom layer of the circuit. Thus, if our starting state is $\left|\psi_{0}^{L}\right\rangle$, then our target state will be $\left|\psi_{0}^{2 L}\right\rangle$. We could also consider starting with either a product state or the symmetry breaking linear combination $\left(\left|\psi_{0}^{L}\right\rangle+\left|\psi_{1}^{L}\right\rangle\right) / \sqrt{2}$ and building towards $\left(\left|\psi_{0}^{2 L}\right\rangle+\left|\psi_{1}^{2 L}\right\rangle\right) / \sqrt{2}$; in this case the circuit at $h / J=0$ is the identity. If we insist that the target is $\left|\psi_{0}^{2 L}\right\rangle$ and begin with a product state input it is impossible to be correct to even $0^{\text {th }}$ order.

To this end, with the standard circuit (Fig. 2.11), one can prepare $\left|\psi_{0}^{2 L}\right\rangle$ correctly only to $\mathcal{O}(1)$, whereas for the symmetry broken or product inputs we can prepare $\left(\left|\psi_{0}^{2 L}\right\rangle+\left|\psi_{1}^{2 L}\right\rangle\right) / \sqrt{2}$ correctly to order $h / J$. The leading order error in the former case comes in the form of double spin flips on each of the two product states that make up the cat state. Using a three site
unitary with the third spin acting as a control would let us correct this error and prepare the true ground state correctly to order $h / J$. Similarly, blocks of $2 n+1$ sites will allow us to correctly prepare the state to order $(h / J)^{n}$ by eliminating correlated $2 n$ spin-flip errors. In contrast with the paramagnetic phase, where the long distance unitaries only needed to act on two sites, here the gates need to act on all of the sites within a block.

When targeting the symmetry broken state, the standard circuit will give us the correct answer to order $h / J$ for both the product state and symmetry broken inputs. However, to correct higher order errors using $\left(\left|\psi_{0}^{L}\right\rangle+\left|\psi_{1}^{L}\right\rangle\right) / \sqrt{2}$ as an input requires $2 n+1$-site unitaries to obtain the correct result at order $(h / J)^{n+1}$; the analogous situation with a product state input requires $n$ site unitaries to be correct to order $(h / J)^{n}$. In all cases, the strengths of the required unitaries fall off exponentially with the diameter of the block, and the overall circuit is once again quasi-local.

### 2.5 Discussion and Conclusion

In this chapter, we have developed a numerical implementation of the $s$-source algorithm for finding approximate ground states of local Hamiltonians [2]. We approximate the latticedoubling unitary of the $s$-source algorithm as an efficiently contractable tensor network, which we in turn variationally optimize to minimize the energy of the doubled-lattice ground state. To ensure our tensor network is efficiently contractable, we construct it from local rather than quasi-local components, although this decreases the accuracy of the approximation. We benchmark the resulting numerical algorithm on several 1D spin chain models, and find that the $s$-source construction works particularly well at scale-invariant critical points. We ascribe this to the fact that ancillae insertion doubles the length scale of all correlations in the input state, much in the same spirit as MERA. In addition, to gain some analytic intuition, we computed the scaling of the wavefunction errors deep in each phase of the TFIM, and determined how the $s$-source circuit could be modified to correct these errors. These corrections are consistent with the expectation that performing $s$-source with a quasi-local unitary should permit the exact construction of the doubled-lattice ground state.

Our work suggests several interesting directions for future study. First, one could use multi-layer $s$-source as a numerical method to extract information about renormalization group flow. When creating a multilayer $s$-source circuit, one obtains a sequence of unitaries $U_{1}, U_{2}, \ldots, U_{n}$ that each double the size of the system. By parameterizing how this sequence of unitaries changes, it should be possible to follow the renormalization group flow and to extract quantities such as the operator dimension. In a similar vein, since the Hamiltonian parameters also flow, one might expect that the ideal input state to build $\left|\psi^{2 L}(g)\right\rangle$ would not be $\left|\psi^{L}(g)\right\rangle$ but rather $\left|\psi^{L}\left(g^{\prime}\right)\right\rangle$, where the Hamiltonian parameter $g^{\prime}$ at length $L$ flows to $g$ at length $2 L$. Allowing for this may significantly improve the performance of $s$-source away form criticality.

While we do not foresee $s$-source outperforming established methods like DMRG in determining 1D ground states, it may be useful for constructing ground states in 2D where existing
methods leave more room for improvement. Furthermore, the algorithm could be naturally adapted as an experimental method for preparing ground states. In fact, the ability to interleave ancillae has recently become possible in Rydberg optical tweezer arrays [32-34]. An experimental implementation of $s$-source would be particularly useful for generating states with long correlation lengths. Indeed, as we have previously discussed, strongly-correlated many-body states often require deep quantum circuits in order to be built from product states. Absent error correction, deep circuits result in low fidelities due to compounding gate errors. Thus, the ability of $s$-source to create certain classes of strongly-correlated states with low-depth circuits could provide a significant advantage in the NISQ era [74. Finally, although the numerical implementation we explore here is variational, the $s$-source formalism provides a compelling connection to a non-variational ground-state construction which merits future exploration.

### 2.6 Supplemental information

### 2.6.1 Circuit optimization

Finding a quantum circuit that prepares a minimum energy eigenstate is a challenging problem [75, 76]. In the generic case, we cannot deterministically find the optimal circuit or even verify that a given circuit does minimize the energy. We can, however, perform a variational search by starting with some circuit and then iteratively updating component tensors in order to continually lower the energy, as is common practice for MERA.

Within a superlayer of the $s$-source circuit, we optimize each local unitary $u$ while holding all others fixed. We then iterate this procedure for all $u$ in the superlayer until the energy has converged. To update a single unitary, we utilize the optimization strategy outlined in [9]. To summarize, we pretend that the function we are trying to maximize, $f(u)=-\langle H\rangle$, is a linear function of $u$. Of course it is actually quadratic, as $u^{\dagger}$ is present in the dual circuit. If we treat $u^{\dagger}$ as constant, however, we can write $f(u)=\operatorname{tr}\left(W^{\dagger} u\right)$, where the environment $W^{\dagger}$ of $u$ is found by contracting the tensor network formed by removing $u$ from $-\langle H\rangle$ 's tensor network. If $W$ has singular value decomposition $W=X Y Z^{\dagger}$, it follows that a linear function $f(u)$ achieves its maximum at $u=X Z^{\dagger}$.

For a nonlinear function of $u$, one should in principle update $u$ multiple times until the energy converges. In practice, we only update each tensor $u$ once during a full sweep of the superlayer; we have empirically found that this leads to a lower energy for a fixed total number of updates. We also tested an alternative optimization strategy referred to as "Linearization II" in [77], but this required using 10 updates per unitary per superlayer sweep for numerical stability, as well as tuning additional hyperparameters. We did not see any benefit of this approach for fixed computational cost.

As one might expect, this update procedure generally only finds a local energy minimum, not a global one. In order to get the global minimum we perform this optimization many times over circuits initialized with Haar-random unitaries. The cost of simulation is linear
in the number of samples, which can be large, so we note a few tricks that will improve either the speed or performance of optimization (although sampling over initializations is embarrassingly parallel).

First, we note that only a subset of the terms in the Hamiltonian will be within the light cone of a given $u$, so we only need to minimize the partial energy containing those terms when we update $u$. Crucially, the number of terms that contribute is constant as a function of system size, whereas the number of terms in the full Hamiltonian scales as $L$. We also note that each optimization step does not, generally, decrease the energy. For a quadratic function of a given $u$ this procedure will actually maximize the absolute value of the function. In order to avoid this complication, we alter the spectrum of the (partial) energy we are minimizing to be negative-definite by shifting the partial hamiltonian by an appropriate multiple of the identity $[8]: \hat{h} \rightarrow \hat{h}-\alpha I$, where $\alpha$ is the maximum eigenvalue of the partial hamiltonian $\hat{h}$. In practice we find that we only need to do this for a few sweeps before all partial energies are negative, at which point we turn the shift off as it seems to slow down convergence (this suggests the possibility that shifting the spectrum up could speed up convergence as long as we are careful to keep things negative-definite).

We now describe some heuristics for efficient contraction of the next-nearest-neighbor $s=1 s$-source circuit. Suppose we want to evaluate the expectation value of a term in the hamiltonian:

$$
\begin{equation*}
\langle\hat{O}\rangle=\left\langle\psi^{L}\right| U_{1}^{\dagger} \ldots U_{n}^{\dagger} \hat{O} U_{n} \ldots U_{1}\left|\psi^{L}\right\rangle \tag{2.11}
\end{equation*}
$$

where $U_{i}$ is the $i$ th superlayer of a multilayer $s$-source circuit. We start with the operator $\hat{O}$ (which is defined on the $2^{n} L$ site lattice) and then, in the language of MERA, act upon it with the ascending superoperator [9] (in other words, we conjugate by the innermost superlayer of the circuit). If $\hat{O}$ was supported on at most 6 adjacent sites, the ascended version of $O$ will be supported on either 4 or 6 adjacent sites on the $2^{n-1} L$ spin lattice. This is because the causal cone extends by at most 6 sites, and contracting with the ancillae halves the support of the operator at the end.

We emphasize that we can ignore contraction with any gate in $U_{n}$ outside of $\hat{O}$ 's causal cone, since it will contract with its inverse in $U_{n}^{\dagger}$ to form an identity |9|. Therefore, there is no computational advantage to starting with a block of fewer than 4 sites (or 6 sites if the block would be ascended to a 6 site block), so if we want to evaluate the sum of expectation values of many operators, we should group them into blocks of operators living on either 4 or 6 adjacent sites. Doing so allows us to do a single contraction to find the sum of the expectation values of several adjacent local observables instead of multiple contractions to find the expectation value of each term separately. This reduces the time it takes to evaluate the expectation value of the hamiltonian considerably. Repeatedly applying ascending superoperators, we eventually obtain an operator defined on the $L$ site lattice, which when contracted with the MPS and its dual will give the desired expectation value.

It is advantageous to cache various partial contractions of the MPS portion of the tensor network (i.e. $\left\langle\psi^{L}\right|$ and $\left|\psi^{L}\right\rangle$ ). In particular, at the final step of evaluating an expectation value, we will contract the ascended $\hat{O}$ with 4 or 6 pairs of adjacent physical indices of
the MPSs, with all other MPS indices already contracted. By storing all contractions of the MPSs with 4 or 6 pairs of adjacent dangling bonds, we can avoid repeating this costly computation. The evaluation of the $W^{\dagger}$ s needed to optimize the circuit is done in much the same way, simply omitting the contraction with the specific $u$ that is to be updated.

Energy minimization appears to take on the order of 1000 sweeps for the models we tested, with that number growing slightly with system size. This also varies from run to run; sometimes it might take 1000 sweeps, and sometimes it may take 10000. For most of the figures in this paper starting with an initial state of 32 spins and creating an $s$-source state of 64 spins we ran $\sim 1000$ initializations with 1000 sweeps each and took the best energy among them. For smaller systems, e.g. 8 to 16 , we performed $<100$ initializations.

We note that for this work we were particularly interested in characterizing the error of the $s$-source algorithm, and as such we needed to find the global minimum as reliably as possible. For some other applications, one may be perfectly content to have, say, twice the minimum error, in which case it is not as necessary to run so many randomly initialized optimizations. In this case one can often do pretty well by starting with a good guess for the initial circuit, adding some noise, and optimizing just a few initial states. For the TFIM, a good guess may be the leading order analytic solution that we discuss in Sec. 2.4.1, where noise is added by multiplying each unitary by another random unitary close to the identity. Here, we make two notes. First, with fewer parallel optimizations it is more important to do more sweeps for each one (several thousand rather than one thousand, say). Secondly, it is important to make sure that the initial condition of the circuit is not entirely real, as updating a real valued circuit will keep the circuit in the real manifold.

We note that further improvements are likely possible. It seems, for example, that it should be possible to reduce the average number of required sweeps by monitoring for convergence. However, checking for convergence can be quite deceptive here; one typically sees plateaus where the energy appears to converge, and then sudden jumps down to new local minima. A more careful analysis may reveal an effective way to anticipate whether or not further sweeps will result in an improved energy. In our experience, the energy would sometimes continue to improve beyond 1000 sweeps, but it was more efficient to sample more initial conditions than execute more sweeps per sample.

Finally, the cost of contraction scales roughly exponentially in the width of the circuit's causal cone. In practice, this might motivate the use of the simplified $s$-source circuit comprised of only the nearest-neighbor gates. We analyzed this circuit in Sec. 2.3 and found that the energy error was qualitatively similar to that of the circuit containing both nearestneighbor and next-nearest-neighbor gates, and was quantitatively not much worse at the critical point.

### 2.6.2 Derivation of analytic unitaries for large magnetic fields

Here we derive the analytic expressions for the s-source unitaries of the TFIM in the limit $h \gg J$, previously described in Sec. 2.4.1. In this regime, we can simultaneously make the adiabatic evolution time $T$ long enough to be adiabatic, but short enough that we can do a

Trotter expansion. The former condition requires, for $h \gg J, h T \gg 1$. In the interaction picture that we will consider shortly, the Trotter expansion requires $J T \ll 1$. We consider a single term in the Trotter expansion of Eq. 2.4 and thus reduce the problem to considering two spins that are initially in a field of strength $h$ in the $x$ direction and then turning on an interaction of strength $J$ in the $z$ direction. If we slowly turn on the interaction over a time $T$, then we have

$$
\begin{equation*}
H(t)=H_{0}+\frac{t}{T} H_{1} \tag{2.12}
\end{equation*}
$$

with

$$
\begin{gather*}
H_{0}=-h\left(\sigma_{x}^{1}+\sigma_{x}^{2}\right)  \tag{2.13}\\
H_{1}=-J \sigma_{z}^{1} \sigma_{z}^{2} \tag{2.14}
\end{gather*}
$$

Then the adiabatic unitary associated with moving from $H_{0}$ to $H_{0}+H_{1}$ is

$$
\begin{equation*}
U=\mathcal{T} \exp \left\{-i \int_{0}^{T} H(t) d t\right\} \tag{2.15}
\end{equation*}
$$

It is helpful for us to move to the interaction picture before proceeding. Doing so gives us the interaction picture unitary

$$
\begin{equation*}
U_{I}=\mathcal{T} \exp \left\{-i \int_{0}^{T} \frac{t}{T} e^{i H_{0} t} H_{1} e^{-i H_{0} t} d t\right\} \approx 1-i \int_{0}^{T} \frac{t}{T} e^{i H_{0} t} H_{1} e^{-i H_{0} t} d t \tag{2.16}
\end{equation*}
$$

Upon integrating and discarding higher order terms, we get

$$
\begin{equation*}
U_{I}=1+i\left(\frac{J T}{4}\left(\sigma_{z}^{1} \sigma_{z}^{2}+\sigma_{y}^{1} \sigma_{y}^{2}\right)+\frac{J}{8 h} e^{-i h\left(\sigma_{x}^{1}+\sigma_{x}^{2}\right) T}\left(\sigma_{z}^{1} \sigma_{y}^{2}+\sigma_{y}^{1} \sigma_{z}^{2}\right) e^{i h\left(\sigma_{x}^{1}+\sigma_{x}^{2}\right) T}\right) . \tag{2.17}
\end{equation*}
$$

Moving back to the Schrodinger picture and continuing to work to leading order,

$$
\begin{align*}
U & =e^{-i H_{0} T} U_{I}=\left(e^{-i H_{0} T} U_{I} e^{i H_{0} T}\right) e^{-i H_{0} T} \\
& =1+i\left(h T\left(\sigma_{x}^{1}+\sigma_{x}^{2}\right)+\frac{J T}{4}\left(\sigma_{z}^{1} \sigma_{z}^{2}+\sigma_{y}^{1} \sigma_{y}^{2}\right)+\frac{J}{8 h}\left(\sigma_{z}^{1} \sigma_{y}^{2}+\sigma_{y}^{1} \sigma_{z}^{2}\right)\right)  \tag{2.18}\\
& =\exp i\left(h T\left(\sigma_{x}^{1}+\sigma_{x}^{2}\right)+\frac{J T}{4}\left(\sigma_{z}^{1} \sigma_{z}^{2}+\sigma_{y}^{1} \sigma_{y}^{2}\right)+\frac{J}{8 h}\left(\sigma_{z}^{1} \sigma_{y}^{2}+\sigma_{y}^{1} \sigma_{z}^{2}\right)\right) \\
& =\exp \left(-i H_{\mathrm{eff}}\right)
\end{align*}
$$

which corresponds to an effective Hamiltonian

$$
\begin{equation*}
H_{\mathrm{eff}}=-h T\left(\sigma_{x}^{1}+\sigma_{x}^{2}\right)-\frac{J T}{4}\left(\sigma_{z}^{1} \sigma_{z}^{2}+\sigma_{y}^{1} \sigma_{y}^{2}\right)-\frac{J}{8 h}\left(\sigma_{z}^{1} \sigma_{y}^{2}+\sigma_{y}^{1} \sigma_{z}^{2}\right) \tag{2.19}
\end{equation*}
$$

We have not as of yet specified a value for $T$, so its presence in our effective Hamiltonian may appear, at first glance, to be troubling. However, we expect from the adiabatic theorem that, as long as the assumptions are met, there should be no strong $T$ dependence. Indeed, one can explicitly verify that in the limit $T \gg J / h^{2}$ the effect of the $T$ dependant terms is a phase shift. Dropping them, we end up with a particularly simple form for $H_{\text {eff }}$ :

$$
\begin{equation*}
H_{\mathrm{eff}}=-\frac{J}{8 h}\left(\sigma_{z}^{1} \sigma_{y}^{2}+\sigma_{y}^{1} \sigma_{z}^{2}\right) \tag{2.20}
\end{equation*}
$$

The "off" unitaries, on the other hand, are given by $\exp \left\{\left(i H_{\text {eff }}\right)\right\}$. We can see this by considering running the process backwards in time. This is, of course, just the "turn on" problem we just solved. There is one additional complication: these unitaries are acting not on the ground state, but on the first layer of the circuit. However, corrections due to the non-commutation of the the layers will come in at a higher order, and since we are only working to first order anyway we can simply ignore them.

We can repeat this analysis for a mixed coupling and field Ising model. Here we have hamiltonians

$$
\begin{equation*}
H_{0}=-h_{x}\left(\sigma_{x}^{1}+\sigma_{x}^{2}\right)-h_{z}\left(\sigma_{z}^{1}+\sigma_{z}^{2}\right) \tag{2.21}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{1}=-J_{x} \sigma_{x}^{1} \sigma_{x}^{2}-J_{z} \sigma_{z}^{1} \sigma_{z}^{2} \tag{2.22}
\end{equation*}
$$

If we define $h=\sqrt{h_{x}^{2}+h_{z}^{2}}, \tan \eta=h_{z} / h_{x}$, and go through the same steps, we find that to order $J / h$

$$
\begin{align*}
H_{\mathrm{eff}, \mathrm{Xx}}= & -\frac{J_{x} T}{32}(9+4 \cos 2 \eta+3 \cos 4 \eta) \sigma_{x}^{1} \sigma_{x}^{2}-\frac{J_{x} T}{4} \sin ^{2} \eta \sigma_{y}^{1} \sigma_{y}^{2}-\frac{3 J_{x} T}{16} \sin ^{2} 2 \eta \sigma_{z}^{1} \sigma_{z}^{2} \\
& -\frac{J_{x} T}{32}(2 \sin 2 \eta+3 \sin 4 \eta)\left(\sigma_{x}^{1} \sigma_{z}^{2}+\sigma_{z}^{1} \sigma_{x}^{2}\right)+\frac{J_{x}}{32 h}(7 \sin \eta+3 \sin 3 \eta)\left(\sigma_{x}^{1} \sigma_{y}^{2}+\sigma_{y}^{1} \sigma_{x}^{2}\right) \\
& +\frac{3 J_{x}}{8 h} \cos \eta \sin ^{2} \eta\left(\sigma_{y}^{1} \sigma_{z}^{2}+\sigma_{z}^{1} \sigma_{y}^{2}\right)  \tag{2.23}\\
H_{\mathrm{eff}, \mathrm{ZZ}}= & -\frac{3 J_{z} T}{16} \sin ^{2} 2 \eta \sigma_{x}^{1} \sigma_{x}^{2}-\frac{J_{z} T}{4} \cos ^{2} \eta \sigma_{y}^{1} \sigma_{y}^{2}-\frac{J_{z} T}{32}(9-4 \cos 2 \eta+3 \cos 4 \eta) \sigma_{z}^{1} \sigma_{z}^{2} \\
& -\frac{J_{z} T}{32}(2 \sin 2 \eta-3 \sin 4 \eta)\left(\sigma_{x}^{1} \sigma_{z}^{2}+\sigma_{z}^{1} \sigma_{x}^{2}\right)-\frac{3 J_{z}}{8 h} \cos ^{2} \eta \sin \eta\left(\sigma_{x}^{1} \sigma_{y}^{2}+\sigma_{y}^{1} \sigma_{x}^{2}\right)  \tag{2.24}\\
& -\frac{J_{z}}{32 h}(7 \cos \eta-3 \cos 3 \eta)\left(\sigma_{y}^{1} \sigma_{z}^{2}+\sigma_{z}^{1} \sigma_{y}^{2}\right)
\end{align*}
$$

with an overall effective hamiltonian $H_{\text {eff }}=H_{0} T+H_{\text {eff,Xx }}+H_{\text {eff,ZZ }}$. If we again drop the $T$ dependent terms, we get

$$
\begin{align*}
H_{\mathrm{eff}}= & \left(\frac{J_{x}}{32 h}(7 \sin \eta+3 \sin 3 \eta)-\frac{3 J_{z}}{8 h} \cos ^{2} \eta \sin \eta\right)\left(\sigma_{x}^{1} \sigma_{y}^{2}+\sigma_{y}^{1} \sigma_{x}^{2}\right)  \tag{2.25}\\
& +\left(\frac{3 J_{x}}{8 h} \cos \eta \sin ^{2} \eta-\frac{J_{z}}{32 h}(7 \cos \eta-3 \cos 3 \eta)\right)\left(\sigma_{y}^{1} \sigma_{z}^{2}+\sigma_{z}^{1} \sigma_{y}^{2}\right)
\end{align*}
$$

## Chapter 3

## Boundary Strong Zero Modes

### 3.1 Introduction

Fundamental to emerging quantum technologies is the capability to store and manipulate information in qubits in such a way that minimizes loss to the environment. In topological quantum computing, this is achieved by building qubits out of non-Abelian anyons, which are protected from local perturbations. However, at temperatures above the topological gap, interaction with thermally-excited quasi-particles can cause rapid decoherence 7880 . In one dimension, it has been proposed that topological boundary modes can be decoupled from bulk thermal excitations by using strong quenched disorder to drive the system into a many-body localized phase [21, 81-83].

In fact, there exist translationally-invariant systems which host stable boundary degrees of freedom, even at infinite temperature. In such systems, the edge is unable to resonantly absorb or emit bulk excitations. Such long-lived edge modes across the entire spectrum are known as 'strong edge zero modes' (SZMs) [84, 85]. The terminology is in reference to the well-known topological Majorana zero modes in the Kitaev chain [86], but we stress that many examples, such as the transverse-field Ising model (TFIM), do not have corresponding topological edge modes in the ground state.

SZMs have been found in a diverse range of systems, not limited to one-dimensional or even time-independent Hamiltonions $[12|20|$. They are separated into 'exact' SZMs, which decouple the boundary completely from the bulk in the thermodynamic limit, and 'almost' SZMs, where the system eventually does thermalize, but parametrically slowly 87 89]. Recently, there has been a proposal to stabilize a qubit on a single edge of chain at infinite temperature with symmetry protected topological order using almost SZMs 90 .

However, in topological computing, it is common for boundary modes to be constructed not on the edge of the system, but on the boundary between topological and trivial phases. Protocols can then be devised to easily manipulate qubits via controlling the location of the phase boundaries 91. At finite temperature, such transport protocols could remain coherent by taking advantage of MBL [21], but, as in the static case, one might imagine SZMs render
disorder unnecessary. Indeed, in this paper we find that SZMs do exist on the boundary between phases and can provide dynamical protection to boundary degrees of freedom.

By definition, topological edge modes ought to be stable at both system boundaries and phase boundaries. However, we cannot rely on topological arguments at arbitrary temperatures, so the equivalent claim for SZMs is not at all manifest. The situation is even less clear for SZMs in systems without underlying topological edge modes. Though SZMs can survive in both cases, we shall describe how their nature is fundamentally different.

In particular, we focus on the one-dimensional transverse-field Ising model, and the same model after a Jordan-Wigner unitary transformation into a model of free Majorana fermions, the Kitaev chain. Under this transformation, the SZMs at the edge of these systems are the same. We show that for the Majorana fermions the SZM remains effectively unchanged at the boundary between a trivial and topological phase compared to the edge. In contrast, for certain choice of coupling strengths in the TFIM bulk excitations can resonantly pass through the boundary between a ferromagnet and a paramagnet, suppressing the SZM. Moreover, the SZM is preserved as long as this resonance condition is avoided, even between ferromagnetic regions with different Ising couplings. We explain how this difference is a natural consequence of the nonlocality of the Jordan-Wigner transformation that connects the two models.

This zero mode has another interesting property: it has poles in the coefficients of its operator expansion at only one location. In fact, we will argue that it is likely to be an exact SZM sufficiently far from this pole. We support this with both numerical and analytic evidence, and in particular show that a related toy model is provably exact despite also having a single pole. We summarize these scenarios in Table 3.1.

### 3.2 Edge strong zero modes

In Ref. [86], Kitaev considered a simple model of a 1D chain of fermions of length $L$ sitting on a superconductor with a quadratic Hamiltonian:

$$
\begin{equation*}
H_{\mathrm{K}}=\sum_{j}\left(-w\left(c_{j}^{\dagger} c_{j+1}+c_{j+1}^{\dagger} c_{j}\right)-\mu\left(c_{j}^{\dagger} c_{j}-1 / 2\right)+\Delta c_{j} c_{j+1}+\Delta^{*} c_{j+1}^{\dagger} c_{j}\right) \tag{3.1}
\end{equation*}
$$

which can be transformed, after defining appropriate Majorana fermions $a_{j}$ and $b_{j}$, into

$$
\begin{equation*}
H_{\mathrm{K}}^{\prime}=\frac{i}{2} \sum_{j}\left(-\mu a_{j} b_{j}+(w+|\Delta|) b_{j} a_{j+1}+(-w+|\Delta|) a_{j} b_{j+1}\right) \tag{3.2}
\end{equation*}
$$

One note: we will later define $H_{\text {Kitaev }}$ as relevant to this chapter in terms of the magnetic field and coupling of the associated Ising model (where we will specialize to the case $|\Delta|=w$ ).

Kitaev then noted what happens at two special points. When $|\Delta|=w=0$ and $\mu<0$, the ground state is one where Majoranas $a_{j}$ and $b_{j}$ associated with site $j$ are paired together (into the original $c_{j} \mathrm{~s}$ ), and those modes are all unoccupied. If one instead considers the case

|  | Phase 2 | SZM | Exact | Resonances |
| :--- | :--- | :--- | :--- | :--- |
| Phase 1 |  |  |  |  |
| Kitaev chain |  | Phase 1 |  |  |
| Vacuum | Topological | $\checkmark$ | $\checkmark$ | None |
| Trivial | Topological | $\checkmark$ | $\checkmark$ | None |
| Topological | Topological | $\times$ | $\times$ |  |
| Transverse-field | Ising model |  |  |  |
| Vacuum | Ferromagnetic | $\checkmark$ | $\checkmark$ | None |
| Paramagnetic | Ferromagnetic | $\checkmark$ | $\checkmark$ | Single |
| Ferromagnetic | Ferromagnetic | $\checkmark$ | $\checkmark$ | Single |
| TFIM with interactions |  |  |  |  |
| Any | Ferromagnetic | $\checkmark$ | $\times$ | Multiple |
| XXZ chain |  |  |  |  |
| Vacuum | Ferromagnetic | $\checkmark$ | $\checkmark$ | None |
| Ferromagnetic | Ferromagnetic | $\checkmark$ | $?$ | Single |
| XY | Ferromagnetic | $\checkmark$ | $?$ | None |

Figure 3.1: Summary of strong zero mode properties on various system edges and boundaries.
$|\Delta|=w>0$ and $\mu=0$, however, the Majorana hamiltonian is almost the same as in the first case, except instead of $a_{j}$ and $b_{j}$ being coupled, $b_{j}$ and $a_{j+1}$ are coupled instead. One can then define new dirac fermions in terms of $b_{j}$ and $a_{j+1}$, and the ground state will be such that all of these modes are unoccupied. But in this case there's a small but crucial difference: $a_{1}$ and $b_{L}$ don't enter the Hamiltonian at all!

Because of this, the ground state of the model must be doubly degenerate based on the occupation of the dirac fermion made from $a_{1}$ and $b_{L}$. In fact, these two cases are special points in two phases of the model, the first of which is a trivial phase and the second of which is topogically ordered. The zero modes in the second case approximately exist whenever $2|w|>\mid \mu$ and $\Delta \neq 0$, but now enter the Hamiltonian with a coupling exponentially small in $L$. Because this is a topologically ordered phase, $a_{1}$ and $b_{L}$ are topological zero modes.

One can go beyond the concept of a topological zero mode to consider modes that split a system's entire spectrum into pairs (or triples, etc) of degenerate states. In Ref. [85], Alicea and Fendley named such an object a strong zero mode. As it turns out, the zero modes in the Kitaev model actually are strong zero modes as well as topological zero modes.

Let us now detail the mathematical definition and basic physical consequences of a SZM at the edge of the system, to set the stage for our study of SZMs at the boundary between different phases. An exact strong zero mode is a quasilocal operator $\Psi$ such that $\Psi$ com-
mutes with the Hamiltonian up to an error exponentially small in the size of the system, $\Psi$ anticommutes with a discrete symmetry of $\mathcal{F}$ of the model, and $\Psi^{2}=1$ 87 .

Physically, the existence of a SZM implies that observables with large overlap with the SZM will evolve slowly; i.e. they will retain memory of their initial state for anomalously long times. For example, consider the infinite temperature autocorrelator of the edge spin magnetization $A_{\infty}(t)=\left\langle\sigma_{0}^{z}(t) \sigma_{0}^{z}(0)\right\rangle_{T=\infty}$. If the system supports an exact SZM with finite overlap with the edge spin - for example, if $\Psi^{(0)}=\sigma_{0}^{z}$ - then by definition the decay time of this autocorrelator will be infinite in the thermodynamic limit, i.e. $\lim _{t \rightarrow \infty} \lim _{M \rightarrow \infty} A_{\infty}(t) \neq$ 0.

The simplest possible example of an exact SZM occurs at the edge of the 1D transverse field Ising model (TFIM):

$$
\begin{equation*}
H_{\mathrm{Ising}}=-J \sum_{j=0} \sigma_{j}^{z} \sigma_{j+1}^{z}-h \sum_{j=0} \sigma_{j}^{x} . \tag{3.3}
\end{equation*}
$$

The TFIM can also be transformed using the non-local Jordan-Wigner (JW) transformations, by defining Majorana fermion operators 92, 93

$$
\begin{equation*}
a_{j}=\left(\prod_{k=0}^{j-1} \sigma_{k}^{x}\right) \sigma_{j}^{z}, \quad b_{j}=i\left(\prod_{k=0}^{j} \sigma_{k}^{x}\right) \sigma_{j}^{z} \tag{3.4}
\end{equation*}
$$

into a free-fermion Hamiltonian equivalent to the Kitaev chain

$$
\begin{equation*}
H_{\mathrm{Kitaev}}=-i J \sum_{j=0} b_{j} a_{j+1}-i h \sum_{j=0} a_{j} b_{j} . \tag{3.5}
\end{equation*}
$$

We also note that this model has the global spin flip symmetry

$$
\begin{equation*}
\mathcal{F}=\prod_{j=0} \sigma_{j}^{x}=i^{L} \prod_{j=0} a_{j} b_{j} \tag{3.6}
\end{equation*}
$$

where $L$ is the system size. If we consider the TFIM with no transverse magnetic-field term, $H_{0}=H_{\text {Ising }}[h=0]$, it's easy to see that $\Psi^{(0)}=\sigma_{0}^{z}$ commutes with $H_{0}$, anticommutes with the global spin flip symmetry, and squares to the identity. It is, therefore, an edge SZM of $H_{0}$.

We can easily use the iterative construction outlined in Ref. [13 to generalize this SZM to any finite $h$ still in the ferromagnetic phase of the TFIM. One first writes $H=H_{0}+V$ and expresses the SZM of $H$ as

$$
\begin{equation*}
\Psi=\sum_{n=0} \Psi^{(n)} \tag{3.7}
\end{equation*}
$$

[^1]where $\Psi^{(n)}$ is $n^{\text {th }}$ order in the perturbation $V$. Then because $[H, \Psi]=0$, collecting the terms of order $n+1$ tells us that
\[

$$
\begin{equation*}
\left[H_{0}, \Psi^{(n+1)}\right]=-\left[V, \Psi^{(n)}\right] \tag{3.8}
\end{equation*}
$$

\]

In our current example, $\left[V, \Psi^{(0)}\right]=2 i h \sigma_{0}^{y}$. One can confirm that $\Psi^{(1)}=(h / J) \sigma_{0}^{x} \sigma_{1}^{z}$ satisfies Eq. 3.8. The commutator on the left hand side of Eq. 3.8 is not uniquely invertible since we could always add an operator that commutes with $H_{0}$ to $\Psi^{(n+1)}$; we can resolve this ambiguity by demanding that $\Psi^{2}=1$ to the appropriate order.

For the TFIM, one can continue this process to infinite order in a straightforward manner; one obtains (after normalizing) 87]

$$
\begin{equation*}
\Psi_{\text {Ising }}=\sqrt{1-\left(\frac{h}{J}\right)^{2}} \sum_{j=0}\left(\frac{h}{J}\right)^{j} \sigma_{j}^{z} \prod_{k=0}^{j-1} \sigma_{k}^{x} \tag{3.9}
\end{equation*}
$$

Similarly, starting with $\Psi^{(0)}=a_{0}$ (NB: $a_{0}=\sigma_{0}^{z}$ under the JW transformation, Eq. (3.4)), the SZM for the Kitaev chain is found to be

$$
\begin{equation*}
\Psi_{\text {Ising }}=\sqrt{1-\left(\frac{h}{J}\right)^{2}} \sum_{j=0}\left(\frac{h}{J}\right)^{j} a_{j} \tag{3.10}
\end{equation*}
$$

which we could also have obtained directly with a JW transformation of the spin expression.

### 3.3 Boundary strong zero mode in the transverse field Ising model

In order to consider the boundary between phases we will couple the ends of two chains with different coupling constants together:

$$
\begin{equation*}
H_{\mathrm{BI}}=-J_{1} \sum_{j=-\infty}^{-1} \sigma_{j}^{z} \sigma_{j+1}^{z}-J_{2} \sum_{j=0}^{\infty} \sigma_{j}^{z} \sigma_{j+1}^{z}-h_{1} \sum_{j=-\infty}^{-1} \sigma_{j}^{x}-h_{2} \sum_{j=0}^{\infty} \sigma_{j}^{x} \tag{3.11}
\end{equation*}
$$

Here $J_{1(2)}$ and $h_{1(2)}$ are the Ising coupling and transverse field on the left- (right-) hand chain of the system respectively. The two chains are coupled by $J_{1}$ at site 0 ; see Figure 3.2. If $J_{1}=0$, then the uncoupled second chain would exhibit a phase transition as $h_{2}$ is increased between a ferromagnet and paramagnet at $h_{2}=J_{2}$.

As before, this model can also be transformed into two end-to-end coupled Kitaev chains using JW transformations by defining Majorana fermion operators

$$
\begin{equation*}
a_{j}=\left(\prod_{k=-\infty}^{j-1} \sigma_{k}^{x}\right) \sigma_{j}^{z}, \quad b_{j}=i\left(\prod_{k=-\infty}^{j} \sigma_{k}^{x}\right) \sigma_{j}^{z} \tag{3.12}
\end{equation*}
$$



Figure 3.2: Schematic of the boundary Ising model. The ovals denote the spins and the circles the constituent Majorana fermions.
to find the corresponding free-fermion Hamiltonian

$$
\begin{equation*}
H_{\mathrm{FBI}}=-i J_{1} \sum_{j=-\infty}^{-1} b_{j} a_{j+1}-i J_{2} \sum_{j=0}^{\infty} b_{j} a_{j+1}-i h_{1} \sum_{j=-\infty}^{-1} a_{j} b_{j}-i h_{2} \sum_{j=0}^{\infty} a_{j} b_{j} . \tag{3.13}
\end{equation*}
$$

Focusing again on the uncoupled case $J_{1}=0$, the second chain supports a familiar Majorana zero-mode if $J>h|86|$. In fact, it has been shown that the edge supports not only this famous topological edge mode in the ground state, but furthermore an exact SZM acting on the entire spectrum. The edge mode is given by $a_{0}$ with an exponential tail into the bulk [84]. Taking the Jordan-Wigner transformation of this Majorana fermion SZM yields an edge-localized spin operator starting at $\sigma_{0}^{z}$. This operator is also an exact SZM, even though the TFIM itself has no topological edge modes.

It is well-known that topological zero modes exist on the boundary between trivial and topological phases, not just on the edge. For example, in our system, the topological edge mode at $a_{0}$ survives if we turn on the $J_{1}$ coupling between chains as long as the first chain remains in the trivial phase, $J_{1}<h_{1}$. By constructing the SZM perturbatively with respect to the small couplings $J_{1}$ and $h_{2}$, from the usual zeroth order ansatz $\Psi_{\mathrm{FBI}}^{(0)}=a_{0}$ [87], we find that an exact SZM also exists at this boundary:

$$
\begin{equation*}
\Psi_{\mathrm{FBI}}=\mathcal{N}_{\mathrm{FBI}}\left(a_{0}+\sum_{j=1}^{\infty}\left(\left(\frac{J_{1}}{h_{1}}\right)^{j} a_{-j}+\left(\frac{h_{2}}{J_{2}}\right)^{j} a_{j}\right)\right) \tag{3.14}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{N}_{\mathrm{FBI}}^{2}=\frac{\left(1-\left(J_{1} / h_{1}\right)^{2}\right)\left(1-\left(h_{2} / J_{2}\right)^{2}\right)}{1-\left(J_{1} h_{2} / J_{2} h_{1}\right)^{2}} . \tag{3.15}
\end{equation*}
$$

$\Psi_{\text {FBI }}$ is the same as the exact SZM of the uncoupled second chain, but now dressed by an additional tail into the trivial phase as well as the topological phase. The physics of the
edge and boundary modes are thus essentially the same: in the thermodynamic limit, the autocorrelator will decay to a non-vanishing value given by the normalization $\mathcal{N}_{\text {FBI }}^{2}$.

We stress that this result does not immediately follow from the existence of the topological edge mode at the boundary. The topological physics occurs at energy densities below the gap; for the SZM, we are interested in infinite temperature behavior.

In this boundary model, the SZM does not start at the edge of the chain, but at the center, at site 0 . The operator in the spin boundary Ising model corresponding to $a_{0}$ in the fermionic boundary Ising model is not simply $\sigma_{0}^{z}$, but instead the highly nonlocal operator $\left(\prod_{k=-\infty}^{-1} \sigma_{k}^{x}\right) \sigma_{0}^{z}$, as it picks up a Jordan-Wigner string from the first chain on the left. Thus, the existence of $\Psi_{\text {FBI }}$ does not imply the existence of an SZM at a phase boundary in the TFIM. This is true regardless of how we chose to define our Jordan-Wigner strings (see Sec. 3.7 for more details).

In order to elucidate the difference between spins and Majorana fermions, we again calculate the boundary zero mode perturbatively, but starting from the boundary spin $\sigma_{0}^{z}$ as our zeroth order estimate for the purported SZM. This time the number of terms grows rapidly in the order $n$. The first two corrections beyond the zeroth order term $\Psi_{\mathrm{BI}}^{(0)}=\sigma_{0}^{z}$ are

$$
\begin{align*}
& \Psi_{\mathrm{BI}}^{(1)}=\frac{h_{2}}{J_{2}} \sigma_{0}^{x} \sigma_{1}^{z}  \tag{3.16}\\
& \Psi_{\mathrm{BI}}^{(2)}=\frac{h_{2}^{2}}{J_{2}^{2}} \sigma_{0}^{x} \sigma_{1}^{x} \sigma_{2}^{z}-\frac{J_{1} h_{2}}{J_{2}^{2}-h_{1}^{2}} \sigma_{-1}^{z} \sigma_{0}^{x}+\frac{J_{1} h_{1} h_{2}}{J_{2}\left(J_{2}^{2}-h_{1}^{2}\right)} \sigma_{-1}^{y} \sigma_{0}^{y} \sigma_{1}^{z}-\frac{h_{2}^{2}}{2 J_{2}^{2}} \sigma_{0}^{z} . \tag{3.17}
\end{align*}
$$

Immediately we see a stark contrast with the fermionic SZM. Instead of the SZM breaking down at the phase transition $h_{1}=J_{1}$, there is a pole in the expansion at $J_{2}= \pm h_{1}$ in (3.17). These divergent terms in the pertubation theory are called 'resonances', and are caused by energy-conserving processes which change the boundary degrees of freedom 87. For example, the poles at $h_{1}= \pm J_{2}$ appearing at second order describe the process in which a spin-flip excitation of the paramagnetic chain converts resonantly into a domainwall excitation of the ferromagnetic chain.

Physically, the appearance of such resonances typically signal that the autocorrelation time is no longer infinite, but ultimately decays to zero. This is because the perturbative expansion of the SZM no longer converges: instead, we are forced to truncate the series before divergent terms appear. This is known as an 'almost', rather than exact, SZM. In other models with known almost SZMs, such as the Ising model with added next nearest neighbor interactions [87], parafermions [12, 16, 84] and the ZXZ model [90], there are an increasing number of different rational values of ratios of the couplings for which there are poles as we go to higher orders in $\Psi$, representing more and more complicated resonant processes which only appear at higher order.

In our boundary Ising model, however, there is a crucial difference: no further poles emerge; poles at all higher orders are still at $h_{1}= \pm J_{2}$. This can be intuitively understood as the integrability of the model preventing any resonant processes except for the conversion of a single domain wall into a single spin-flip. For example, naively our argument above suggests
a pole should exist at $h_{1}= \pm 2 J_{2}$, because we could convert two domain walls resonantly into a single spin flip at the boundary. In a non-integrable model, this argument would be correct; however, it is not possible to construct such a three-body resonant conversion at the boundary in an integrable model without it factoring into two two-body processes, one of which does not involve the boundary degree of freedom 94 .

As there is only a single resonance, it is not inevitable that the SZM expansion will fail to converge. Indeed, we will now provide convincing numerical and analytical evidence that sufficiently far from this single pole the iterative construction of the boundary zero mode does converge, and there is an exact SZM at the boundary of a paramagnetic and ferromagnetic regime in the TFIM. Furthermore, the lack of dependence on the phase transition at $h_{1}=J_{1}$ suggests repeating the calculation above for $J_{1}>h_{1}$. This reveals the SZM is still present at the boundary of two ferromagnetic regions as well, where now the pole is at $J_{1}= \pm J_{2}$. Thus for the spin boundary model a phase boundary is not even a prerequisite for an exact SZM-indeed, the left-hand chain can even be critical, $J_{1}=h_{1}$.

### 3.4 Exactness of the Spin SZM

We can calculate the autocorrelation time of the edge spin $\sigma_{0}^{z}$ numerically from the free fermion results. Because of the Jordan-Wigner string, this requires the calculation of a many-point correlator, which can be broken down into two-point correlators using a modified version of Wick's theorem for Majorana fermions [95. In Fig. 3.3 we plot the autocorrelator for the spin at the ferromagnetic-ferromagnetic boundary. Outside the resonance the autocorrelation time increases exponentially with system size 96. In stark contrast, close to the resonance the autocorrelator immediately decays.

We plot the amplitude of the long-lived component of the autocorrelator of $\sigma_{0}^{z}$ in Fig 3.4. If the SZM is exact, this is the asymptotic value of the autocorrelator in the thermodynamic limit. Unlike for the fermions, we observe that the location of the phase transition is unimportant: rather, the amplitude dramatically decreases around the resonance. The width of this resonance does not increase with system size, suggesting that it remains finite in the thermodynamic limit, and outside the resonance the SZM is exact. This resonance can be understood intuitively as the range of couplings in which excitations in the left-hand chain can move into the right-hand chain without any change in the overall energy of the system. For the disconnected chains, the energy spectrum of the excitations may be calculated exactly, and their bandwidth is linear in the transverse fields. This explains the corresponding linear growth in the width of the resonance in the autocorrelation time as a function of $h_{1}$ and $h_{2}$ observed in the inset of Fig 3.4.

Analytically, if the SZM is exact, the operator expansion should converge to all orders in perturbation theory. We present two results in Sec. 3.8 suggesting that this indeed the case. Firstly, using simple combinatorial arguments, we bound the number of terms that first appear at order $n$ in perturbation theory to a subexponential in $n$. Secondly, we have solved exactly a simple toy model where the semi-infinite chain on the left of the boundary is


Figure 3.3: The autocorrelator for the spin at the boundary of the boundary transverse-field Ising model for various systems sizes $L$ for a value of $J_{1}$ a) outside the resonance, b) inside the resonance.
replaced by a single spin. The solution is valid for all choices of the couplings $J_{1}$ and $h_{1}$ on the left-hand chain, unless proximity to the resonance prohibits convergence. We confirm that the normalization extracted from this solution agrees precisely with numerics, see Fig 3.5 , The boundary Ising model with a single spin at the edge, is, therefore, an exact SZM within the radius of convergence, despite the existence of a pole.

Although the full solution is quite complicated and involves powers of the generating function for the Narayana numbers [97], it is instructive to consider the even simpler case $h_{1}=0$. The solution for the SZM reduces to:

$$
\begin{gathered}
\Psi_{2}=\mathcal{N}_{2} \sum_{n, m=-1}^{\infty} C_{n m} \sigma_{-1}^{x}\left(\prod_{k=-1}^{n} \sigma_{k}^{x}\right) \sigma_{n+1}^{z}\left(\prod_{k=-1}^{m} \sigma_{k}^{x}\right) \sigma_{m}^{z} \\
C_{n m}=\left(\frac{J_{1}}{J_{2}}\right)^{\mathbf{1}_{m>-1}}\left(\frac{h_{2} J_{2}}{J_{2}^{2}-J_{1}^{2}}\right)^{n+1}\left(\frac{h_{2} J_{2}}{J_{2}^{2}-J_{1}^{2}}\right)^{m+1},
\end{gathered}
$$



Figure 3.4: The amplitude of the long-lived component of the autocorrelator for the spin at the boundary of the boundary transverse-field Ising model for various systems sizes $L$ as the coupling $h_{1}$ is varied, for $J_{2}=1.0, J_{1}=h_{2}=0.1$. Nearby $J_{1}=J_{2}$ a resonance suppresses the SZM. Inset: The width of the resonance at $h_{1}=J_{2}$, as a function of $h_{2}=J_{1}$. This is estimated from the value of $h_{1}$ for which the plateau value of the autocorrelator falls below 0.8 or above 1.2.
where $\mathbf{1}_{m>-1}=1$ if $m>-1$ and otherwise vanishes. It is evident $\Psi_{2}$ is normalizable as long as $h_{2} J_{2} /\left(J_{2}^{2}-J_{1}^{2}\right)<1$, with a normalization factor:

$$
\begin{equation*}
\mathcal{N}_{2}=\frac{1}{\sqrt{1-\frac{h_{2}^{2}}{J_{2}^{2}-J_{1}^{2}}}}\left(1-\left(\frac{h_{2} J_{2}}{J_{2}^{2}-J_{1}^{2}}\right)^{2}\right) \tag{3.18}
\end{equation*}
$$

### 3.5 Interactions

The systems we have so far consider constitute a special case as they are not only integrable but free. We now consider adding interactions. We have two possibilites: most naively, we


Figure 3.5: The amplitude of the long-lived component of the autocorrelator for a toy model with a single spin at the edge. The numerical and corresponding analytical results agree precisely.
can add integrability breaking interactions, but we can also consider integrable but interacting systems. To study a non-integrable, interacting system we add nearest-neighbor XX interactions as a perturbation to our coupled TFIM chains of the form $-K \sum_{j=-\infty}^{\infty} \sigma_{j}^{x} \sigma_{j+1}^{x}$, with $K \ll J_{2}$.

With these terms added, both spin and fermion models now have an almost SZM rather than an exact SZM, with additional resonances appearing at higher order in perturbation theory. For example, in addition to resonances at $J_{2}= \pm J_{1}, \Psi_{\text {BI }+\mathrm{Xx}}^{*}$ also has poles starting at third order at $J_{2}= \pm(3)^{ \pm 1} J_{1}$, and generically at order $p+q-1$ for $J_{2}= \pm(p / q)^{ \pm 1} J_{1}$ for $p, q$ odd integers.

Numerically, we can extract the decay time from the time taken for the autocorrelator to fall below a threshold value, Fig. 3.6. Even for large values of the interaction strengths, we see that the boundary degrees of freedom have significantly enhanced lifetimes. Additionally, the effect of the resonances can be seen as dips in the autocorrelation times exactly at the


Figure 3.6: The decay time for the boundary spin $\sigma_{0}^{z}$ between ferromagnetic and paramagnetic regimes in the presence of interactions for system size $M=24$ and $h_{1}=h_{2}=0.1 J_{2}$ from Krylov subspace methods 98. Other than at the poles at $J_{1}=J_{2}$ and $J_{2} / 3$ the decay time is longer than the evolution time.
values predicted above.
For integrable systems, we do not expect this proliferation of resonances, as we have discussed. For example, consider coupling two XXZ chains end-to-end together as we coupled the two TFIM chains:

$$
\begin{align*}
H_{\mathrm{XXZ}}= & -\sum_{j=-\infty}^{-1}\left[J_{1} \sigma_{j}^{z} \sigma_{j+1}^{z}+h_{1}\left(\sigma_{j}^{x} \sigma_{j+1}^{x}+\sigma_{j}^{y} \sigma_{j+1}^{y}\right)\right]  \tag{3.19}\\
& -\sum_{j=0}^{\infty}\left[J_{2} \sigma_{j}^{z} \sigma_{j+1}^{z}+h_{2}\left(\sigma_{j}^{x} \sigma_{j+1}^{x}+\sigma_{j}^{y} \sigma_{j+1}^{y}\right)\right]
\end{align*}
$$

As for the TFIM, we will set the second chain to always be ferromagnetic, $J_{2}>h_{2}$. If $J_{1}<h_{1}$, then the first chain is gapless, and there are no resonances: the SZM exists if and
only if $h_{1}$ is sufficiently smaller than $J_{2}$. On the other hand, if both chains are ferromagnetic, there is a single resonance at $J_{1}=J_{2}$; see Fig 3.6.

### 3.6 Outlook

A number of natural research questions follow from our work. Most directly, the exactness of the SZM in the boundary TFIM must still be proven analytically. Furthermore, it is possible that the boundary SZM is also exact for interacting integrable systems, such as the XXZ chain, which is known to host an exact SZM at the edge. If so, it may be possible to relate this conserved quantity to the hierarchy of conserved quantities that have recently been constructed in the XXZ chain 99101 . For practical purposes, it will be important to study how stable the SZMs are under dynamical protocols to manipulate them by moving the phase boundaries [21].

### 3.7 Choice of Jordan-Wigner String

In the main sections, we choose a Jordan-Wignerization starting from the left edge of the system. This means that the operator in the spin boundary Ising model corresponding to $a_{0}$ in the fermionic boundary Ising model is not simply $\sigma_{0}^{z}$, but instead the highly nonlocal operator $\left(\prod_{k=-\infty}^{-1} \sigma_{k}^{x}\right) \sigma_{0}^{z}$. Starting from the fermionic Hamiltonian, a natural choice for a different set of JW transformations is one that maintains an exact correspondence between $a_{0}$ and $\sigma_{0}^{z}$. In order to do this, we define a new string operator that starts at the center of the chain at site 0 and then wraps around from $+\infty$ to $-\infty$ :

$$
\begin{align*}
& a_{j}= \begin{cases}\left(\prod_{k=-\infty}^{j-1} \sigma_{k}^{x}\right)\left(\prod_{k=0}^{\infty} \sigma_{k}^{x}\right) \sigma_{j}^{z} & j<0 \\
\left(\prod_{k=0}^{j-1} \sigma_{k}^{x}\right) \sigma_{j}^{z} & j \geq 0\end{cases}  \tag{3.20}\\
& b_{j}= \begin{cases}i\left(\prod_{k=-\infty}^{j} \sigma_{k}^{x}\right)\left(\prod_{k=0}^{\infty} \sigma_{k}^{x}\right) \sigma_{j}^{z} & j<0 \\
i\left(\prod_{k=0}^{j} \sigma_{k}^{x}\right) \sigma_{j}^{z} & j \geq 0\end{cases} \tag{3.21}
\end{align*}
$$

Under such a JW transformation, $a_{0}$ trivially transforms into $\sigma_{0}^{z}$, allowing us to directly compare the strong zero modes living on the boundary. However, the Hamiltonian $H_{\mathrm{BI}}$ also changes:

$$
\begin{equation*}
H_{\mathrm{BI}}^{\prime}=-J_{1} \sum_{j=-\infty}^{-2} \sigma_{j}^{z} \sigma_{j+1}^{z}-J_{2} \sum_{j=0}^{\infty} \sigma_{j}^{z} \sigma_{j+1}^{z}-h_{1} \sum_{j=-\infty}^{-1} \sigma_{j}^{x}-h_{2} \sum_{j=0}^{\infty} \sigma_{j}^{x}-J_{1}\left(\prod_{k=-\infty}^{\infty} \sigma_{k}^{x}\right) \sigma_{-1}^{z} \sigma_{0}^{z} \tag{3.22}
\end{equation*}
$$

The JW string attached to $\sigma_{-1}^{z}$ is no longer cancelled by that attached to $\sigma_{0}^{z}$, and thus the coupling between the two chains picks up a nonlocal factor of a global spin flip about the $\hat{x}$ axis, the symmetry operator $\mathcal{F}$. This factor drives a significant difference in physics between the spin and fermionic SZMs, as we have seen.

### 3.8 Exact Solution for the spin boundary SZM

In this Appendix, we shall prove the existence of an exact SZM starting at the boundary spin $\sigma_{0}^{z}$ between two transverse field Ising chains with different couplings. In particular we focus on the same Hamiltonian as we considered earlier but with the left-hand chain a finite $N$ sites long:

$$
\begin{equation*}
H_{\mathrm{BI}}=-J_{1} \sum_{j=-N}^{-1} \sigma_{j}^{z} \sigma_{j+1}^{z}-J_{2} \sum_{j=0}^{\infty} \sigma_{j}^{z} \sigma_{j+1}^{z}-h_{1} \sum_{j=-\infty}^{-1} \sigma_{j}^{x}-h_{2} \sum_{j=0}^{\infty} \sigma_{j}^{x} \tag{3.23}
\end{equation*}
$$

We will solve the case $N=1$ exactly, and provide evidence that as $N \rightarrow \infty$ the SZM converges.

We will often consider the same Hamiltonian written in terms of $a_{i}, b_{i}$, the usual Majorana fermion operators defined with a Jordan-Wigner string starting from the left edge of the chain, see Eq. 3.12 .

$$
\begin{equation*}
H_{\mathrm{FBI}}=-i J_{1} \sum_{j=-N}^{-1} b_{j} a_{j+1}-i J_{2} \sum_{j=0}^{\infty} b_{j} a_{j+1}-i h_{1} \sum_{j=-\infty}^{-1} a_{j} b_{j}-i h_{2} \sum_{j=0}^{\infty} a_{j} b_{j} . \tag{3.24}
\end{equation*}
$$

### 3.8.1 Ansatz

We will use the following ansatz for the SZM:

$$
\begin{equation*}
\Psi_{N}=i^{N} \mathcal{N} \sum_{\substack{i_{0}<\cdots<i_{N} \\ j_{0}<\cdots<j_{N-1}}} A_{i_{0} \ldots i_{N}} B_{j_{0} \ldots j_{N-1}} a_{i_{0}} b_{j_{0}} a_{i_{1}} b_{j_{1}} \ldots a_{i_{N}} \tag{3.25}
\end{equation*}
$$

for real scalar coefficients $A, B$ and normalization $\mathcal{N}$. Additionally, to ensure the normalization $\mathcal{N}$ measures the overlap with the boundary spin $\sigma_{0}^{z}=i^{N}\left(\prod_{j=-N}^{-1} a_{j} b_{j}\right) a_{0}$, we fix the coefficent of this term in the sum to one: $A_{-N,-N+1, \ldots, 0}=B_{-N,-N+1, \ldots,-1}=1$.

The use of this ansatz enforces two major assumptions: firstly, every term in the SZM expansion has the same number of $a$ and $b$ Majorana fermion operators; secondly, the magnitude of each term in the expansion can be factorized into two contributions which only depend on which $a$ or $b$ operators are present independently. As observed earlier, the total number of Majorana operators remaining constant in each term of $\Psi_{N}$ immediately follows from the quadratic, free-fermion nature of $H_{\mathrm{BI}}$. The further separate conservation of $a$ and $b$ operator number is natural if we insist that, as well as commuting with the Hamiltonian, the SZM must be related to the boundary spin by a unitary transform: $\Psi_{N}=U^{\dagger} \sigma_{0}^{z} U$. This ensures that the SZM squares to the identity, $\Psi_{N}^{2}=1$. It is also consistent with the understanding that the SZM is a consequence of the emergent $\mathrm{U}(1)$ symmetry revealed by a local unitary transformation of the Hamiltonian to a new Hamiltonian under which the boundary spin is conserved exactly 14 .

In order to explain the separate conservation of $a$ and $b$ operator number, let us first assume the converse, so that $\Psi_{N}$ consists of the sums of arbitrary strings of $a$ and $b$ operators
total length $2 N+1$. Let the number of $a$ operators in a given string $s$ be $N_{a}(s)$, and let the commutator $C=\left[H_{\mathrm{BI}}, \Psi_{N}\right]$. For $\Psi_{N}$ to commute with the Hamiltonian every term in $C$ must individually vanish. Notice that one commutation with $H_{B I}$ changes the number of $a$ operators in a string by $\pm 1$; thus, each operator string $s$ with $N_{a}(s)=n$ in $C$ originated from an operator string $s^{\prime}$ with $N_{a}\left(s^{\prime}\right)=n \pm 1$ in $\Psi_{N}$. This means that enforcing commutation with the Hamiltonian only relates the coefficients of operator strings in $\Psi_{N}$ with the same parity of $N_{a}(s)$. We can thus neglect any operator string in $\Psi_{N}$ with opposite $N_{a}$-parity to the zeroth order term $\sigma_{0}^{z}$.

Having established this condition on operator strings in $\Psi_{N}$, let us turn to the form of the unitary transform $U$. Without loss of generality, we may write as $U=e^{G}$ for anti-Hermitian $G$. Every possible operator string with the same total Majorana fermion operator number as $\sigma_{0}^{z}$ can be generated by a unitary transform defined by

$$
\begin{equation*}
G=\sum_{i, j=-N}^{\infty}\left(\alpha_{i j} a_{i} a_{j}+\beta_{i j} b_{i} b_{j}+\gamma_{i j} a_{i} b_{j}\right), \tag{3.26}
\end{equation*}
$$

for arbitrary constants $\alpha_{i j}, \beta_{i j}$ and $\gamma_{i j}$. However, the $a_{i} b_{j}$ terms in $G$ will result in operator strings in $\Psi_{N}$ of arbitrary $N_{a}$-parity; thus, from the discussion above, we must set $\gamma_{i j}=0$. Possible additional terms in $G$ greater than quadratic in Majorana fermion operators, which could feasibly conserve $N_{a}$-parity by changing $N_{a}\left(\sigma_{0}^{z}\right)$ by an even number, such as $a_{i} a_{j} b_{k} b_{l}$, will generically not conserve total Majorana fermion operator number. The remaining terms in $G$ conserve the number of $a$ and $b$ operators exactly. Furthermore, notice that if $\gamma_{i j}=0$, $U$ splits into two mutually commuting parts: $U=U_{a} U_{b}=e^{G_{a}} e^{G_{b}}$, where $G_{a}=\sum \alpha_{i j} a_{i} a_{j}$ and $G_{b}=\sum \beta_{i j} b_{i} b_{j}$. This justifies the factorization of the magnitude of each term in our ansatz for $\Psi_{N}$ into two contributions $A$ and $B$ which only depend on which $a$ or $b$ operators are present respectively.

### 3.8.2 Counting terms involving a fixed number of hops

Having defined the ansatz, we now wish to consider how many terms there are of a given order when we send $N$ to infinity. The order in perturbation theory each term in this ansatz appears is given by the minimum number of 'hops' each Majorana fermion operator $a_{i}$ and $b_{j}$ must make on their respective sublattices to reach that term from their initial positions at zeroth order, $S a_{0}$, where $S$ is the product of all $a_{i} \mathrm{~S}$ and $b_{i} \mathrm{~s}$ for $i<0$. For example, in the ferromagnetic regime of both chains, a fermion-operator product that can be reached from $S a_{0}$ in no fewer than $n$ hops will appear at leading order $\propto\left(\prod_{\mathrm{j}} h(j) J(j)\right) /\left(J_{1}^{2}-J_{2}^{2}\right)^{n}$, where $h(j)$ and $J(j)$ are the $h$ and $J$ associated with hop $j$ of $n$. One can calculate the coefficients using the appropriate $G$, which we find to be

$$
\begin{array}{r}
G \approx \sum_{n=0}^{\infty} \frac{1}{2\left(J_{1}^{2}-J_{2}^{2}\right)^{n}} \sum_{m=0}^{n-1}(-1)^{m+1}\binom{n-1}{m}\left(\left(J_{1} h_{1}\right)^{m}\left(J_{2} h_{2}\right)^{n-m} a_{-m} a_{n-m}+\right.  \tag{3.27}\\
\left.\left(h_{2} / h_{1}\right)\left(J_{1} h_{1}\right)^{n-m}\left(J_{2} h_{2}\right)^{m} b_{m-n} b_{m}\right)
\end{array}
$$

to term-wise leading order in $\left(J_{1}^{2}-J_{2}^{2}\right)^{-1}$.
In particular, we can map terms of order $n$ with $m$ ' $a$ ' hops and $n-m$ ' $b$ ' hops to simultaneous partitions of the integers $m$ and $n-m$. To see this, note that any given ' $a$ ' or ' $b$ ' can't have made any more hops than a fermion of the same type to its right; therefore, we can associate any partition with a collection of hops of one type of fermion uniquely, assigning the largest integer to the rightmost fermion of that flavor, the second largest integer to the fermion immediately to its left, and so on. The number of partitions $p(n)$ of an integer $n$ is well known to be bounded by $(1 / 4 \sqrt{3} n) \exp (\pi \sqrt{2 n / 3})$. We can then bound the number of $n$ hop terms $q(n)$ for even $n \geq 8$ by

$$
\begin{equation*}
q(n)=\sum_{m=0}^{n} p(m) p(n-m)<n p\left(\frac{n}{2}\right)^{2}<\frac{1}{12 n} \exp \left(\pi \sqrt{\frac{4 n}{3}}\right) \tag{3.28}
\end{equation*}
$$

which is subexponential in $n$. This inequality in fact also holds for odd $n \geq 9$ if we replace $p(n / 2)^{2}$ in the middle expression with $p((n-1) / 2) p((n+1) / 2)$. If the coefficients of the terms themselves are also at most exponential in $n$, the norm of the operator formed by just keeping the leading order coefficients of terms in the SZM can be bounded by a geometric series, and will therefore be finite within some radius of convergence. We have not set such a tight enough bound for the coefficients, but from our programmatic calculation up to 10th order in perturbation theory, we believe this to be the case.

### 3.8.3 Single boundary spin

We turn to dealing exactly with the case $N=1$, that is, when there is a single spin on the edge. In this case, our ansatz becomes

$$
\begin{equation*}
\Psi_{3}=i \mathcal{N} \sum_{l=-1}^{\infty} \sum_{j=-1}^{\infty} \sum_{k=j+1}^{\infty} A_{j, k} B_{l} a_{j} a_{k} b_{l} \tag{3.29}
\end{equation*}
$$

where we set $A_{-1,0}=B_{-1}=1$.
We want to find the appropriate $A_{j, k}, B_{l}$ such that each term in the commutator $C=$ [ $H_{\mathrm{BI}}, \Psi_{3}$ ] vanishes. Given the form of the ansatz and the Hamiltonian, operator strings in $C$ necessarily have the form $a_{m} b_{n} b_{p}$ or $a_{m} a_{n} a_{p}$. In order to visualize the contributions to each term in $C$, it is helpful to represent operator strings as diagrams as in Fig. 3.7. Splitting each lattice site in two, the presence of Majorana fermion operators $a$ and $b$ on a lattice site in a string are represented by filled circles on the upper or lower chain respectively. The action of commuting the string by $H_{\mathrm{BI}}$ amounts to 'hopping' filled circles in this diagram to neighboring sites, with a hard-core constraint.

In particular, the diagram in Fig. 3.7 shows the contributions to the operator strings in $C$ of the form $a_{-1} b_{-1} b_{m}$ for $m \geq 0$. Here two of the Majorana operators remain in their original positions in $\sigma_{0}^{z}$ and one moves away. Demanding these terms vanish thus leads to


Figure 3.7: The links of the chain depict the Hamiltonian couplings, while the filled circles denote an operator string, in this case $a_{-1} b_{-1} b_{2}$. The red arrows show how this string may be obtained from strings in $\Psi_{3}$ by the commutation $\left[H, \Psi_{3}\right]$.
the conditions:

$$
\begin{align*}
J_{2} A_{-1, m+1} & -h_{2} A_{-1, m}-J_{1} B_{m}=0 \\
A_{-1, m+1} & =\frac{h_{2}}{J_{2}} A_{-1, m}-\frac{J_{1}}{J_{2}} B_{m} \quad m \geq 0 \tag{3.30}
\end{align*}
$$

Recursively substituting the left hand side of equation (3.30) into the right hand side, we may eliminate the $A_{1, j}$ entirely from the right hand side to find:

$$
\begin{equation*}
A_{-1, m+1}=\sum_{j=0}^{m} \frac{h_{2}^{m-j}}{J_{2}^{m-j+1}} J_{1} B_{j}+\left(\frac{h_{2}}{J_{2}}\right)^{m+1} \quad m \geq 0 \tag{3.31}
\end{equation*}
$$

where we have used $A_{-1,0}=1$. We find $A_{0, m}$ from similar constraints on strings in $C$ of the form $a_{0} b_{-1} b_{m}$ :

$$
\begin{array}{ll}
J_{2} A_{0, m+1}-h_{2} A_{0, m}-h_{1} B_{m}=0 & m \geq 1 \\
J_{2} A_{0,1}-h_{1} B_{0}=0 & \\
\Longrightarrow A_{0, m+1}=\sum_{j=0}^{m} \frac{h_{2}^{m-j}}{J_{2}^{m-j+1}} h_{1} B_{j} & m \geq 0 \tag{3.33}
\end{array}
$$

Continuing to focus on strings in $C$ with only one Majorana fermion operator different from $\sigma_{0}^{z}$, let us consider those of form $a_{-1} a_{0} a_{m}$ for $m>0$ (Fig 3.8). These impose the conditions:

$$
J_{2} B_{m-1}-h_{2} B_{m}-h_{1} A_{0, m}-J_{1} A_{-1, m}+h_{2} B_{0} A_{-1, m}=0 \quad m \geq 1
$$

Rewriting $A_{0, m}$ and $A_{1, m}$ using equations (3.31) and (3.33) we find:

$$
\begin{equation*}
h_{2} B_{m}=J_{2} B_{m-1}+\sum_{j=0}^{m-1}\left[\left(h_{2} B_{0}-J_{1}\right) \frac{h_{2}^{m-j-1}}{J_{2}^{m-j}} J_{1}-\frac{h_{2}^{m-j-1}}{J_{2}^{m-j}} h_{1}^{2}\right] B_{j}+\left(h_{2} B_{0}-J_{1}\right)\left(\frac{h_{2}}{J_{2}}\right)^{m} \tag{3.34}
\end{equation*}
$$



Figure 3.8: As in Fig. 1, the filled circles denote an operator string, in this case $a_{-1} a_{-0} a_{2}$. The red arrows show how this string may be obtained from strings in $\Psi_{3}$ by the commutation $\left[H, \Psi_{3}\right]$.

This is a recurrence relation for $B_{m}$ in terms of $B_{j}$ with $j<m$, suggesting we may be able to solve for arbitrary $B_{m}$ in terms of some initial set. Considerable simplification is possible if we first extract the last, $(m-1)$-th term from the sum on the right hand side:

$$
\begin{aligned}
h_{2} B_{m}= & \frac{1}{J_{2}}\left(J_{2}^{2}+h_{2} B_{0} J_{1}-h_{1}^{2}\right) B_{m-1}+ \\
& \frac{h_{2}}{J_{2}}\left(\sum_{j=0}^{m-2}\left[\left(h_{2} B_{0}-J_{1}\right) \frac{h_{2}^{m-j-2}}{J_{2}^{m-j-1}} J_{1}-\frac{h_{2}^{m-j-2}}{J_{2}^{m-j-1}} h_{1}^{2}\right] B_{j}+\left(h_{2} B_{0}-J_{1}\right)\left(\frac{h_{2}}{J_{2}}\right)^{m-1}\right)
\end{aligned}
$$

We can now replace the term in the large brackets using equation 3.34 but with $m \rightarrow$ $(m-1)$ :

$$
\begin{align*}
h_{2} B_{m} & =\frac{1}{J_{2}}\left(J_{2}^{2}+h_{2} B_{0} J_{1}-h_{1}^{2}\right) B_{m-1}+\frac{h_{2}}{J_{2}}\left(h_{2} B_{m-1}-J_{2} B_{m-2}\right) \\
B_{m} & =\alpha B_{m-1}-B_{m-2} \tag{3.35}
\end{align*}
$$

for $\alpha=\frac{1}{h_{2} J_{2}}\left(J_{2}^{2}-J_{1}^{2}+h_{2}^{2}-h_{1}^{2}+h_{2} J_{1} B_{0}\right)$. Equation (3.35) is a recurrence relation with constant coefficents and two unknown initial conditions, $B_{0}$ and $B_{1}$. However, $B_{1}$ can be directly calculated in terms of $B_{0}$ from equation with $m=1$ as $B_{1}=\alpha B_{0}-J_{1} / J_{2}$. Thus, using basic combinatorics, we can now immediately solve for arbitrary $B_{m}$ in terms of $B_{0}$.

The most illuminating form of the solution for our purposes will be the generating function for the $B_{m}$, which is simply

$$
\begin{equation*}
G(x)=\sum_{j=0}^{\infty} B_{j} x^{j}=\frac{B_{0}-\left(J_{1} / J_{2}\right) x}{1-\alpha x+x^{2}} \tag{3.36}
\end{equation*}
$$

Notice that the polynomial on the denominator is palindromic: it is self-reciprocal. Thus its roots can be written as $\lambda$ and $\lambda^{-1}$. Let us assume for the moment that both roots are real, and choose $\lambda \geq 1$, so that $\lambda^{-1} \leq 1$. Factoring the denominator as $(1-\lambda x)\left(1-\lambda^{-1} x\right)$ and expanding $G(x)$ as partial fractions, we find:

$$
\begin{aligned}
G(x) & =\frac{c_{1}}{1-\lambda x}+\frac{c_{2}}{1-\lambda^{-1} x} \\
& =c_{1}\left(1+\lambda x+\lambda^{2} x^{2}+\ldots\right)+c_{2}\left(1+\lambda^{-1} x+\lambda^{-2} x^{2}+\ldots\right),
\end{aligned}
$$

for constants $c_{1}, c_{2}$. Because $\lambda>1, G(x)$ diverges, which means that $B_{m}$ becomes larger and larger with $m$, and the SZM is delocalized. In order to avoid this fate, we must choose $B_{0}$ such that the numerator polynomial in equation (3.36) cancels the factor of $(1-\lambda x)$ in the denominator:

$$
\begin{equation*}
\frac{B_{0}-\left(J_{1} / J_{2}\right) x}{(1-\lambda x)}=B_{0} \quad \forall x \tag{3.37}
\end{equation*}
$$

where the constant on the right hand side must be $B_{0}$ for $G(0)=B_{0}$. Notice also $\lambda$ depends on $B_{0}$ through $\alpha$. Thus finally

$$
\begin{align*}
B_{0} & =\frac{J_{1}}{J_{2}} \lambda^{-1} \\
& =\frac{J_{1}}{h_{2}} \frac{\Delta_{h^{2}}+\Delta_{J^{2}} \pm \sqrt{\left(\left(h_{1}-h_{2}\right)^{2}+\Delta_{J^{2}}\right)\left(\left(h_{1}+h_{2}\right)^{2}+\Delta_{J^{2}}\right)}}{2 \Delta_{J^{2}}} \tag{3.38}
\end{align*}
$$

where we have defined $\Delta_{h^{2}}=h_{1}^{2}-h_{2}^{2}$ and $\Delta_{J^{2}}=J_{1}^{2}-J_{2}^{2}$. If $\Delta_{h^{2}}+\Delta_{J^{2}}>0$ we take the negative branch of the solution, and vice versa, in order to minimize $\lambda^{-1}$ and ensure convergence if possible.

On substituting (3.37) into (3.36), we obtain the standard geometric series generating function, immediately implying

$$
\begin{equation*}
B_{m}=\left(\frac{J_{2}}{J_{1}}\right)^{m} B_{0}^{m+1} \tag{3.39}
\end{equation*}
$$

As an interesting aside, although we have not made any assumptions in the derivation above as to the phase of the underlying transverse-field Ising chains, we remark here that if we do assume both chains are in the ferromagnetic phase and Taylor expand $B_{0}$ around $h_{1}=0$ and $h_{2}=0$, we find that the $h_{1}^{2 n} h_{2}^{2 k+1}$ term has numerical coefficient equal to $N(n, k)$, the number on the $n$-th row and $k$-th column of the Narayana triangle, for $n, k \geq 1$. In fact, $B_{0}$ is equivalent to the generating function for the Narayana numbers under the substitution $t=h_{2}^{2} / h_{1}^{2}$ and $z=-h_{1}^{2} / \Delta_{J^{2}}$. 97]. One way of understanding this combinatorially is the following: in the perturbative construction of the SZM, after acting once with $h_{2}$ to obtain the lowest order possible operator string with $b_{0}$ present, the number of ways to act $2 n$ times with the $h_{1}$ part of the Hamiltonian and $2 k$ times with the $h_{2}$ part of the Hamiltonian and return to an operator string with $b_{0}$ present is exactly equal to number Dyck words of $n$ pairs of matching brackets [ and ] with $k$ nestings.

Let us now return to solving for the SZM by calculating the $A_{n, m}$. Substituting $B_{m}$ from equation (3.39) into equations (3.31) and (3.33) yields solutions for $A_{-1, m}$ and $A_{0, m}$ as the results of partial geometric sums. To calculate $A_{n, m}$ for $n>0$, we will need to appeal to further conditions on the vanishing commutator $C=0$. In particular, consider strings in $C$
of the form $a_{n} b_{n-1} b_{m}$ for $n>0$ :

$$
\begin{align*}
& J_{2} A_{n, m+1} B_{n-1}-h_{2} A_{n, m} B_{n-1}-h_{2} A_{n-1, n} B_{m}=0 \quad m \geq n+1 \\
& J_{2} A_{n, n+1} B_{n-1}-h_{2} A_{n-1, n} B_{n}=0 \quad n>0  \tag{3.40}\\
& \Longrightarrow A_{n, m+1}=\frac{A_{n-1, n}}{B_{n-1}} \sum_{j=n}^{m} B_{j}\left(\frac{h_{2}}{J_{2}}\right)^{m-j+1} \quad n>0, m>n \tag{3.41}
\end{align*}
$$

Substituting $B_{n} / B_{n-1}=\left(J_{2} / J_{1}\right) B_{0}$ and $A_{0,1}=\left(h_{1} / J_{2}\right) B_{0}$ from equation (3.32) into equation (3.40) trivially leads to $A_{n-1, n}=\frac{h_{1}}{J_{2}}\left(\frac{h_{2}}{J_{1}}\right)^{n-1} B_{0}^{n}$ for $n>0$. This allows us to evaluate the sum (3.41) as another geometric series. Finally, we obtain the following solution for all $A_{n, m}$ :

$$
A_{n, m}= \begin{cases}\gamma\left[\left(h_{2} J_{1}+B_{0} \Delta_{J^{2}}\right)\left(\frac{h_{2}}{J_{2}}\right)^{m}-B_{0} J_{1}^{2}\left(\frac{B_{0} J_{2}}{J_{1}}\right)^{m}\right], & n=-1  \tag{3.42}\\ \gamma \frac{h_{1} B_{0}}{J_{2}}\left(\frac{h_{2} B_{0}}{J_{1}}\right)^{n}\left[h_{2} J_{1}\left(\frac{h_{2}}{J_{2}}\right)^{m-n-1}-B_{0} J_{2}^{2}\left(\frac{B_{0} J_{2}}{J_{1}}\right)^{m-n-1}\right], & n>-1\end{cases}
$$

where we have defined $\gamma=\left(h_{2} J_{1}-B_{0} J_{2}^{2}\right)^{-1}$.
Now that we have a complete solution for $B_{n}$ and $A_{n, m}$, several remarks are in order. Firstly, while we have used the fact that specific terms in the commutator with the Hamiltonian $C$ vanish to fully specify the $A_{n, m}$ and $B_{m}$, one should, and can, check that for solutions of the above form, all terms in $C$ vanish. Secondly, for the SZM we require localization, such that the $A_{n, m}$ and $B_{m}$ are exponentially decreasing functions of $n$ and $m$. This is manifestly satisfied if the magnitudes of the ratios $\frac{h_{2}}{J_{2}}$ and $\frac{J_{2} B_{0}}{J_{1}}$ are less than one. Of course, we also require that $B_{0}$ be real so that the SZM is Hermitian.

The final calculation and condition on the exact strong zero mode is that the normalization $\mathcal{N}$ must converge. For an ansatz of the form (3.29), the normalization is given by

$$
\begin{equation*}
\mathcal{N}^{-2}=\left(\sum_{l=-1}^{\infty} B_{l}^{2}\right)\left(\sum_{j=-1}^{\infty} \sum_{k=j+1}^{\infty} A_{j, k}^{2}\right) \tag{3.43}
\end{equation*}
$$

Using the explicit forms of $B_{m}$ and $A_{j, k}$, this sum can be easily computed as the sum of several geometric series, yielding:

$$
\begin{align*}
\mathcal{N}^{-2}= & \left(\left(h_{2}^{2}-J_{2}^{2}\right)\left(J_{1}-B_{0} h_{2}\right)^{2}\left(B_{0}^{2} J_{2}^{2}-J_{1}^{2}\right)\right)^{-1}\left(B_{0} J_{1}^{4}\left(B_{0}\left(h_{1}^{2}-2 h_{2}^{2}+J_{1}^{2}\right)+2 h_{2} J_{1}-B_{0}^{3} h_{2}^{2}\right)\right. \\
& \left.+J_{1}^{2} J_{2}^{2}\left(J_{1}-B_{0} h_{2}\right)\left(J_{1}-\left(2 B_{0}^{3}+B_{0}\right) h_{2}\right)-B_{0}^{2} J_{2}^{4}\left(J_{1}-B_{0} h_{2}\right)^{2}\right) \tag{3.44}
\end{align*}
$$

The normalization converges under the same conditions for the $A_{j}, k$ and $B_{m}$ remain localized. In particular, solving for the roots of the denominator which give the limit of
convergence, we find:

$$
\begin{aligned}
& h_{2}=J_{2}, \\
& J_{1}= \pm \sqrt{J_{2} \frac{h_{1}^{2}-\left(h_{2}-J_{2}\right)^{2}}{h_{2}-J_{2}}} \\
& J_{1}= \pm \sqrt{J_{2} \frac{-h_{1}^{2}+\left(h_{2}+J_{2}\right)^{2}}{h_{2}+J_{2}}} .
\end{aligned}
$$

For example, for $h_{1}=h_{2}=0.1$ and $J_{2}=1$, the normalization converges for $J_{1}<0.9428 \ldots$ and $J_{1}>1.0444 \ldots$, in agreement with the numerics in Figure 3.5.

### 3.9 Operator perturbation theory

### 3.9.1 Background and proof of SZM construction

Earlier we gave the intuition that resonances occur when there is an energy conserving process to flip the degree of freedom associated with the $0^{\text {th }}$ order term of the almost SZM using terms from the perturbative part of the Hamiltonian. However, there were other resonances we could imagine existing based on this reasoning that we don't actually observe. In the boundary Ising model, for instance, if in addition to flipping spin -1 with $-J_{1} \sigma_{-1}^{z} \sigma_{0}^{z}$ and spin 0 with $-h_{2} \sigma_{0}^{x}$ we also flipped spins -3 and -2 with $-J_{1} \sigma_{-3}^{z} \sigma_{-2}^{z}$, we could have an energy conserving process at $h_{1}=J_{2} / 3$ coming in at third order, but no such term exists.

Here we lay out another way to construct almost SZMs (or SZMs) that is helpful for gaining insight into why certain poles appear or do not appear in a given mode. This construction uses an operator perturbation theory; the intuition is that because the (almost) SZM (approximately) does not evolve in time, we should be able to write it as a linear combination of operators that are stationary under evolution by the Liouvillian (i.e. the commutator with the Hamiltonian). When we perturb the Hamiltonian, and thus the Liouvillian and its stationary operators, the corresponding linear combination of perturbed operators should still be approximately stationary. We can think of this in analogy to ordinary perturbation theory on a system's eigenstates. Here instead we're concerned with eigenoperators of the Louivillian, which is a linear superoperator (i.e. a map from operator space to itself).

We will utilize the operator perturbation theory derived in Ref. [102] to construct SZMs. First we will restate the relevant definitions. We consider perturbing a Hamiltonian $H_{0} \rightarrow$ $H_{0}+\lambda H_{1}$, where we know how to diagonalize $H_{0}$,

$$
\begin{equation*}
H_{0}\left|n^{(0)}\right\rangle=E_{n}^{(0)}\left|n^{(0)}\right\rangle \tag{3.45}
\end{equation*}
$$

We will also define the Liouville superoperators

$$
\begin{align*}
L_{0} & =\left[H_{0}, \cdot\right]  \tag{3.46}\\
L_{1} & =\left[H_{1}, \cdot\right]  \tag{3.47}\\
L & =[H, \cdot] . \tag{3.48}
\end{align*}
$$

Analogously to applying perturbation theory to wavefunctions, Ref. [102 describes how operators change in the Heisenberg picture under the effect of the perturbation. To do this, we need some set of unperturbed basis operators $\left\{R_{n}^{(0)}\right\}$ that are eigenoperators of $L_{0}$ :

$$
\begin{equation*}
L_{0} R_{n}^{(0)}=\omega_{n}^{(0)} R_{n}^{(0)} \tag{3.49}
\end{equation*}
$$

such that

$$
\begin{equation*}
L_{0} \omega_{n}^{(0)}=0 \tag{3.50}
\end{equation*}
$$

where generically the eigenvalues $\left\{\omega_{n}^{(0)}\right\}$ are themselves allowed to be operators. In particular, one choice that will work for any $H_{0}$ is $\left\{R_{i j}^{(0)}\right\}$, with

$$
\begin{equation*}
R_{i j}^{(0)}=\left|i^{(0)}\right\rangle\left\langle j^{(0)}\right| \tag{3.51}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{i j}^{(0)}=E_{i}^{(0)}-E_{j}^{(0)}, \tag{3.52}
\end{equation*}
$$

as can be readily verified using Eq. (3.49).
Finally, we define perturbed versions of the eigenoperators and eigenvalues, and demand that they obey analogous conditions to Eqs. (3.49) and (3.50):

$$
\begin{align*}
S_{n} & =\sum_{m} \lambda^{n} R_{n}^{(m)}  \tag{3.53}\\
\Omega_{n} & =\sum_{m} \lambda^{n} \omega_{n}^{(m)} \tag{3.54}
\end{align*}
$$

such that

$$
\begin{align*}
& L S_{n}=\Omega_{n} S_{n}  \tag{3.55}\\
& L \Omega_{n}=0 . \tag{3.56}
\end{align*}
$$

With these definitions out of the way, we will decompose the unperturbed SZM into the $\left\{R_{i j}^{(0)}\right\}$ basis,

$$
\begin{equation*}
\Psi^{(0)}=\sum_{i, j} c_{i j} R_{i j}^{(0)} \tag{3.57}
\end{equation*}
$$

and prove that by replacing each $R_{i j}^{(0)}$ with $S_{i j}$ we get the SZM in the perturbed system (or an almost SZM, truncating appropriately):

$$
\begin{equation*}
\Psi=\sum_{i, j} c_{i j} S_{i j} \tag{3.58}
\end{equation*}
$$

as long as the perturbation does not break the symmetry associated with the SZM. Proof. Let $\psi=\sum_{i, j} c_{i j} S_{i j}$. Then acting with $L$ we have

$$
\begin{equation*}
L \psi=\sum_{i, j} c_{i j} L S_{i j}=\sum_{i, j} c_{i j} \Omega_{i j} S_{i j} \tag{3.59}
\end{equation*}
$$

Now, since

$$
\begin{align*}
\Psi^{(0)} & =\sum_{i j}\left|i^{(0)}\right\rangle\left\langle i^{(0)}\right| \Psi^{(0)}\left|j^{(0)}\right\rangle\left\langle j^{(0)}\right| \\
& =\sum_{i j}\left\langle i^{(0)}\right| \Psi^{(0)}\left|j^{(0)}\right\rangle R_{i j}^{(0)}, \tag{3.60}
\end{align*}
$$

we have that $c_{i j}=\left\langle i^{(0)}\right| \Psi^{(0)}\left|j^{(0)}\right\rangle$. Furthermore, we know that, up to corrections exponentially suppressed in $L, \Psi^{(0)}$ takes each eigenstate of $H_{0}$ to a state in another sector of the associated symmetry [87]. These pairs (or, generally, groups of $m$ states for SZMs with $\Psi^{m}=1$ ) will also be degenerate up to exponentially small corrections in $L$, and if the pertubation doesn't break the SZM's symmetry that degeneracy will be preserved.

Then since for this basis $\omega_{i j}^{(n)}=E_{i}^{(n)}-E_{j}^{(n)} 102$, we have $\Omega_{i j}=E_{i}-E_{j}$. So for any $i, j$, either $c_{i j}$ or $\Omega_{i j}$ is exponentially small in $L$. Thus $\|L \psi\|=\left\|\sum_{i, j} c_{i j} \Omega_{i j} S_{i j}\right\|<e^{-\alpha L}$ for some constant $\alpha$, and $\psi$ is an SZM.

### 3.9.2 Operators SZM construction for the boundary Ising model

Now we will apply operator perturbation theory to reconstruct the almost SZM for the boundary Ising model to second order. In doing so, we will be a little more general and not specify $H_{0}$ other than requiring that it has an unperturbed SZM $\Psi^{(0)}=\sigma_{0}^{z}$ and the eigenstates we will specify below. We will, however, specify $V$ :

$$
\begin{equation*}
V_{\mathrm{BI}}=-J_{1} \sum_{j=-\infty}^{-1} \sigma_{j}^{z} \sigma_{j+1}^{z}-h_{2} \sum_{j=0}^{\infty} \sigma_{j}^{x} . \tag{3.61}
\end{equation*}
$$

We will also work in the basis of states

$$
\begin{equation*}
\left\{\left(\bigotimes_{\alpha=-\infty}^{-1}\left|\leftrightarrow_{\alpha}\right\rangle\right) \otimes\left(\bigotimes_{\beta=0}^{\infty}\left|\imath_{\beta}\right\rangle\right)\right\} \tag{3.62}
\end{equation*}
$$

where $\left|\leftrightarrow_{\alpha}\right\rangle$ is an eigenstate of $\sigma_{\alpha}^{x}$ and $\left|\downarrow_{\beta}\right\rangle$ is an eigenstate of $\sigma_{\beta}^{z}$. In particular, these are eigenstates for $H_{\mathrm{BI}}\left[J_{1}=h_{2}=0\right]$. Finally, for simplicity we will adopt some notation. First, in the expressions that follow we will drop (0) superscripts for the unperturbed states and energies. Indices $i$ and $j$ will refer to elements of the basis Eq. (3.62), whereas $\alpha$ and $\beta$ will refer to sites. A prime on a Greek letter or a number, e.g. $\alpha^{\prime}$, will refer to flipping that spin,
and a double prime refers to flipping a spin as well as the spin to the right (so $\beta^{\prime \prime}$ refers to flipping spins $\beta$ and $\beta+1$ ).

For the $R_{i j}$ basis we're using, corrections to a basis operator can be written in terms of the perturbative corrections to the eigenstates 102:

$$
\begin{equation*}
R_{i j}^{(n)}=\sum_{m=0}^{n}\left|i^{(m)}\right\rangle\left\langle j^{(n-m)}\right| . \tag{3.63}
\end{equation*}
$$

We then note that since $\Psi^{(0)}=\sigma_{0}^{z}$ is diagonal in this basis, we only need corrections to $R_{i i}$ :

$$
\begin{equation*}
\Psi^{(0)}=\sum_{i j}\langle i| \sigma_{0}^{z}|j\rangle R_{i j}^{(0)}=\sum_{i}\langle i| \sigma_{0}^{z}|i\rangle R_{i i}^{(0)}, \tag{3.64}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\Psi^{(n)}=\sum_{i}\langle i| \sigma_{0}^{z}|i\rangle R_{i i}^{(n)} \tag{3.65}
\end{equation*}
$$

The first and second order corrections are

$$
\begin{equation*}
R_{i i}^{(1)}=-h_{2} \sum_{\alpha \geq 0} \frac{\left|i ; \alpha^{\prime}\right\rangle\langle i|+\text { h.c. }}{E_{i}-E_{i}^{\alpha^{\prime}}}-J_{1} \sum_{\alpha<-1} \frac{\left|i ; \alpha^{\prime \prime}\right\rangle\langle i|+\text { h.c. }}{E_{i}-E_{i}^{\alpha^{\prime \prime}}}-J_{1}\langle i| \sigma_{0}^{z}|i\rangle \frac{\left|i ;-1^{\prime}\right\rangle\langle i|+\text { h.c. }}{E_{i}-E_{i}^{-1^{\prime}}} \tag{3.66}
\end{equation*}
$$

and

$$
\begin{align*}
& R_{i i}^{(2)}=h_{2}^{2}\left(\sum_{\substack{\alpha, \beta \geq 0 \\
\alpha \neq \beta}} \frac{\left|i ; \alpha^{\prime} \beta^{\prime}\right\rangle\langle i|+\text { h.c. }}{\left(E_{i}-E_{i}^{\alpha^{\prime}}\right)\left(E_{i}-E_{i}^{\alpha^{\prime} \beta^{\prime}}\right)}-\sum_{\alpha \geq 0} \frac{|i\rangle\langle i|}{\left(E_{i}-E_{i}^{\alpha^{\prime}}\right)^{2}}+\sum_{\alpha, \beta \geq 0} \frac{\left|i ; \alpha^{\prime}\right\rangle\left\langle i ; \beta^{\prime}\right|}{\left(E_{i}-E_{i}^{\alpha^{\prime}}\right)\left(E_{i}-E_{i}^{\beta^{\prime}}\right)}\right) \\
& +J_{1}^{2}\left(\sum_{\substack{\alpha, \beta<-1 \\
\alpha \neq \beta}} \frac{\left|i ; \alpha^{\prime \prime} \beta^{\prime \prime}\right\rangle\langle i|+\text { h.c. }}{\left(E_{i}-E_{i}^{\alpha^{\prime \prime}}\right)\left(E_{i}-E_{i}^{\alpha^{\prime \prime} \beta^{\prime \prime}}\right)}-\sum_{\alpha<-1} \frac{|i\rangle\langle i|}{\left(E_{i}-E_{i}^{\alpha^{\prime \prime}}\right)^{2}}+\sum_{\alpha, \beta<-1} \frac{\left|i ; \alpha^{\prime \prime}\right\rangle\left\langle i ; \beta^{\prime \prime}\right|}{\left(E_{i}-E_{i}^{\alpha^{\prime \prime}}\right)\left(E_{i}-E_{i}^{\beta^{\prime \prime}}\right)}\right) \\
& +J_{1} h_{2} \sum_{\substack{\alpha \geq 0 \\
\beta<-1}}\left(\frac{\left(2 E_{i}-E_{i}^{\alpha^{\prime}}-E_{i}^{\beta^{\prime \prime}}\right)\left|i ; \alpha^{\prime} \beta^{\prime \prime}\right\rangle\langle i|+\text { h.c. }}{\left(E_{i}-E_{i}^{\alpha^{\prime}}\right)\left(E_{i}-E_{i}^{\beta^{\prime \prime}}\right)\left(E_{i}-E_{i}^{\alpha^{\prime} \beta^{\prime \prime}}\right)}+\frac{\left|i ; \alpha^{\prime}\right\rangle\left\langle i ; \beta^{\prime \prime}\right|+\text { h.c. }}{\left(E_{i}-E_{i}^{\alpha^{\prime}}\right)\left(E_{i}-E_{i}^{\beta^{\prime \prime}}\right)}\right) \\
& +J_{1} h_{2} \sum_{\substack{\alpha \geq 0}}\left(\left(\frac{\langle i| \sigma_{0}^{z}|i\rangle}{\left(E_{i}-E_{i}^{-1^{\prime}}\right)\left(E_{i}-E_{i}^{-1^{\prime} \alpha^{\prime}}\right)}+\frac{\left\langle i ; \alpha^{\prime}\right| \sigma_{0}^{z}\left|i ; \alpha^{\prime}\right\rangle}{\left(E_{i}-E_{i}^{\alpha^{\prime}}\right)\left(E_{i}-E_{i}^{-1^{\prime} \alpha^{\prime}}\right)}\right)\left(\left|i ;-1^{\prime} \alpha^{\prime}\right\rangle\langle i|+\text { h.c. }\right)\right. \\
& \left.+\frac{\langle i| \sigma_{0}^{z}|i\rangle\left(\left|i ; \alpha^{\prime}\right\rangle\left\langle i ;-1^{\prime}\right|+\text { h.c. }\right)}{\left(E_{i}-E_{i}^{\alpha^{\prime}}\right)\left(E_{i}-E_{i}^{-1^{\prime}}\right)}\right) \\
& +J_{1}^{2} \sum_{\alpha<-1}\left(\left(\frac{\left(2 E_{i}-E_{i}^{-1^{\prime}}-E_{i}^{\alpha^{\prime \prime}}\right)\langle i| \sigma_{0}^{z}|i\rangle}{\left(E_{i}-E_{i}^{-1^{\prime}}\right)\left(E_{i}-E_{i}^{\alpha^{\prime \prime}}\right)\left(E_{i}-E_{i}^{-1^{\prime} \alpha^{\prime \prime}}\right)}\right)\left(\left|i ;-1^{\prime} \alpha^{\prime \prime}\right\rangle\langle i|+\text { h.c. }\right)\right. \\
& \left.+\frac{\langle i| \sigma_{0}^{z}|i\rangle\left(\left|i ; \alpha^{\prime \prime}\right\rangle\left\langle i ;-1^{\prime}\right|+\text { h.c. }\right)}{\left(E_{i}-E_{i}^{\alpha^{\prime}}\right)\left(E_{i}-E_{i}^{-1^{\prime}}\right)}\right)+\frac{J_{1}^{2}}{\left(E_{i}-E_{i}^{\left.-1^{\prime}\right)^{2}}\right.}\left(\left|i ;-1^{\prime}\right\rangle\left\langle i ;-1^{\prime}\right|-|i\rangle\langle i|\right) . \tag{3.67}
\end{align*}
$$

When we plug the $R_{i i}^{(1)}$ s into Eq. (3.65) to get $\Psi^{(1)}$, we find that all of the terms cancel except for those with $\alpha=0$. This makes sense; this just means that the perturbation needs to flip the edge spin (which was conserved when $\sigma_{0}^{z}$ was the SZM) to modify the SZM. Flipping spin zero has an energy cost of $\pm 2 J_{2}$ in the boundary Ising model, so there are no poles at first order.

For $\Psi^{(2)}$, all terms not involving a flip of spin 0 will cancel. Furthermore, almost all terms will also cancel given the energy of both excitations together above the unperturbed state is simply the sum of each separately; specifically, they will cancel if

$$
\begin{equation*}
E_{i}^{a b}-E_{i}=\left(E_{i}^{a}-E_{i}\right)+\left(E_{i}^{b}-E_{i}\right) \tag{3.68}
\end{equation*}
$$

where $a$ and $b$ denote an excitation (i.e. either flipping one spin on the ferromagnetic side or two adjacent spins on the paramagnetic side). Here, of course, one of those excitations will be flipping spin 0 . For the boundary Ising model, all pairs of excitations except for adjacent spins flips in the ferromagnetic phase and overlapping pairs of spin flips in the paramagnetic phase obey Eq. (3.68), and therefore will not contribute poles where this condition applies. If we were to flip a sequence of adjacent spins in the ferromagnet starting from spin 0 , however, any domain wall created/destroyed by flipping spin $i$ will be destroyed/created by flipping spin $i+1$, and we can only create or destroy one domain wall on net, changing the energy by $\pm 2 J_{2}$. Similarly, suppose only spin $i$ is flipped in the paramagnetic phase (the first paramagnetic spin we flip must be spin -1 with the boundary term $-J_{1} \sigma_{-1}^{z} \sigma_{0}^{z}$, as described below). Then we could flip spin $i$ and $i-1$, evading Eq. (3.68), but now only spin $i-1$ is flipped ( $i$ having been flipped and flipped back). Just as with the domain walls, we can only flip one paramagnetic spin on net. If we were to add some terms to $H_{0}$ (that didn't change our assumed eigenstates) to make additional pairs of excitations that broke the separability condition (3.68) (for example, next nearest neighbor ZZ interactions) we would get additional poles at $E_{i}=E_{i}^{a b}$.

As we implied above, there is an exception to this condition enforcing that terms cancel. Specifically, it does not apply when one of the excitations involves the boundary term $-J_{1} \sigma_{-1}^{z} \sigma_{0}^{z}$, since that term measures the sign of the boundary spin $\sigma_{0}^{z}$, which flips during any processes which contribute to the perturbation theory. Instead, the cancellation condition becomes

$$
\begin{equation*}
E_{i}^{a b}-E_{i}=\left(E_{i}^{a}-E_{i}\right)-\left(E_{i}^{b}-E_{i}\right) \tag{3.69}
\end{equation*}
$$

such that the excitations now subtract independently to give the total energy above the unperturbed state. In general, this means such terms will not cancel.

For the boundary Ising model, then, we can create one spin flip in the paramagnetic phase and one domain wall in the ferromagnetic phase using $-J_{1} \sigma_{-1}^{z} \sigma_{0}^{z}$ and $-h_{2} \sigma_{0}^{x}$ and then move those excitations further into their respective phases, but we can only change the system's energy by $\pm 2 h_{1} \pm 2 J_{2}$ on net after creating a spin flip/domain wall pair and moving either/both, explaining the lack of additional poles in $\Psi$. We could make additional excitations at the boundary after making room by moving away any previous excitations,
but after forming $m$ excitations the total change in energy will just be $\pm 2 m h_{1} \pm 2 m J_{2}$, again generating no new resonances.

We have demonstrated the conditions under which a SZM has a resonance in boundary Ising-like models up to second order in perturbation theory. The key intuition we developed is that a resonance requires not only states of equal energy with the spin of interest flipped, but also a process connecting those two states driven by a sequence of excitations, whose energies depend on each others' presence and the spin of interest. We expect this criterion to be of general importance to SZMs in free and integrable spin chains.

## Chapter 4

## Characterization of scrambling in the Sachdev-Ye-Kitaev model

### 4.1 Introduction

In 2015, a paper [1] by Maldacena, Shenker, and Stanford provided a universal upper bound (under a few assumptions) for the rate at which a system can be "scrambled," a strong form of thermalization; when a system is scrambled, we cannot reconstruct information about the initial state without making a number of measurements on the order of the total number of degrees of freedom [103]. The method Maldacena et al used to find the scrambling time is based on the characteristic timescale it takes for a certain four operator thermal expectation value $F(t)$ to decay to zero. At the shorter dissipation time $t_{d}$, characterizing the decay of two operator correlators, $F(t)$ approaches some nonzero constant value $F_{d}$, where it will approximately remain until the system's scrambling time $t_{*} . F(t)$ is a so-called "out of time order correlator" (OTOC), and measures the effect of a perturbation of one operator on another at a different time 104. They show that $F_{d}-F(t)$ will grow exponentially as $\varepsilon e^{\lambda_{L} t}$ with a Lyapunov exponent $\lambda_{L} \leq 2 \pi k_{B} T / \hbar$; in that sense, scrambling constitutes quantum chaos. This bound is saturated by black holes [105], which are conjectured [106] to scramble information as fast as possible (i.e., they are "fast scramblers"). There have since been various proposals for how to measure OTOCs in the lab 107 112.

Meanwhile, there are a wide range of different materials that have a resistivity which varies linearly with temperature. A 2013 paper [113] by Bruin et al found that a diverse group of these materials have resistive scattering rates $1 / \tau=\alpha k_{B} T / \hbar$ for $\alpha$ of order 1 despite having different scattering processes. This is suggestive of some universal bound on the scattering rate, which motivates an interest in finding realistic condensed matter Hamiltonians that saturate Maldacena's bound. Some progress to this end has been made; for example, Lashkari et al found that Brownian quantum circuits are fast scramblers (but have a time dependent Hamiltonian), and the Ising model on a random graph scrambles the eigenstates of $\sigma_{x}$ (but not a generic state) 103 . Scrambling has been studied in other models
as well $[114-118$ and also experimentally $70,119-121$. But the model that has generated the most interest has been a simplified Sachdev-Ye model $[122]$ introduced by Kitaev and shown to saturate the Maldacena bound at low temperatures [123, 124]. This model, now known as the Sachdev-Ye-Kitaev (SYK) model, and its holographic dual have been the subject of extensive study over recent years 125 128.

In this chapter, we study the scrambling rate by calculating $C(t)$ through exact diagonalization, considering both the aforementioned Sachdev-Ye-Kitaev (SYK) model and a spinless Sachdev-Ye model analyzed by Sachdev in [129]. The goal was to develop methods with which to diagnose scrambling using finite size numerics by calibrating them in a system where we already knew how OTOCs were supposed to behave in the thermodynamic limit. This chapter mostly details the work done while I was the sole graduate student involved with the project, based on my notes rather than a publication-quality manuscript. Consequently, the analysis here is not quite as polished as in the other chapters of this thesis. For the second arc of this project most of my time was being spent on $s$-source, and I acted in more of a supporting role here with my fellow graduate student Bryce Kobrin leading; Ref. [24] summarizes our final results.

### 4.2 Background

We use the same definitions and notation as Maldacena et al in Ref. [1], and summarize their main result. They define a four operator correlation function $C(t)$ by

$$
\begin{equation*}
C(t)=-\left\langle[W(t), V(0)]^{2}\right\rangle \tag{4.1}
\end{equation*}
$$

where $W(0)$ and $V(0)$ are in general any operators that are sums of products of $\mathcal{O}(1)$ degrees of freedom; note that the operators in the expansion of $C(t)$ are not time ordered. Here, angle brackets denote a thermal expectation value, $\langle A\rangle=Z^{-1} \operatorname{tr}\left[e^{-\beta H} A\right]$, and operators evolve as in the Heisenberg picture, $A(t)=e^{i H t} A(0) e^{-i H t}$. The authors also assume that $V$ and $W$ have zero thermal expectation value themselves, though we will consider some operators for which this is not the case. For a system that scrambles, $C(t)$ will start off at 0 at $t=0$, and will remain negligibly small until the scrambling time $t_{*}$, after which it will saturate towards $2\langle V V\rangle\langle W W\rangle$. We are also interested in the dissipation time $t_{d}$, which is the characteristic time scale in which two operator expectation values decay.

The authors regularize $C(t)$ by moving one of the commutators halfway through the factor of $e^{-\beta H}$ :

$$
\begin{equation*}
C^{\prime}(t)=-\operatorname{tr}\left[y^{2}[W(t), V(0)] y^{2}[W(t), V(0)]\right] \tag{4.2}
\end{equation*}
$$

where

$$
\begin{equation*}
y=e^{-\beta H / 4} \tag{4.3}
\end{equation*}
$$

They then define a related function $F(t)$ as

$$
\begin{equation*}
F(t)=\operatorname{tr}[y V(0) y W(t) y V(0) y W(t)] . \tag{4.4}
\end{equation*}
$$
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$C^{\prime}(t)$ can be rewritten as
$C^{\prime}(t)=\operatorname{tr}\left[y^{2} W(t) V(0) y^{2} V(0) W(t)\right]+\left[y^{2} V(0) W(t) y^{2} W(t) V(0)\right]-F(t+i \beta / 4)-F(t-i \beta / 4)$,
where the first two terms can be written as norms of states and thus remain of order 1. The Fs will initially cancel the first two terms, but will eventually decay giving rise to non-negligible value of $C^{\prime}(t)$.

For a chaotic system for $t_{d} \ll t \ll t_{*}, F(t)$ will be approximately a constant $F_{d}$, where $F_{d}=\operatorname{tr}\left[y^{2} V(0) y^{2} V(0)\right] \operatorname{tr}\left[y^{2} W(0) y^{2} W(0)\right]$. In this regime, to lowest order in $\epsilon$, we expect $F(t)$ 's deviation from $F_{d}$ to have the form

$$
\begin{equation*}
F_{d}-F(t)=\epsilon e^{\lambda_{L} t} \tag{4.6}
\end{equation*}
$$

where $\lambda_{L}$ is a Lyapunov exponent. The main result of [1] is that

$$
\begin{equation*}
\lambda_{L} \leq \frac{2 \pi}{\beta} \tag{4.7}
\end{equation*}
$$

For large $N$ systems, $\epsilon=1 / N^{2}$, and we thus have a scrambling time of $t_{*} \sim \frac{\beta}{2 \pi} \log N^{2}$ when the bound is saturated. These same systems are expected to have $t_{d} \sim \beta$.

### 4.3 Exact Diagonalization

### 4.3.1 SYK Model

In this study we calculate $C(t)$ for the Sachdev Ye Kitaev (SYK) model using exact diagonalization. The SYK Hamiltonian for a system of $2 N$ Majorana fermions $\gamma_{i}$ is

$$
\begin{equation*}
\mathcal{H}_{S Y K}=\left(\frac{6}{(2 N)^{3}}\right)^{1 / 2} \sum_{i<j<k<l} J_{i j k l} \gamma_{i} \gamma_{j} \gamma_{k} \gamma_{l} \tag{4.8}
\end{equation*}
$$

The coefficients $J_{i j k l}$ are taken to be independent random Gaussian variables with standard deviation $J$, which we set to 1 unless otherwise noted. We normalize our Majoranas such that $\left\{\gamma_{i}, \gamma_{j}\right\}=\delta_{i j}$.

For this model we choose our observables to be two of the Majoranas, $W=\gamma_{i}$ and $V=\gamma_{j}$ for $i \neq j$, and modify $C(t)$ slightly as $\gamma_{i}$ and $\gamma_{j}$ anticommute:

$$
\begin{equation*}
C(t)=\left\langle\{W(t), V(0)\}^{2}\right\rangle . \tag{4.9}
\end{equation*}
$$

We then fit $C(t)$ to an analytic form derived for the infinite $N$ limit in Ref. [125:

$$
\begin{equation*}
C_{f}(t)=M\left(1-\left(N_{*} e^{-\lambda t}\right)^{d} U\left(d, 1, N_{*} e^{-\lambda t}\right)\right), \tag{4.10}
\end{equation*}
$$

where $M$ is the long time limit of $C(t)(1 / 2$ for the SYK model), $U$ is the confluent hypergeometric U function, and $d, N_{*}$, and $\lambda$ are fit parameters. Here $U$ has the integral representation

$$
\begin{equation*}
U(a, b, z)=\frac{1}{\Gamma(a)} \int_{0}^{\infty} e^{-z t} t^{a-1}(t+1)^{b-a-1} d t, \quad \operatorname{Re} a>1 \tag{4.11}
\end{equation*}
$$

where $\Gamma(z)$ is the well-known gamma function

$$
\begin{equation*}
\Gamma(z)=\int_{0}^{\infty} e^{-t} t^{z-1} d t, \quad \operatorname{Re} z>1 \tag{4.12}
\end{equation*}
$$

Because this analytic form was derived in the large $N$ limit, whereas we are studying small $N$ systems, we make a distinction between $2 N$, the number of Majoranas in our system, and the fit parameter $N_{*}$. We also expect that in the large $N$ limit the scaling dimension $d$ should be $1 / 2$. Furthermore, we note that $N_{*}$ and $d$ should be independent of temperature; ultimately our aim is to find $\lambda(T)$ and see if it saturates the Maldacena bound.


Figure 4.1: Fits of $C(t)$ for the SYK model to the functional form $C_{f}(t)$. (a) Fit for $N=10$ and $T=10^{-0.6}$ allowing all three parameters $\lambda, N_{*}$, and $d$ to vary. (b) Fit for the same data only allowing $\lambda$ and $N_{*}$ to vary and fixing $d=1 / 2$. Both fits approximate $C(t)$ quite well except in the vicinity of $t=0$ where $C(t)=0 ; C_{f}(t)$ can only reach 0 in the infinite $N_{*}$ limit. We note that fixing a value of $d$ results in a poorer fit in the vicinity of $t=0$, but is otherwise still very good.

We first try fitting our numerical data of $C(t)$ for each temperature separately. A representative fit for $N=10$ (20 Majorana fermions) at $T=10^{-0.6}$ is shown in Fig. 4.1a. The functional form $C_{f}(t)$ which was derived in the infinite system size limit turns out to fit the data remarkably well despite the small size of our system. The one place that fails to be fit well is in the vicinity of $t=0$; here we know that $C(0)$ must be identically 0 , but $C_{f}(0)$


Figure 4.2: Extracted fit parameters (a) $\lambda$, (b) $N_{*}$, and (c) $d$ for $C(t)$ for the SYK model of $2 N$ Majorana fermions as functions of $T$. Here a separate fit is done for each value of $T$. Blue, orange, green, red, and purple correspond to $\mathrm{N}=6,7,8,9,10$ respectively. Curves use 1000 disorder realizations for $N=6,7,8$, and 100 realizations for $N=9,10$. The model self averages, so fewer disorder realizations are needed at larger system sizes.
can only be 0 in the infinite $N_{*}$ limit. The extracted fit parameters are plotted in Fig. 4.2, Here the dependence of $\lambda$ on $T$ is actually opposite what we would expect from the bound; it decreases with temperature. This is because we are also allowing $d$ and $N_{*}$ to be fit, and indeed we see both parameters vary quite a bit from low $T$ to high $T$. We also see that $\lambda$ decreases as a function of system size, but the shape of the curve does not appear to change.


Figure 4.3: Extracted fit parameters (a) $\lambda$ and (b) $N_{*}$ with $d$ fixed to $1 / 2$ for $C(t)$ for the SYK model of $2 N$ Majorana fermions as functions of $T$. Again a separate fit is done for each value of $T$. Blue, orange, green, red, and purple correspond to $\mathrm{N}=6,7,8,9,10$ respectively. Curves use 1000 disorder realizations for $N=6,7,8$, and 100 realizations for $N=9,10$.

Next we fit the numerical data fixing $d$ to $1 / 2$ but still allowing $\lambda$ and $N_{*}$ to vary independently for each temperature. A representative fit for the same data as before ( $N=10$, $T=10^{-0.6}$ ) is shown in Fig. 4.1b. The fit is still quite good besides in the vicinity of $t=0$ where the fit is a bit worse than before. Fig. 4.3 shows the extracted fit parameters; notably, for systems of $2 N=16$ or more Majoranas $\lambda$ actually increases as a function of $T$ as we would expect from the Maldacena bound.

Physically, however, we know that $d$ and $N_{*}$ should not be temperature dependent like $\lambda$. This leads us to try fitting all of the data with separate fit parameters $\lambda_{i}$ for each temperature, but only one $N_{*}$ and $d$ shared between all of the individual fit functions. We can do this by adding an index $i$ to each data set and fitting the function $\sum_{j} \delta_{i j} C_{f}\left(\lambda_{j}, N_{*}, d ; t\right)$. The results of this fit are shown in Fig. 4.4, similarly to the fixed $d$ case we see that $\lambda$ is decreasing as a function of $T$ for small $N$, but then crosses over to the expected increasing behavior (slightly) for $N \geq 10 . N_{*}$ and $d$ generally appear to increase with $N$, though we cannot tell if $d$ will saturate towards the theorized value of $1 / 2$. We are limited to small system sizes as the calculation takes an exponentially long time in $N$ using exact diagonalization. Fits are shown in Figs. 4.4 d 4.4 f for $T=10^{-1.8}, 10^{-0.4}$, and 10 respectively, again for $N=10$. These are noticeably worse than the earlier fits, which is to be expected; there is only one


Figure 4.4: Extracted fit parameters (a) $\lambda$, (b) $N_{*}$, and (c) $d$ for $C(t)$ for the SYK model of $2 N$ Majorana fermions as functions of $T$. Here a single fit is done across all values of $T$ with only $\lambda$ allowed to vary with $T ; N_{*}$ and $d$ are plotted as functions of half system size $N$. Dark blue, orange, green, red, purple, brown, and light blue correspond to $\mathrm{N}=6,7,8,9,10,11$, 12 respectively. Curves use 1000 disorder realizations for $N=6,7$, and 8,100 realizations for $N=9$, and 10 , and 50 realizations for $N=11$. The next three plots show fits for an $N=10$ system for (d) $T=10^{-1.8}$, (e) $T=10^{-0.4}$, and (f) $T=10$.
parameter $(\lambda)$ which independently varies for a given $T$, rather than two or three as before. The fits are still pretty good though, and are better for intermediate temperatures than very low or high temperatures.


Figure 4.5: (a) Extrapolated $\lambda$ in the $N \rightarrow \infty$ limit, found by fitting $\lambda(N)$ to the form $a+b / N$ for each fixed value of $T$ and taking the resulting values of $a$ to be $\lambda_{N \rightarrow \infty}$. (b) Extrapolated $\lambda$ in the $N \rightarrow \infty$ limit divided by the Maldacena bound, $2 \pi T$. Note that the $T$ axis is not on a log scale, in contrast to earlier plots.

In an effort to see beyond the small systems for which we can directly calculate $C(t)$, we next extrapolate our scrambling rate data (specifically, we use the $\lambda$ values shown in Fig. 4.4) to the $N \rightarrow \infty$ limit. We do this by fitting $\lambda(N)$ to the form $a+b / N$ for each fixed value of $T$ and plotting $a(T)$, as shown in Fig. 4.5a. We also plot $a(T)$ divided by the Maldacena bound, $2 \pi T$, in Fig. 4.5b. For small $T, a(T) /(2 \pi T)$ crosses through 1, but clearly we're not finding our desired temperature scaling. Considering the finite size effects at play here, this is not entirely surprising. For a finite size system we will be essentially in the ground state at low enough temperature and essentially in a $T=\infty$ state for a high enough temperature, as we indeed see from the fit parameters for around $T<0.1$ or $T>1$, respectively. Going up to much higher system sizes and more careful finite size scaling analysis in our paper [24] produce a more favorable comparison to theoretical expectations.

Finally, there is the question of the stability of our fits as a function of which temperatures we collectively fit. Recall that we are fitting across a range of temperatures each of which want their own optimal values of $N_{*}$ and $d$, so if we were to change the scope of the data we were fitting we might expect that our fit parameters shift. The data above used logarithmically spaced values of $T$ from $T=10^{-1.8}$ to $T=10$, each point separated by a factor of $10^{0.2}$. $\lambda$ only varies substantially around the middle of that range, so we don't expect our fit to be unduly biased by high or low $T$ data. Nevertheless, we check the extent of variations due to this choice in Fig. 4.6. Here we see that as we successively drop the
$\lambda$


Figure 4.6: Plot of $\lambda(T)$ for $N=10$ with the fit taken across temperatures from $T=10^{-1.8}$ and ending at $T=10$, successively dropping the lowest temperature (as can be seen by each line starting further to the right). This results in $\lambda$ dropping from around 1.9 to 1.6 once we are only using one temperature's worth of data. The drop in $\lambda$ is fairly uniform as a function of $T$.
lowest temperature data $\lambda$ decreases (more or less uniformly in $T$ ) by around $15 \%$, from 1.9 to 1.6 .

### 4.3.2 Sachdev Model

We also consider a variant of the Sachdev-Ye model which was analyzed analytically by Sachdev in [129. This model, however, is spinless, and unlike SYK does not use Majoranas. The Hamiltonian we use for an $N$ site system is

$$
\begin{equation*}
\mathcal{H}_{S}=\frac{4}{(2 N)^{3 / 2}} \sum_{i<j, k<l} J_{i j k l} c_{i}^{\dagger} c_{j}^{\dagger} c_{k} c_{l} \tag{4.13}
\end{equation*}
$$

## CHAPTER 4. CHARACTERIZATION OF SCRAMBLING IN THE

SACHDEV-YE-KITAEV MODEL


Figure 4.7: Fits for the Sachdev model with $N=10$ and $T=0.5$ for $R=10$ (blue/green) and $R=6$ (orange/red). The same functional form as for the SYK model, $C_{f}(t)$, (with $M=0.125)$ fits the full range $(R=10)$ Sachdev model, but does not fit well for $R<N$. The multi-parameter fit for $R=6$ does not converge, so here we adjust $N_{*}$ and $d$ by hand and then fit $\lambda$ to get an approximate fit.
where we do not consider an onsite potential as Sachdev does. The $c_{i}$ 's obey the standard fermionic anticommutation relations, $\left\{c_{i}, c_{j}\right\}=\left\{c_{i}^{\dagger}, c_{j}^{\dagger}\right\}=0$ and $\left\{c_{i}, c_{j}^{\dagger}\right\}=\delta_{i j}$. The $J_{i j k l}$ 's are again independent Gaussian variables with standard deviation $J$. Finally, we define a maximum range of interaction $R$, such that $J_{i j k l}=0$ if any two indices are more than $R$ away from each other. Because the total density $\rho=\frac{1}{N} \sum_{i} c_{i}^{\dagger} c_{i}$ is conserved, we calculate $C(t)$ at half filling $\rho=1 / 2$ and use $V=n_{0}=c_{0}^{\dagger} c_{0}$ and $W=n_{N / 2}=c_{N / 2}^{\dagger} c_{N / 2}$, though as mentioned before the qualitative results will not depend on the specific choice of $W$ and $V$. We also take open boundary conditions as this allows us to examine a wider range of $R$.

The same functional form $C_{f}(t)$ (with $M=1 / 8$ ) turns out to fit $C(t)$ for the maximum range version of this model very well, as can be seen in the green curve in Fig. 4.7, here $N=10, T=0.5$, and $R=10$. However, if we decrease the range of the interaction we no longer obtain a good fit; this can be seen in the red curve in the same figure for $R=6$. The
multi-parameter fit does not converge here for $R<N$, so we adjust $N_{*}$ and $d$ by hand and then do a single variable optimization for $\lambda$ to get an approximate fit. We conclude that $C_{f}(t)$ is the correct functional form for $C(t)$ for the full range version of the Sachdev model, but unsurprisingly not for the limited range version.

### 4.3.3 Final results

As mentioned previously, the work described in this chapter was not the end of the story for this project. Over the few years following the story I've presented so far, we used more powerful numerical techniques than exact diagonalization (in particular, Krylov subspace methods and mass parallelization $[98, \mid 130]$ ) to push to much larger system sizes, and did more sophisticated analysis to extrapolate the Lyapunov exponent. The full details are given in our paper, Ref. [24], but the final results are given in Fig. 4.8. Note that the x axis for subfigure b is $\beta J$ rather than $T$, and that what we've been calling $N$ is $2 N$ in the caption's notation. The black dashed line is the more sophisticated analytic expectation for $\lambda$ found by solving the Schwinger-Dyson equations, as derived in Refs. [123, 124]. As seen in the figure, we actually do end up with excellent agreement to the theory just based on inferences from our finite size numerics.

### 4.4 Conclusions

To summarize, we calculate the four operator out of time ordered correlator $C(t)$ for small system sizes for the SYK model using exact diagonalization. We fit to an analytic expression for $C(t)$ derived for the SYK in the large $N$ limit, and find that the functional form is valid even for small system size. We extract the scrambling rate $\lambda(T)$ from our fits, extrapolate our data to infinite $N$, and compare it to the Maldacena bound, $2 \pi T$. Our numerics do not match the bound, but come within a factor of order 1 for the relevant temperature range. Finally, we show that the same functional form for $C(t)$ is also valid for an ordinary fermion variant of the Sachdev-Ye model, but does not fit a shorter range version of the model.


Figure 4.8: Regularized OTOCs in the SYK model, $\tilde{F}(t) \equiv F(t) / F(0)$, as shown for $\beta J=10$ and system sizes $N \in[12,60]$. The early-time behavior is characterized by $1-\tilde{F}(t) \sim e^{\lambda t} / N$ and different system sizes are approximately related by a time translation symmetry, $t \rightarrow$ $t+1 / \lambda \log N$. (b) Applying a finite-size rescaling procedure to the data, we determine $\lambda$ as a function of temperature (points). Our results exhibit excellent agreement with the theoretical predictions of the Schwinger-Dyson (SD) equations (dashed line), including in the regime where $\lambda$ approaches the bound on chaos $2 \pi / \beta$ (blue). Figure taken from Ref. [24|.

## Chapter 5

## Symmetric Bloch oscillations

This last chapter is reproduced from Ref. [25]. The original paper details both the experimental realization of large momentum splitting states created through symmetric Bloch oscillations as well as the theory behind the protocol. I was involved only in the latter, and have thus removed the experimental sections from this thesis chapter (though some summary of the experimental results remain in the introduction and conclusion to help contextualize the theory). It was already known that one can create a large momentum state by accelerating an optical lattice, with the initial state adiabatically evolving through a series of higher momentum states through successive Landau-Zener transitions [131, 132]. Here, the experiment showed that one could also take an initial zero momentum state and create a symmetric superposition of left and right moving states by accelerating two optical lattices in opposite directions.

The experiment was, in fact, already done prior to my involvement; the method worked much better than had been expected. The lead graduate student on the project, Zachary Pagel, had already started doing numerical simulations. After joining on, I worked to help develop the theoretical basis for the protocol's success. Early in our collaboration, I made probably my most important contribution by showing that if one moves to a basis of symmetric and antisymmetric momentum states, those two sectors completely decouple. I also worked out the explicit condition required for the rotating wave approximation we needed to make to be valid. Taken together, these two simplifications reduce the problem to one analogous to that of the single accelerated lattice (at least when said rotating wave approximation applies).

### 5.1 Introduction

Bloch oscillations and the Wannier-Stark ladder of matter waves in a periodic potential were first studied in the context of electrons in crystals in the presence of a homogenous electric field [133, 134]. Their counterintuitive nature - that a constant electric field should lead to an ac current - triggered a debate about their existence [135, 136] and led to the formulation
of criteria for their observability 137]. Bloch oscillations were first experimentally observed in semiconductor superlattices [138, 139], and have since been studied in a wide variety of physical systems ranging from Bloch oscillations of light 140,141 to cold atoms 142,143 . Bloch oscillations are particularly useful in matter wave interferometers, which have found widespread applications in precision measurements of fundamental constants [144-147], tests of the weak equivalence principle [148, 149] and dark energy theories [150, 151], as well as precision gravimetry [152, 153] and gradiometry [154].

Matter wave interferometers use optical lattices to coherently transfer momentum, allowing one to split a matter wave between different spatial trajectories, then later recombine them and create interference. The measured phase can be increased by using larger momentum splitting between the trajectories [144, 145]; Bloch oscillations enable such a process [142, 155] and have recently shown to coherently transfer the momentum of more than $10^{4}$ photons to the atoms [156]. With two superposed lattices that are independently accelerated, it might even be possible to realize large-momentum-transfer beam splitters for matter waves, by performing Bloch oscillations of two different velocity classes of atoms simultaneously [157]. However, this process has never been demonstrated. Near velocity degeneracy of the two accelerated lattices, it was expected that non-adiabatic effects would prevent coherent ground state dynamics. Instead, Bloch oscillations have only been used to accelerate atoms after an initial momentum splitting was already made with Bragg diffraction 144 158, resulting in up to $408 \hbar k$ momentum splittings 159,160 , where $k$ is the wavevector of the laser.

Here, we show that Bloch oscillations of atoms in two symmetrically accelerated lattices can remain adiabatic and coherent even as the two lattices pass through velocity degeneracy. Theoretically, we show that it is possible to split, reflect, and recombine atoms simply by allowing them to adiabatically follow the ground state of the Hamiltonian while accelerating the two lattices. The dynamics result in symmetric Bloch oscillations where the matter wave is in a coherent superposition of interacting with each of the two lattices, and the relative phase and velocity of the two lattices completely determines the trajectories of different branches of the matter wave. Experimentally, we demonstrate symmetric Bloch oscillations and realize $240 \hbar k$ coherent momentum splitting of a superposition state as well as interferometry with nearly fully-guided matter waves.

Using only accelerated lattices for momentum transfer is desirable for a number of reasons. In comparison with resonant processes such as Bragg diffraction, 1) the dynamics are adiabatic, and can therefore be much more efficient per $\hbar k$ momentum transfer, 2) the processes require less laser power, 3) the velocity class of atoms addressed can be larger, relaxing temperature requirements on atom clouds, and 4) the optical lattices prevent thermal expansion of the atom cloud, further relaxing temperature requirements. As a result, symmetric Bloch oscillations can find applications in next-generation precision measurements of fundamental constants, searches for gravitational waves, and searches for new physics 149 151, 161-163.

Section 5.2 presents a theoretical treatment of the Hamiltonian and the resulting dynamics. The Hamiltonian is symmetric under momentum inversion, allowing one to simultane-
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Figure 5.1: a) Density plot of $|\psi(x, t)|$ from numerical simulation of a symmetric beamsplitter with a lattice depth $U_{0}=1.3 E_{r}$ and ramp rate $r=0.2 \omega_{r}^{2}$. Timing sequence is indicated on the left. The initial wavefunction is a Heisenberg-limited gaussian wavepacket with velocity spread $0.05 v_{r}$, corresponding to our experimental temperature. Frequencies are ramped for one Bloch period, corresponding to a $4 \hbar k$ splitting between arms. b) Experimental time of flight fluorescence trace showing an efficient $60 \hbar k$ beamsplitter with a ramp rate $r=0.26 \omega_{r}^{2}$, and a lattice depth of around $1.5 E_{r}$.
ously diagonalize the Hamiltonian in momentum parity and energy. For the beamsplitter process described above, we show that an atom adiabatically follows the even-parity ground state of the Hamiltonian. The momentum-parity basis is then used to study effects such as non-adiabatic losses, dynamics while ramping the lattices through velocity degeneracy, and effects from different experimental imperfections.

Though omitted from this thesis chapter, the interested reader should consult Section III of the paper this chapter is based upon, Ref. [25], in which we describe how we implement symmetric Bloch oscillations experimentally. We use the relative phase between the two lattices to control the populations in the two lattices after ramping through velocity degeneracy; in effect, this creates a fully tunable matter-wave switch each time the lattices cross through velocity degeneracy. We demonstrate the first interferometers created only using accelerated lattices, including a Mach-Zehnder (MZ) interferometer with a momentum splitting of up to $240 \hbar k$. Prior to this work, the largest momentum transfer from a single beamsplitter operation was $24 \hbar k$ [164]. In order to confirm that symmetric Bloch oscillations are first-order phase coherent, we implement a differential measurement between two simultaneous MZ interferometers and see a stable phase between the interferometer outputs.

Finally, Section 5.4, originally the appendix, expands upon various technical details omitted from the rest of the chapter.

### 5.2 Theory

When two superposed optical lattices are far apart in velocity, it is well known that atoms can undergo efficient Bloch oscillations in either of the lattices [144, 158-160]. Near velocity degeneracy, however, it was previously expected that near-resonant effects from the second lattice would cause too large of a perturbation to the standard Bloch oscillation dynamics to permit an efficient beamsplitter. We first derive a unitary transformation that isolates the relevant dynamics (Sec. 5.2.1), and then show that the effects of the perturbation terms can remain small within the rotating wave approximation under certain conditions (Sec. 5.2.2). Throughout the analysis, it is useful to stress the parallels between Bloch oscillations in a single lattice (SLBO) and Bloch oscillations in two lattices which we call dual-lattice Bloch oscillations (DLBO). The simplified DLBO Hamiltonian is nearly identical to the SLBO Hamiltonian, differing only in being invariant under momentum inversion. As a result, the eigenstates of DLBO are symmetric and anti-symmetric in momentum space.

We then study non-adiabatic loss mechanisms, which include standard Landau-Zener tunneling due to avoided level crossings as well as higher-order transitions which are possible due to perturbation terms dropped in the rotating wave approximation (Sec. 5.2.3). These conditions are combined to place limits on the permissible lattice accelerations and lattice depths, and in total they allow for the DLBO to approach $100 \%$ efficiency in the limit of slowly accelerated lattices (Sec. 5.2.4). The dynamics are also discussed for lattices that are ramped through velocity degeneracy, showing that an offset laser phase can be used to coherently control the output population in the two lattices (Sec. 5.2.5). Lastly, we
discuss some important experimental requirements in order to realize these methods in the laboratory (Sec. 5.2.6), and supporting material is left for Sec. 5.4.

### 5.2.1 Hamiltonian and unitary transformation

SLBO are most easily studied using a coordinate system that is comoving with the accelerating lattice $132,165,166$, and a unitary transformation can be used to boost the Hamiltonian between the atom's inertial frame and the accelerating lattice frame [131, 132]. For DLBO, it is not possible to transform to a coordinate system that is simultaneously comoving with both lattices. Instead, using a basis of momentum states it is possible to independently transform each momentum state so that positive (negative) momentum states are boosted to a coordinate system comoving with the positively (negatively) accelerating lattice. This unitary transformation is shown to capture the core coherent dynamics of DLBO. The analysis that follows is relevant for zero temperature atoms comoving with the initially degenerate lattices: a similar analysis can be explored for atoms with a small initial velocity, and the band structure of the Hamiltonian can still be studied. One finds that any initial velocity breaks the parity symmetry discussed in the following sections and leads to asymmetric dynamics. A full analysis is beyond the scope of this chapter.

We begin with a Hamiltonian containing the AC Stark shift of two superposed optical lattices that are far detuned from single-photon transitions (see Fig. 5.2). Experimentally, the lattices are realized with one upward-propagating laser frequency $\omega_{1}$, and two downwardpropagating frequencies $\omega_{2} \pm \omega_{m}(t)$. We work in the frame of reference where $\omega_{1}=\omega_{2}=\omega$, and denote $\omega_{ \pm}=\omega \pm \omega_{m}(t)$. The relative speed of the two lattices is given by $\omega_{m}(t) / k$, where $k$ is the wave number of the laser defined as $k=\omega / c$. Two-photon transitions leave atoms in the same internal state but different external momentum states. After adiabatic elimination of the excited state, the Hamiltonian for an atom in these two optical lattices can be written as:

$$
\begin{align*}
H_{\mathrm{BBS}}(t) & =\frac{\hat{p}^{2}}{2 m}+\frac{U_{0}}{2}\left(\cos \left[2 k_{+} \hat{x}+\int_{0}^{t} \omega_{m}\left(t^{\prime}\right) d t^{\prime}+\phi_{1}\right]+\cos \left[2 k_{-} \hat{x}-\int_{0}^{t} \omega_{m}\left(t^{\prime}\right) d t^{\prime}+\phi_{2}\right]\right) \\
& =\frac{\hat{p}^{2}}{2 m}+U_{0} \cos [2 k \hat{x}] \cos \left[\int_{0}^{t} \omega_{m}\left(t^{\prime}\right) d t^{\prime}+\phi_{0}\right] . \tag{5.1}
\end{align*}
$$

Constant terms are dropped in the second form, which will be used for analytics and simulation. The wave numbers $k_{+}=\omega_{+} / c$ and $k_{-}=\omega_{-} / c$ are nearly identical to $k$, so we approximate $k_{+} \approx k_{-} \approx k$ in the second form as well. For Cs atoms separated by $n=1000$ photon momenta, $k_{+}, k_{-}$, and $k$ differ by less than one part in $10^{8}$. The phases $\phi_{0}, \phi_{1}$, and $\phi_{2}$ are offsets between counter-propagating lasers at time $t=0$. The lattice depth $U_{0}=\hbar \Omega_{R}^{2} /(2 \Delta)$ is the AC Stark shift for a single, far-detuned lattice [165], where $\Delta$ is the detuning from the excited state and $\Omega_{R}$ is the on-resonance Rabi frequency between the
a)



Figure 5.2: a) Counter-propagating lasers form two superposed optical lattices. The frequency differences are $\omega_{+}-\omega=\omega-\omega_{-}=\omega_{m}$. b) Energy-momentum level diagram showing relevant atomic states. The lasers drive two-photon transitions between neighboring momentum states such that the atom remains in the same internal ground state. The detuning from the excited states $\Delta$ (many GHz ) is much larger than the separation between adjacent ground states (few kHz ). As the modulation frequency $\omega_{m}$ is swept away from zero, the lasers sweep past a succession of two-photon transitions between adjacent ground states. Off-resonant transitions driven by the extra oscillating terms in the Hamiltonian (Eq. 5.4) are omitted for clarity.
ground and excited states. The integral $\int_{0}^{t} \omega_{m}\left(t^{\prime}\right) d t^{\prime}$ keeps track of the phase evolution of the lattice for time dependent frequencies. Specializing to linear frequency ramps with rate $r$, the modulation frequency can be written as $\omega_{m}(t)=r t$ so that the lattices are velocity degenerate at time $t=0$ and $\int_{0}^{t} \omega_{m}\left(t^{\prime}\right) d t^{\prime}=r t^{2} / 2$. This ramp rate corresponds to an acceleration $a=r / 2 k$.

We now write the Hamiltonian in a momentum-state basis $|l\rangle$, where $l$ is an integer that labels the basis states such that the state $|l\rangle$ has $2 l \hbar k$ momentum. Plane-wave basis states are a good approximation to initial atomic states when the velocity spread is much smaller than the recoil velocity $v_{r}=\hbar k / m$. Projected into this basis, the Hamiltonian is:

$$
\begin{equation*}
H=\sum_{l=-\infty}^{\infty}\left(\frac{(2 l \hbar k)^{2}}{2 m}|l\rangle\langle l|+U_{0} \cos \left(\frac{r t^{2}}{2}+\phi_{0}\right)(|l\rangle\langle l+1|+|l\rangle\langle l-1|)\right) \tag{5.2}
\end{equation*}
$$

The unitary transformation used to boost the different momentum states in this Hamiltonian is given by:

$$
\begin{equation*}
U=\sum_{l=-\infty}^{\infty} e^{i \frac{i(t)|\hat{\hat{p}}|}{\hbar}} e^{i \frac{\theta(t)}{\hbar}}|l\rangle\langle l| \tag{5.3}
\end{equation*}
$$

where $d(t) \equiv a t^{2} / 2+\phi_{0} / k$ and $\theta(t) \equiv m a^{2} t^{3} / 6$. The first term corresponds to the position translation operator, and the absolute value sign ensures that positive momentum states are translated with the positive-moving lattice while negative momentum states are translated with the negative-moving lattice. The $d(t)$ term in Eq. (5.3) also absorbs the offset phase $\phi_{0}$ into the definition of the basis states. The $\theta(t)$ in Eq. (5.3) corresponds to a global energy shift to each state such that the energy of the ground states comoving with either of the lattices stays near zero at all times [131]. See Section 5.4 .1 for the analogous treatment of the SLBO Hamiltonian.

The transformed Hamiltonian $H^{\prime}=U H U^{\dagger}+i \hbar \frac{d U}{d t} U^{\dagger}$ is:

$$
\begin{align*}
H^{\prime}= & \sum_{l \neq 0}\left[\frac{(2|l| \hbar k-F t)^{2}}{2 m}|l\rangle\langle l|\right. \\
& \left.+\frac{U_{0}}{2}\left(1+e^{i s_{l}\left(r t^{2}+2 \phi_{0}\right)}\right)|l\rangle\langle l+1|+\frac{U_{0}}{2}\left(1+e^{-i s_{l}\left(r t^{2}+2 \phi_{0}\right)}\right)|l\rangle\langle l-1|\right]  \tag{5.4}\\
& +\frac{(F t)^{2}}{2 m}|0\rangle\langle 0|+\frac{U_{0}}{2}\left(1+e^{-i\left(r t^{2}+2 \phi_{0}\right)}\right)(|0\rangle\langle 1|+|0\rangle\langle-1|)
\end{align*}
$$

where $s_{l} \equiv l /|l|$ is the sign of the momentum state, and the force $F=r m / 2 k$ is adapted from the standard treatment of SLBO 165 .

The nearest-neighbor coupling terms proportional to $|l\rangle\langle l \pm 1|$ include both a stationary term and an oscillating term. In a two-level system, oscillating coupling terms of this type can be dropped under a rotating wave approximation (RWA) provided the terms time-average to zero on the relevant timescale of the dynamics. Here, the couplings between neighboring
momentum states can be treated with an analogous RWA to arrive at the reduced DLBO Hamiltonian:

$$
\begin{equation*}
H_{\mathrm{DLBO}}=\sum_{l=-\infty}^{l=\infty} \frac{(2|l| \hbar k-F t)^{2}}{2 m}|l\rangle\langle l|+\frac{U_{0}}{2}(|l\rangle\langle l+1|+|l\rangle\langle l-1|) \tag{5.5}
\end{equation*}
$$

The validity of this RWA is discussed in Sect. 5.2.2, where we derive bounds on the ramp rate for which the Hamiltonian in Eq. (5.5) is valid.

The DLBO Hamiltonian in Eq. (5.5) and the SLBO Hamiltonian derived in Section 5.4.1 are nearly identical; the only difference is the absolute value $|l|$ in the kinetic energy term for $H_{\text {DLBO }}$, which makes $H_{\text {DLBO }}$ symmetric under momentum inversion. This symmetry is already apparent in the original Hamiltonian (5.1), which commutes with a momentum inversion operator. Using a basis of momentum eigenstates that are also eigenstates of momentum-parity, the even- and odd-parity states are decoupled.

Figure $5.3(\mathrm{a}, \mathrm{b})$ shows the energy band structure over time of the Hamiltonian (5.5) for even- and odd-parity states, respectively, where the two lattices are ramped away from velocity degeneracy beginning at time $t=0$. The energy bands are calculated by finding eigenvalues of a truncated version of the Hamiltonian in Eq. (5.5) as a function of time. Note that in plotting the energy bands in Fig. 5.3k, for negative times we use the substitution $d(t) \rightarrow-d(t)$ in Eq. (5.3) in order to use the coordinate frame comoving with the lattices driving amplitude towards zero momentum instead of driving amplitude away from zero momentum.

A beamsplitter can be understood as an atom adiabatically following the even-parity ground state of the Hamiltonian (5.5), and higher efficiency beamsplitters can be achieved by making the process more adiabatic. At every time $t=(a+1 / 2) T_{B}$ for integers $a \geq 0$, where the Bloch period $T_{B}=8 \omega_{r} / r$ and the recoil frequency $\omega_{r}=\hbar k^{2} /(2 m)$, there is a level crossing such that the even-parity state receives an additional $4 \hbar k$ momentum splitting; the positive momentum component of the even state acquires an additional $+2 \hbar k$ momentum and the negative momentum component acquires an additional $-2 \hbar k$ momentum. This is the momentum-symmetric analogue of SLBO in the ground Bloch band, where atoms receive $2 \hbar k$ momentum at the edge of the first Brillouin zone at each avoided level crossing between the ground band and first excited band.

### 5.2.2 Limits on ramp rate from the rotating wave approximation

A RWA can be used to drop the oscillating coupling terms in Eq. (5.4) provided that the time-average of the oscillating term $e^{i r t^{2}}$ is $\ll 1$ on the relevant timescale of the dynamics, namely the duration of first level crossing between the ground even band and the first excited even band. This crossing occurs at time $t=T_{B} / 2$, and the time interval during which the level crossing happens is given by $\Delta t=2 \sqrt{2} U_{0} /(\hbar r)$. A simplified form of the resulting inequality gives an upper limit on the ramp rate for which the RWA is valid:

$$
\begin{equation*}
r \ll 4 U_{0}\left(2 \sqrt{2} E_{r}-U_{0}\right) / \hbar^{2} \tag{5.6}
\end{equation*}
$$



Figure 5.3: Energy band structures of the reduced Hamiltonian (5.5) as a function of the lattice velocity, using a lattice depth $U_{0}=1 E_{r}$. The lattice velocity is defined as $v_{L}=r t$, such that the two lattices at time $t$ have velocities $\pm v_{L}$. a) Even-parity and b) Odd-parity energy eigenvalues starting from velocity degeneracy. c) Combined band structure as lattices are ramped through velocity degeneracy.
where we define the recoil energy $E_{r}=\hbar \omega_{r}$. The RWA is therefore valid in the limit as $r \rightarrow 0$. See Section 5.4 .3 for a full derivation of this condition.

The validity of the RWA can be further studied with numerical simulation. By solving for the evolution of $|\psi(t)\rangle$ from the Hamiltonian in Eq. (5.4), the full state evolution is captured without using the RWA. We numerically integrate the Schrödinger equation with the Hamiltonian Eq. (5.2). The initial condition is a free particle (plane-wave) momentum state which is adiabatically loaded into the lattice; the modulation frequency is then ramped to its final value, and finally the lattice is adiabatically unloaded. This state evolution can then be compared with the eigenstates of the Hamiltonian in Eq. (5.5) after the RWA. Fig. 5.4a) shows the probability amplitude in the ground state of Eq. (5.5) during the frequency ramping, defined as $P_{0}(t)=\left|\left\langle+_{g s}(t) \mid \psi(t)\right\rangle\right|^{2}$. The state $\left|+_{g s}(t)\right\rangle$ denotes the even-parity ground state of Hamiltonian (5.5) as a function of time. Fig. 5.4a) shows that the true state evolution is nearly identical to that of the ground state of the Hamiltonian in Eq. (5.5), which generally holds true when Eq. (5.6) is satisfied.

To stress the parallel between SLBO and DLBO, we also plot the probability amplitude in the ground state for SLBO using eigenstates calculated from the Hamiltonian in Eq. (5.10) in Section 5.4.1. In both SLBO and DLBO, the states pass avoided level crossings at times $t=(a+1 / 2) T_{B}$ for integer $a$, where there is mixing with the second band as well as LandauZener tunneling losses, which are discussed in Sec. 5.2.3. The dual-lattice simulation doesn't project perfectly onto the ground eigenstate around time $t=0$ due to the perturbation terms dropped in the RWA.

### 5.2.3 Limits on ramp rate from Landau-Zener tunneling and higher-order transitions

Non-adiabatic Landau-Zener losses arise from the level crossings in Fig. 5.3 between the first and second even-parity energy bands. For SLBO with weak lattices and slow ramp rates, the survival probability per Bloch oscillation is given by $P_{L Z}=1-e^{-2 \pi \Gamma_{1}}$ where $\Gamma_{1}=U_{0}^{2} /\left(4 \hbar^{2} r\right)$ is the Landau-Zener parameter 167, 168. For ramp rates $r<\omega_{r}^{2}$, this formula also describes losses from all level crossings of the DLBO Hamiltonian, Eq. (5.5), except for the two level-crossings at $t= \pm T_{B} / 2$. These two crossings between even-parity eigenstates have an energy gap that is increased by a factor of $\sqrt{2}$, as derived in Section 5.4.2. The Landau-Zener parameter $\Gamma_{2}$ for these two crossings is therefore given by $\Gamma_{2}=U_{0}^{2} / 2 \hbar^{2} r$. All subsequent crossings in DLBO have the same energy gap as SLBO and are described by the same tunneling parameter $\Gamma_{1}$. The dual-lattice beamsplitter is therefore more robust to Landau-Zener losses at the first level crossing than SLBO at a fixed lattice depth $U_{0}$, as shown in Fig. 5.4 $)$.

Fig. 5.4b) shows the simulated efficiency of a single Bloch oscillation at a constant Landau-Zener parameter for both the SLBO and DLBO Hamiltonians in Eq. (5.2) and (5.7) respectively. The efficiency is defined as the total population in the desired final momentum states relative to the initial population. In order to have the same expected Landau-Zener



Figure 5.4: Comparison of single-lattice and dual-lattice Bloch oscillations. a) Probability amplitude in the ground state over three Bloch periods. A lattice depth of $U_{0}=0.5 E_{r}$ and ramp rate $r=0.02 \omega_{r}^{2}$ are used for both simulations. The lattice depth is intentionally chosen to be low in order to illustrate loss mechanisms for SLBO in comparison with DLBO. See text for discussion. b) Simulation of efficiencies after one level crossing. For each ramp rate, the lattice depth is chosen to keep the Landau-Zener (LZ) parameters constant at $\Gamma_{1}=\Gamma_{2}=0.3$ such that the expected losses from the LZ formula are constant. The atom begins in the ground state at time $t=0$ with $\omega_{m}(t=0)=0$ and $\phi_{0}=0$.
losses for both simulations, the SLBO lattice depth is increased by a factor of $\sqrt{2}$ for each ramp rate compared to the DLBO simulation such that $\Gamma_{1}=\Gamma_{2}=0.3$. There is asymptotic agreement with the Landau-Zener formula for ramp rates $r \ll \omega_{r}^{2}$ for both single-lattice and dual-lattice level crossings, as well as additional oscillatory behavior of the DLBO efficiency compared to the SLBO efficiency owing to the oscillatory terms dropped in the RWA.

The rotating terms being dropped in the RWA can also contribute to higher-order processes that couple amplitude from the ground band to higher energy bands, and are further discussed in Section 5.4.4. The dominant loss channel is a third-order transition that couples the first and second energy levels around time $t=T_{B} / 6$. These higher-order losses place a lower limit on the ramp rate for a fixed lattice depth, below which losses from the ground band begin to be appreciable.

### 5.2.4 Comparison of limits on the ramp rate

The RWA condition in Eq. (5.6) and Landau-Zener tunneling losses both place an upper limit on the ramp rate. For Landau-Zener losses, efficient dynamics require $r \ll(\pi / 2) U_{0}^{2} \hbar^{2}$; when $U_{0} \lesssim \sqrt{2} E_{r}$, the RWA condition in Eq. (5.15) is automatically satisfied if the lattice depth is large enough to sufficiently suppress Landau-Zener tunneling. The RWA that leads to the Hamiltonian (5.5) is therefore asymptotically correct in the limit $r \rightarrow 0$ provided that $\hbar \sqrt{r} \ll U_{0} \lesssim \sqrt{2} E_{r}$. On the other hand, when $U_{0} \gtrsim \sqrt{2} E_{r}$, both the RWA condition and the standard Landau-Zener criterion begin to fail because the time windows for successive transitions begin to overlap non-negligibly.

Higher-order losses place a lower limit on the ramp rate, and for $r \leq \omega_{r}^{2}$, this limit and the upper limits on the ramp rate from Landau-Zener losses and the RWA condition can all easily be satisfied. Because of the non-linear scaling of these different limits on the ramp rate, the maximum possible efficiency of the processes quickly approaches 1 as $r \rightarrow 0$; for $r=0.5 \omega_{r}^{2}$, the maximum efficiency of the initial $4 \hbar k$ momentum splitting in a Bloch beamsplitter is already $>99 \%$.

Fig. 5.5 illustrates beamsplitter losses as a function of the ramp rate $r$ and the lattice depth $U_{0}$. Losses towards the top-left of the plot correspond to Landau-Zener tunneling losses, and losses towards the bottom-right correspond to higher-order transitions. Moving towards higher lattice depths and ramp rates, the maximum efficiency of the beamsplitter decreases because of the competing loss mechanisms.

The two loss channels result in non-zero wavefunction amplitude in momentum states different from the target states, and these additional momentum states could contribute to parasistic interferometers. This analysis is beyond the scope of the chapter, however we note that there exist methods to reduce the effects of parasitic interferometers 169 .

### 5.2.5 Crossing through velocity degeneracy

In addition to a beamsplitter, one can also ramp the two lattices through velocity degeneracy to create atom mirrors and combiners. This process has previously been attempted


Figure 5.5: Numerical simulation of beamsplitter losses showing the dependence on the two most important parameters in the Hamiltonian: frequency ramp rate and lattice depth. Darker color corresponds to lower losses, or higher efficiency. The simulation includes adiabatic loading of lattice, frequency ramping for four Bloch periods, and adiabatic unload, such that the final momentum splitting is $16 \hbar k$. Efficiency is defined as the probability amplitude on the desired momentum states after unloading the lattice. See text for discussion of loss mechanisms.
experimentally [170], but the dynamics were seen to be inefficient and uncontrolled because the ramp rate, lattice depth, and relative phase between lattices were not optimized. The intuition for the dynamics through a level crossing are described below, and for a more mathematical treatment see Section 5.4.5.

Consider two optical lattices with velocities that are initially far apart. One arm of an interferometer that is initially comoving with one of the two lattices can be understood as a superposition of an even-parity and an odd-parity ground state. Relative phase shifts between the even and odd states causes amplitudes to add constructively or destructively for positive or negative momentum states, which means that a controlled relative phase shift between the even- and odd-parity states can be used to control the momentum distribution of the atomic state after crossing through velocity degeneracy.

Figure 5.3. shows the band structure as the lattices are ramped through velocity degeneracy at time $t=0$. Far from velocity degeneracy, the even and odd ground state energy bands overlap and have the same level crossing structure. Near time $t=0$, however, these energy bands deviate because, by definition, an odd-parity state in momentum space cannot have amplitude on the zero-momentum basis state $|0\rangle$. As a result, when crossing through velocity degeneracy the odd-parity ground state has no level crossing coupling momentum into or out of the zero momentum state, so the even parity ground state passes through two additional level crossings at times $t= \pm T_{B} / 2$ compared to the odd parity ground state.

Through the coherent interactions with photons from each of the lattices, the relative phase $\phi_{0}$ of the two optical lattices is ultimately added to amplitude in the even-parity state, but not the odd-parity state. As a result, the offset phase $\phi_{0}$ can coherently control the population in the two lattices after a degeneracy crossing. This allows one to create reflection or recombination pulses in an interferometer, and together with the beamsplitter process described previously, this comprises a full set of atom-optics tools for atom interferometry (see Fig. 5.6 for experimental implementation, and the paper this chapter is based on, Ref. [25], for full details).

### 5.2.6 Experimental considerations

The dynamics of symmetric Bloch oscillations are sensitive to the initial velocity distribution of an atom. Efficient beamsplitter dynamics are observed for atoms with velocity spreads of more than $\sigma_{v}=0.5 v_{r}$, where $\sigma_{v}$ is the standard deviation in velocity of a Heisenberglimited Gaussian wavepacket. However, this spatial separation does not necessarily result in a superposition state in momentum space. For matter wave sources where different velocity classes are uncorrelated, only amplitude within a certain momentum window $\Delta p$ results in a superposition state, and amplitude to the left (right) of this window in momentum space will preferentially follow the right-moving (left-moving) lattice [157]. Intuitively, this can be understood by considering the dynamics in the Brillouin zone. When an atom begins at zero velocity, symmetric Bloch oscillations apply a force in both directions, and the quasimomentum can be thought of as being ramped in both directions simultaneously such that the state reaches both edges of the Brillouin zone at the same time, splitting the atom symmetrically


Figure 5.6: Experimental realization of a Bloch beamsplitter (yellow), reflection (red), transmission (blue), and recombination (green) as lattices are ramped through velocity degeneracy. a) Space-time trajectories. b) Intensity profiles of the $\omega_{2} \pm \omega_{m}(t)$ interferometry beams, which are measured by imaging the laser beams on a photodiode just before entering the vacuum chamber. The profiles show beats between the two frequencies, which is the temporal part of the potential in the Hamiltonian (5.1). Time $t=0$ indicates when $\omega_{m}=0$. Different phase offsets $\phi_{0}$ result in different beat profiles on the beam. c) Fluorescence traces of atoms from time-of-flight imaging showing the resulting distribution after various operations.
in a superposition state. If the atom has some initial velocity, however, it will reach one edge of the Brillouin zone before the other, and as a result amplitude will preferentially be driven by this first transition.

Numerical integration of the Hamiltonian (5.1) can be used to solve for evolution of a wavefunction $\psi(x, t)$ with arbitrary initial conditions (see Fig. 5.1) using the Crank-Nicolson method to discretize the Schrödinger Equation [171, 172]. These simulations confirm that faster ramp rates result in higher fidelity superposition states in momentum states, which in turn results in higher contrast interferometers.

Diffraction phases are fundamental to any asymmetric Bragg diffraction beamsplitter [173, 174], and must be accounted for in precision measurements [144]. For symmetric Bloch oscillations, if the center of the initial atomic velocity distribution is non-zero, the initial state has some projection onto the odd-parity eigenstates which leads to asymmmetry and diffraction phases. The symmetry of the Bloch beamsplitter (see Fig. 5.1) ensures that there is no diffraction phase that is fundamental to the technique. An initial velocity of the atoms, however, breaks the symmetry and creates a diffraction phase between interferometer arms. The numerical study discussed in Section 5.4 .6 shows that there are "magic" lattice depths where the diffraction phase vanishes. For realistic experimental control over the stability of the lattice depth, the diffraction phase can be limited to $\pm 10 \mathrm{mRad}$, independent of the momentum splitting. Increasing the momentum splitting will therefore fractionally suppress the diffraction phase, and diffraction phases can also be measured directly by varying the time between pulses in an interferometer. Note also that an ensemble of atoms with different center velocities will result in phase spreading in an interferometer.

The analytic results derived for Landau-Zener tunneling and the rotating wave approximation only apply to slow ramp rates that satisfy the condition in Eq. (5.6). Experimentally, we use larger ramp rates of up to $r=10 \omega_{r}^{2}$ and lattice depths around $8 E_{r}$ in order to maximize interferometer contrast, which is a region of parameter space that breaks the assumptions used to derive this inequality. Although the analytical efficiency predictions break down in this regime, we still observe reasonably efficient dynamics both numerically and experimentally. In fact, the velocity bandwidth of the beamsplitter is larger at faster ramp rates which results in higher contrast interferometers. See Fig. 5.5 for an illustration of a beamsplitter for different values of lattice depth and ramp rate. Notably, even in regions of parameter space outside where the RWA is valid, one can still achieve relatively low loss beampslitters.

### 5.3 Conclusions and Outlook

We have developed new techniques for coherently controlling superpositions of momentum states by generalizing Bloch oscillations to two independently accelerated optical lattices. First, the Hamiltonian was treated analytically, and it was shown that the dynamics can produce efficient and coherent atom optics elements, even when the lattices pass through velocity degeneracy. For slow ramp rates, the process is adiabatic and atoms can adiabatically
follow the even-parity ground state of Hamiltonian (5.5). When ramping lattices through velocity degeneracy, the populations in the two lattices can be controlled by changing the relative phase of the two optical lattices, allowing for all atom-optics elements required to form an interferometer. Using only accelerated lattices, we create LMT interferometers with high contrast, and we showed that the resulting dynamics were first-order coherent using a differential measurement.

Compared to existing atom optics techniques $158,160,175$, DLBO offer a number of advantages. Applications with constraints on laser power and free-fall distance, such as space-based interferometry [176, 177] or portable gravimeters [153], can use these techniques to maximize momentum transfer and thus sensitivity. Being based on adiabatic processes, these methods are robust to fluctuations in experimental parameters like lattice depth or laser frequency 165]. Symmetric Bloch oscillations are more robust to small laser intensity variations than Bragg diffraction beam splitters, and can eliminate systematic phase shifts known as diffraction phases [174, 178, 179]. Moreover, large momentum transfer can be obtained with modest laser power, whereas in multi-photon Bragg diffraction the required laser intensity scales proportional to $n^{2}$ or even $n^{4}$, if scattering losses are to be kept constant [180]. In contrast, the laser power required for DLBO is independent of the momentum splitting, relaxing the laser power requirements in an experiment. Compared to combinations of Bragg diffraction and Bloch oscillations [158, 159], DLBO requires less laser power and can achieve higher efficiencies. For example, two sequential $4 \hbar k$ double-Bragg beamsplitters used in reference [160] use a peak lattice depth of $3-4 E_{r}$ and achieve a total efficiency around $90 \%$, and higher-order double Bragg pulses require considerably more laser power. In contrast, the $60 \hbar k$ beamsplitter in Fig. 5.1b uses a lattice depth of $1.5 E_{r}$ while achieving an efficiency greater than $90 \%$.

A generalization of these dual-lattice techniques shows promise for new measurements of the fine-structure constant $\alpha$. A set of realistic experimental parameters are outlined in Section 5.4.8, where we show that $10^{8}$ radians of phase are attainable. This paves the way for a measurement of alpha at the $10^{-11}$ level, an order of magnitude improvement on existing measurements. Another generalization of the Bloch beamsplitter uses a multi-photon, $4 n \hbar k$ transition to open the interferometer where $n>1$. Our numerical simulations show that this multi-photon process also leads to an efficient beamsplitter for appropriate ramp rates and lattice depths, see Section 5.4.4 for further discussion.

### 5.4 Supplemental Information

### 5.4.1 Unitary transformation for single-lattice Bloch Hamiltonian

In an inertial frame initially comoving with the atoms, the SLBO Hamiltonian can be written as:

$$
\begin{equation*}
H=\sum_{l=-\infty}^{\infty}\left(\frac{(2 l \hbar k)^{2}}{2 m}|l\rangle\langle l|+U_{0} e^{i\left(\frac{r t^{2}}{2}+\phi_{0}\right)}(|l\rangle\langle l+1|+|l\rangle\langle l-1|)\right) \tag{5.7}
\end{equation*}
$$

The Hamiltonian, Eq. 5.10, is derived by transforming this Hamiltonian, Eq. (5.7), into a rotating frame that puts the time dependence of the rotating terms into the diagonal. This is achieved with the following unitary:

$$
\begin{align*}
U & =\sum_{l=-\infty}^{\infty} e^{i \frac{d(t) \hat{p}}{\hbar}} e^{i \frac{\theta(t)}{\hbar}}|l\rangle\langle l|  \tag{5.8}\\
& =\sum_{l=-\infty}^{\infty} e^{i l\left(\frac{r t^{2}}{2}+\phi_{0}\right)} e^{i \frac{m a^{2}{ }^{3}}{6 \hbar}}|l\rangle\langle l| \tag{5.9}
\end{align*}
$$

with $d(t) \equiv a t^{2} / 2+\phi_{0} / k$ and $\theta(t) \equiv m a^{2} t^{3} / 6$. This same transformation is used in reference [181], and it is almost identical to the transformation used in Eq. 5.3), except there is no longer a absolute value sign on the momentum operator. Acting on the Hamiltonian, Eq. (5.7), with the unitary transformation in Eq. (5.8) results in $H_{\text {SLBO }}$ :

$$
\begin{equation*}
H_{\mathrm{SLBO}}=\sum_{l=-\infty}^{\infty} \frac{(2 l \hbar k-F t)^{2}}{2 m}|l\rangle\langle l|+\frac{U_{0}}{2}(|l\rangle\langle l+1|+|l\rangle\langle l-1|) \tag{5.10}
\end{equation*}
$$

The $F t$ term that appears in the kinetic energy is related to the quasimomentum $k_{q}$ through the relation $\hbar k_{q}=F t$.

### 5.4.2 Symmetrized Hamiltonian

The Hamiltonian in Eq. (5.5) can be explicitly symmetrized by applying a rotation to the basis states. This is achieved by rotating to new basis states that are symmetric and antisymmetric combinations of the free-space momentum basis states, namely we will have (unnormalized) even parity basis states $\left|+_{l}\right\rangle=|l\rangle+|-l\rangle$ and odd parity states $\left|-{ }_{l}\right\rangle=|l\rangle-|-l\rangle$. The zero momentum state remains unchanged under this rotation, as it is already an even-parity state. The following rotation matrix achieves this transformation:

$$
\begin{equation*}
R=|0\rangle\langle 0|+\sum_{l>0} \frac{1}{\sqrt{2}}(|l\rangle\langle l|+|-l\rangle\langle-l|)+\frac{1}{\sqrt{2}}(|l\rangle\langle-l|-|-l\rangle\langle l|) \tag{5.11}
\end{equation*}
$$

The Hamiltonian (5.5) can then be rotated to the symmetric Hamiltonian $H_{\text {sym }}=$ $R H_{\text {DLBO }} R^{T}$ to arrive at the following:

$$
\begin{align*}
H_{\text {sym }}= & \frac{(F t)^{2}}{2 m}|0\rangle\langle 0|+\sum_{l>1}\left(\frac{(2|l| \hbar k-F t)^{2}}{2 m}\left(\left|++_{l}\right\rangle\left\langle+{ }_{l}\right|+\left|-_{l}\right\rangle\left\langle-_{l}\right|\right)\right. \\
& \left.+\frac{U_{0}}{2}\left(\left|+{ }_{l}\right\rangle\left(\left\langle+{ }_{l+1}\right|+\left\langle+{ }_{l-1}\right|\right)+\left|-{ }_{l}\right\rangle\left(\left\langle-_{l+1}\right|+\left\langle-_{l-1}\right|\right)\right)\right)  \tag{5.12}\\
& +\frac{U_{0}}{2}\left(\left|+{ }_{1}\right\rangle\left\langle+{ }_{2}\right|+\left|-{ }_{1}\right\rangle\left\langle-{ }_{2}\right|\right)+\frac{U_{0}}{\sqrt{2}}\left(|0\rangle\left\langle+{ }_{1}\right|+\left|+{ }_{1}\right\rangle\langle 0|\right)
\end{align*}
$$

In this rotated basis, there is no coupling between $|0\rangle$ and $\left|-{ }_{1}\right\rangle$, so we can explicitly see why the odd-parity states have no level crossing at times $t= \pm T_{B} / 2$ in Fig. 5.3k). Moreover, the coupling between $|0\rangle$ and $\left|+_{1}\right\rangle$ is $\sqrt{2}$ larger than any of the other couplings, resulting in suppressed Landau-Zener tunneling from the level-crossings of the even-parity ground state at times $t= \pm T_{B} / 2$ in Fig. 5.3.).

### 5.4.3 Rotating wave approximation condition

To make the rotating wave approximation (RWA) in Eq. (5.4), we average the oscillating term $e^{i r t^{2}}$ over the duration of the transition between momentum states. This term is oscillating most slowly around the first level crossing between the first and second even bands at time $t=T_{B} / 2$. In the limit of small lattice depths $U_{0} \ll 4 E_{r}$, the energy gap $E_{g}(t)$ near this level crossing is given by

$$
\begin{equation*}
E_{g}(t)=\sqrt{\hbar^{2} r^{2}\left(t-T_{B} / 2\right)^{2}+2 U_{0}^{2}} \tag{5.13}
\end{equation*}
$$

such that the center of the level crossing occurs at time $t=T_{B} / 2$, and the duration of the level crossing is $\Delta t=2 \sqrt{2} U_{0} / \hbar r$.

Taking the time average of the rotating term $e^{i r t^{2}}$ over the duration of the level crossing gives the following:

$$
\begin{equation*}
\left\langle e^{i r t^{2}}\right\rangle \approx-\frac{i \hbar^{2} r}{4 U_{0}} e^{i \alpha} \frac{U_{0} \cos \beta-2 \sqrt{2} i E_{r} \sin \beta}{8 E_{r}^{2}-U_{0}^{2}} \tag{5.14}
\end{equation*}
$$

where we define $\alpha=2\left(8 E_{r}^{2}+U_{0}^{2}\right) /\left(\hbar^{2} r\right)$ and $\beta=8 \sqrt{2} E_{r} U_{0} /\left(\hbar^{2} r\right)$, and we have assumed that $r \ll 2\left(2 \sqrt{2} E_{r}-U_{0}\right)^{2} / \hbar^{2}$. The rotating term can be dropped so long as this average is small compared to 1 , i.e., when

$$
\begin{equation*}
\left|\left\langle e^{i r t^{2}}\right\rangle\right|<\frac{\hbar^{2} r}{4 U_{0}\left(2 \sqrt{2} E_{r}-U_{0}\right)} \ll 1 \tag{5.15}
\end{equation*}
$$

or equivalently, $r \ll 4 U_{0}\left(2 \sqrt{2} E_{r}-U_{0}\right) / \hbar^{2}$. We note that varying the time window of integration in Eq. (5.14) changes the numerical factors in Eq. (5.15), but not the limiting behavior as $r \rightarrow 0$.

### 5.4.4 Higher-order loss mechanisms

When the lattice depth is too large, the oscillating terms dropped in the rotating wave approximation from the Hamiltonian in Eq. (5.4) can contribute to higher-order parasitic transitions. The dominant loss mechanism at ramp rates $r \ll \omega_{r}^{2}$ is a third-order (sixphoton) process coupling the states $|0\rangle$ and $\left|+{ }_{1}\right\rangle$ around time $t=T_{B} / 6$, where $\left|+{ }_{l}\right\rangle$ refers to the symmetrized basis states derived in Section 5.4.2. There are two possible energy and momentum conserving pathways for the transition to occur; $|0\rangle \rightarrow\left|+{ }_{1}\right\rangle \rightarrow|0\rangle \rightarrow\left|+{ }_{1}\right\rangle$ and $|0\rangle \rightarrow\left|+{ }_{1}\right\rangle \rightarrow\left|+{ }_{2}\right\rangle \rightarrow\left|+{ }_{1}\right\rangle$. For lattice depths much less than the spacing between energy levels, $U_{0} / 2 \ll 4 E_{r}$, the effective coupling between these states scales like $\left(U_{0} / 2\right)^{3} /\left(4 E_{r}\right)^{2}$, which is the same scaling as the Rabi frequency in higher-order Bragg diffraction 180,182 .

During a Bloch beamsplitter, the laser frequencies are swept across this parasitic resonance, as seen in Fig. 5.7 a, which can be thought of as a parasitic level-crossing between $|0\rangle$ and $\left|+{ }_{1}\right\rangle$; for an efficient Bloch beamsplitter, amplitude should remain in $|0\rangle$ by tunneling through this level-crossing diabatically. To first order, the adiabatic population transfer to the state $\left|+{ }_{1}\right\rangle$ during this level crossing is given by $P_{L Z}=1-e^{-2 \pi \Gamma} \approx 2 \pi \Gamma$ when the LandauZener parameter $\Gamma$ is close to zero. For $U_{0} \ll 8 E_{r}$ and $r \ll \omega_{r}^{2}$, we therefore expect losses from the Bloch beamsplitter $P_{\text {loss }}=2 \pi \Gamma_{3} \propto\left(\omega_{r}^{2} / r\right)\left(U_{0} / 8 E_{r}\right)^{6}$ where $\Gamma_{3} \propto\left(\omega_{r}^{2} / r\right)\left(U_{0} / 8 E_{r}\right)^{6}$. This scaling of the higher-order losses in the limit of $r \rightarrow 0$ agrees with our numerical simulations.

In addition to the third-order process discussed above, there are an infinite number of these higher-order processes that conserve energy and momentum, but the transition rates are highly suppressed at lower lattice depths. Fig. 5.7b show the result of a simulation with an increased lattice depth, to a regime in which many of these higher-order transitions can couple amplitude to higher-excited states. The parameters chosen for this simulation happen to drive five of these higher-order transitions within the first Bloch period. A ramp rate $r \ll \omega_{r}^{2}$ is chosen for the simulation so that the transitions are well-resolved. In contrast, Fig. 5.4 ) illustrates negligible higher-order losses because all higher-order transitions are highly suppressed at lower lattice depths.

### 5.4.5 Crossing through velocity degeneracy

The dynamics while crossing through velocity degeneracy are determined by studying the eigenstates of the DLBO Hamiltonian, Eq. (5.5). An initial momentum state $|n\rangle$, where $n>0$, can be decomposed as

$$
\begin{equation*}
|n\rangle=\frac{1}{\sqrt{2}}\left(\left|+{ }_{n}\right\rangle+\left|--_{n}\right\rangle\right) \tag{5.16}
\end{equation*}
$$

where are the symmetric and antisymmetric combinations of the free-space momentum basis states $| \pm n\rangle$ as derived in Section 5.4.2. Similarly, $|-n\rangle$ can be decomposed as

$$
\begin{equation*}
|-n\rangle=\frac{1}{\sqrt{2}}\left(\left|+_{n}\right\rangle-\left|-_{n}\right\rangle\right) \tag{5.17}
\end{equation*}
$$



Figure 5.7: Simulations of one Bloch period of a Bloch beamsplitter illustrating losses from the ground band due to higher-order transitions. The states used for determining the probability amplitude are even-parity eigenstates of Hamiltonian (5.5). A slow ramp rate is used so that the various transitions are resolved from one another. a) The first losses to occur are due to a third-order transition coupling the ground state and first excited state. b) A much larger lattice depth shows a number of different higher-order transitions. Before time $t=T_{B} / 2$ there are four separate higher-order resonances between the ground state and first excited state that transfer population between the levels. Around time $t=0.6 T_{B}$ there is a transition between the ground state and the second excited state.

Without loss of generality, we restrict our attention to one arm of an interferometer with momentum $|n\rangle$. Then when one of the two lattices is initially comoving with the state $|n\rangle$, this state will be loaded into the ground state of the DLBO Hamiltonian in Eq. (5.5) as a superposition of odd-parity and even-parity ground states according to Eq. (5.16).

Crucially, relative phase shifts between the even- and odd-parity eigenstates cause amplitude to add constructively or destructively for the positive momentum or negative momentum states; for example, if the state $\left|-_{n}\right\rangle$ acquires a $\pi$ phase shift relative to the state $\left|+_{n}\right\rangle$, then the state $|n\rangle$ in Eq. (5.16) will transform the the state $\left|-{ }_{n}\right\rangle$ in Eq. (5.17). There are two sources of relative phase shifts between the even- and odd-parity states as the lattices are swept through velocity degeneracy. First, since these states are energy eigenstates of the Hamiltonian, there is a dynamical phase difference $\phi_{d}$ between the two states given by $\phi_{d}=(1 / \hbar) \int d t^{\prime}\left(E_{-}\left(t^{\prime}\right)-E_{+}\left(t^{\prime}\right)\right)$, where $E_{ \pm}$denotes the energy of the even- and odd-parity ground states over time, as shown in Fig. 5.3k. Since the even- and odd- parity states have different level structure near the degeneracy crossing, this gives a non-trivial phase shift. In addition, there are two additional level crossings for the even state near velocity degeneracy compared to the odd-parity state, as discussed in Sec.5.4.2. These level crossings correspond to transferring photons to and from the laser field, so the phase of the laser field is imparted to the atomic state during these crossings.

Laser phase is a well known source of phase in atom interferometers, and is the primary phase contribution for certain interferometer configurations such as Mach-Zehnder interferometers [183]. In a single optical lattice, laser phase arises when the position of the laser standing wave shifts position with respect to the atom, resulting in a phase shift $\Delta \phi=2 k \Delta x$. In the case of two optical lattices, there is an additional degree of freedom, namely the relative position of the two lattices. This changes the offset phase $\phi_{0}$ in Eq. (5.1), and it is reasonable to expect this phase term to play a coherent role in the dynamics.

There are two ways to understand the laser phase effects, mathematically and physically. Mathematically, one can see that the even-parity state is shifted relative to the odd-parity state from the definition of the unitary transformation in Eq. (5.3). As mentioned previously, the sign on $d(t)$ in Eq. (5.3) is changed at time $t=0$, which changes the phase offset on every basis state except for the zero momentum state $|0\rangle$. Just before time $t=0$, the odd-parity ground state is approximately given by $\left|{ }_{g s}\right\rangle=\left(e^{-i \phi_{0}}|1\rangle-e^{-i \phi_{0}}|-1\rangle\right) / \sqrt{2}=e^{-i \phi_{0}}\left|-{ }_{1}\right\rangle$, whereas after time $t=0$ the state becomes $\left|-_{g s}\right\rangle=\left(e^{i \phi_{0}}|1\rangle-e^{i \phi_{0}}|-1\rangle\right) / \sqrt{2}=e^{i \phi_{0}}\left|-{ }_{1}\right\rangle$. The odd state is therefore phase shifted by $2 \phi_{0}$. Since the state $|0\rangle$ is unchanged, the even- and odd-parity states see a relative phase shift of $2 \phi_{0}$. Physically, the nature of the degeneracy crossing is a result of constructive or destructive interference between amplitudes. Since there are two additional level crossings of the even state compared to the odd state, the even state receives a laser phase shift $\phi_{l}=2 \phi_{0}$. At time $t=T_{B}$, after the two additional crossings, both the even- and odd-parity states are mostly superpositions of the states $| \pm l\rangle$, but the extra phase shift of the even state results in coherent interference and changes the resulting output state. This phase shift can also be observed in our numerical simulations, where the even-parity state is phase shifted by $\phi_{0}$ at each of the two level crossings near velocity degeneracy.

Up to a global phase, the new state after the degeneracy crossing can be written as:

$$
\begin{equation*}
\left|\psi_{f}\right\rangle=\frac{1}{\sqrt{2}}\left(e^{i\left(\phi_{d}+\phi_{l}\right)}\left|+_{n}\right\rangle+\left|-_{n}\right\rangle\right) \tag{5.18}
\end{equation*}
$$

By controlling the phase shifts $\phi_{d}$ and $\phi_{l}$ in an experiment, one has control over the output nature of the degeneracy crossing. For example, arranging for $\phi_{d}+\phi_{l}=2 m \pi$ for some integer $m$ ensures that the state after the crossing will be identical to the state before the crossing, which corresponds to transmission through the crossing. For $\phi_{d}+\phi_{l}=(2 m+1) \pi$ for some integer $m$, the output state becomes $-\left|+_{n}\right\rangle+\left|-_{n}\right\rangle=|-n\rangle$, which has opposite momentum compared to the input state $|n\rangle$ and corresponds to a reflection. Intermediate values of the phase can be used to split amplitude between the two momentum states $| \pm n\rangle$. In practice, it is easiest to change $\phi_{0}$, and therefore $\phi_{l}$, since this phase is directly controllable experimentally. Our simulations show that $\phi_{d}$ also depends on $\phi_{0}$ at the moment that the lattices are velocity degenerate, but this dependence does not prevent one from continuously transforming between different output behaviours by changing only $\phi_{0}$.

The phase $\phi_{d}$ is dependent on the lattice depth, and therefore the lattice depth needs to be well controlled in order to see coherent dynamics after the zero-crossing. In the limit $U_{0}=0$, the dynamical phase $\phi_{d}$ is given by $\phi_{d}=16 \omega_{r}^{2} / r$, such that $\phi_{d} \gg 2 \pi$ when $r \ll \omega_{r}^{2}$. When $U_{0}>0$, this phase term is also a function of the lattice depth; as a result, fluctuations in $U_{0}$ lead to fluctuations in $\phi_{d}$. Similarly, variable $U_{0}$ across a finite laser beam leads to a variable $\phi_{d}$ across an atom cloud. Both of these effects result in unreliable zero-crossing behaviour at slow ramp rates, and both effects likely explain why we see the largest interferometer contrast for fast ramp rates around $r=10 \omega_{r}^{2}$.

### 5.4.6 Diffraction phase

Here, we consider the diffraction phase acquired from a beamsplitter, which is the phase difference between the positive and negative momentum components of the resulting wavefunction. If the atomic state initially has some free-space velocity with respect to the lattice, the momentum-parity symmetry of the problem is broken and the resulting dynamics will be asymmetric, leading to a diffraction phase.

Figures 5.8 and 5.9 show numerical simulations of the diffraction phase for a $16 \hbar k$ Bloch beamsplitter. Almost all of the diffraction phase from the beamsplitter comes from the first $8 \hbar k$ momentum splitting near velocity degeneracy; further increasing the momentum transfer beyond this does not further increase the dynamical phase $\phi_{d}$. The diffraction phase for a beamsplitter scales like the square root of the initial velocity, but the prefactor in front of this scaling can be controlled by varying the lattice depth and the details of loading or unloading the lattice. The simulations in Figures 5.8 and 5.9 use a linear intensity ramp for loading an unloading over a time $t_{\text {load }}=6 \pi \omega_{r}^{-1}$.

Figure 5.9 shows the diffraction phase as a function of the lattice depth, and oscillations in the diffraction phase allow one to operate at a "magic" lattice depth with suppressed sensitivity to diffraction phases from missing the center velocity of the atom cloud. For


Figure 5.8: Numerical simulation of diffraction phase from a Bloch beamsplitter as a function of velocity with respect to the initial optical lattice. Simulation includes adiabatically loading the lattice, frequency ramping at a rate $r=1.0 \omega_{r}^{2}$ for four Bloch periods, then adiabatic unloading of the lattice. See text for further discussion.
precision measurement, such magic lattice depths could be used to significantly reduce the diffraction phases caused by fluctuations in experimental parameters. For example, a ramp rate of $r=4 \omega_{r}^{2}$ and a lattice depth around $U_{0}=5.9 E_{r}$ gives $80 \%$ efficient beamsplitters with minimized diffraction phase sensitivity (see Figures 5.5 and 5.9). We can reasonably operate within $0.001 v_{r}$ of the center velocity of the atom cloud, and by intensity stabilizing the lattice to $1 \%$ fluctuations, the diffraction phase can be limited to $\pm 10 \mathrm{mRad}$. This diffraction phase can then be measured directly by varying the duration of the interferometer, as done in reference 144.

### 5.4.7 Higher-order generalization of the dual-lattice methods

The transitions driven in DLBO are two-photon processes that transfer $2 \hbar k$ momentum. By sweeping past multiple of these transitions in successions, LMT can be easily achieved. In contrast, higher-order transitions are also possible that transfer $2 n \hbar k$ momentum in a single, multi-photon process.

It is instructive to first understand single-lattice higher-order processes before understanding the dual-lattice analogues. SLBO can be though of as adiabatically sweeping past a successions of $2 \hbar k$ Bragg transitions 132. The higher-order, multi-photon analogue has


Figure 5.9: Numerical simulation of diffraction phase from a Bloch beamsplitter as a function of lattice depth for two different ramp rates, using an initial velocity with respect to the lattice of $0.001 v_{r}$. Points are from simulation, lines are an interpolation between points to guide the eye. The zero crossings in the diffraction phase allow for one to operate an interferometer at a "magic" lattice depth to suppress sensitivity to diffraction phase. See text for further discussion.
been implemented experimentally in reference [184. The laser is adiabatically swept across a $2 n \hbar k$ Bragg resonance, which adiabatically drives a $2 n$-photon process. Though not discussed directly in [184], this process can be interpreted using a Bloch band picture where atoms have an initial quasimomentum outside of the first Brillouin zone such that they are loaded into higher Bloch bands. As the lattice is accelerated, the state sweeps past a level crossing between higher Bloch bands, and successful momentum transfer requires the state to adiabatically traverse the crossing and stay in the same Bloch band.

DLBO can be thought of as adiabatically sweeping past a succession of "double Bragg" transitions 185. A first-order double Bragg transition symmetrically drives $\pm 2 \hbar k$ Bragg resonances such that the two arms are split by $4 \hbar k$ momentum. One can also symmetrically drive two higher-order Bragg resonances that transfer $\pm 2 n \hbar k$ momentum to obtain a $4 n \hbar k$ beamsplitter, as are implemented in references 159, 160.

It is also possible to adiabatically sweep past a higher-order double Bragg transition. In terms of the modulation frequency $\omega_{m}$ in Eq. (5.1), these resonances occur at $\omega_{m}=(2 m+1) \omega_{r}$ for integers $m$. A $4 n \hbar k$ adiabatic dual-lattice beamsplitter can be achieved by sweeping past one of these resonances adiabatically. An experimental sequence would consist of the follow-
ing: 1) atoms are adiabatically loaded into a lattice with a modulation frequency slightly below the desired resonance, 2) the modulation frequency is swept across the resonance, and 3) the atoms are adiabatically unloaded from the lattice. It is important that the modulation frequency does not become close to other resonances during this sequence. Unlike a Bloch beamsplitter, continued ramping of $\omega_{m}$ after a high-order beamsplitter process will not transfer more momentum, but rather alternate between increasing and decreasing the momentum splitting between arms. The average momentum transfer per Bloch period will still be $4 \hbar k$, as in the ground band.

Our simulations of this process show that it can be more efficient than a Bloch beamsplitter at a given ramp rate. However, there are two major downsides to these higher-order dual-lattice techniques. First, much more laser power is required to drive the transition; the power required to drive an $n^{\text {th }}$-order Bragg transition scales sharply with the order $n$, namely as $n^{2}$ to maintain the same Rabi frequency, and $n^{4}$ to also maintain the same single-photon scattering rate [180]. Second, continued ramping of the lattices does not continue to increase momentum splitting in any advantageous way compared to using the ground band. As a result, the first-order dual-lattice methods discussed in the main text are easier to use if the goal is to achieve very large momentum splitting without the need for significantly more laser power.

### 5.4.8 Application to recoil measurements

A generalization of DLBO shows promise for atom recoil measurements, and therefore in measurements of the fine-structure constant $\alpha$ [144]. This section is included as an example of the potential applictaions of DLBO, however we note that before such a measurement, many new systematic effects would likely need to be studied.

By removing the assumption that $\omega_{1}=\omega_{2}$ and are independent of time in the Hamiltonian in Eq. (5.1), asymmetric lattice guided geometries can be created [131]. Additional light frequencies can also be added to the laser in order to address more than two velocity classes of atoms at the same time. Figure 5.10 shows an example interferometer configuration that would be sensitive to an atom recoil phase. The phase in the interferometer can be calculated by integrating the energy of the atoms over the various trajectories [182]. Assuming that the time to accelerate atoms is much less than the time between beamsplitter or reflection pulses, the phase of the interferometer is given by

$$
\begin{equation*}
\phi=16 \omega_{r} n_{s}^{2} T \tag{5.19}
\end{equation*}
$$

where $\omega_{r}$ is the recoil frequency of the matter wave, $n_{s}$ is defined in Fig. 5.10, and T is the time between beamsplitter and reflection pulse in the upper (or lower) interferometer.

The following outlines a set of realistic experimental parameters that could lead to $10^{8}$ radians of recoil phase, an order of magnitude improvement in sensitivity over the leading recoil measurement [144]. Based on the results discussed in Section III of Ref. [25], atoms in our apparatus can interact with up to 1000 photons inside an interferometer where contrast


Figure 5.10: Interferometer geometry sensitive to an atomic recoil phase. The asymmetry between the two upper (lower) trajectories leads to a kinetic recoil phase acquired by the upper (lower) interferometer. The simultaneous conjugate interferometer configuration is used for a differential measurement that cancels gravitational phase to fist order, and adds the recoil phases in the upper and lower interferometers. Addressing the four velocity classes of light requires one left-moving frequency and four right-moving frequencies, similar to Fig. 5.2 a ).
can still be observed. Choosing $n_{i}=100, n_{s}=80$ and $n_{f}=100$ (defined in Fig. 5.10) requires atoms to interact with 840 photons before closing the interferometers. For the calculation, we use a time of 80 ms between opening the interferometers and slowing the arms back to having the same velocity, the same timing used in reference $[144$. Using a frequency ramp rate of $r=250 \mathrm{MHz} / \mathrm{s}$, Cesium atoms can be accelerated from $\left|2 n_{i} \hbar k\right\rangle$ to $\left|2\left(n_{s}+n_{i}\right) \hbar k\right\rangle$ in roughly 6 ms , which is much less than the time between different pulses. This ramp rate was shown to give good interferometer contrast in the main text for atoms with a vertical velocity spread of $0.05 v_{r}$.
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[^0]:    ${ }^{1}$ We note that there are also non-variational algorithms for finding ground states that make use of tensor networks, some of which are provably efficient in some circumstances [48 51]

[^1]:    ${ }^{1}$ Here we are assuming that $\mathcal{F}^{2}=1$; we note that in systems where $\mathcal{F}^{n}=1$ for $n>2$, these criteria will be appropriately modified (e.g. in parafermionic systems) $12,13,85$.

