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A B S T R A C T 

Recent cosmological analyses with large-scale structure and weak lensing measurements, usually referred to as 3 × 2pt, had 

to discard a lot of signal to noise from small scales due to our inability to accurately model non-linearities and baryonic 
effects. Galaxy–galaxy lensing, or the position–shear correlation between lens and source galaxies, is one of the three two-point 
correlation functions that are included in such analyses, usually estimated with the mean tangential shear. Ho we ver, tangential 
shear measurements at a given angular scale θ or physical scale R carry information from all scales below that, forcing the scale 
cuts applied in real data to be significantly larger than the scale at which theoretical uncertainties become problematic. Recently, 
there have been a few independent efforts that aim to mitigate the non-locality of the g alaxy–g alaxy lensing signal. Here, we 
perform a comparison of the different methods, including the Y-transformation, the point-mass marginalization methodology, 
and the annular differential surface density statistic. We do the comparison at the cosmological constraints level in a combined 

galaxy clustering and galaxy–galaxy lensing analysis. We find that all the estimators yield equi v alent cosmological results 
assuming a simulated Rubin Observatory Le gac y Surv e y of Space and Time (LSST) Year 1 like set-up and also when applied to 

DES Y3 data. With the LSST Y1 set-up, we find that the mitigation schemes yield ∼1.3 times more constraining S 8 results than 

applying larger scale cuts without using any mitigation scheme. 

Key words: gravitational lensing: weak – cosmological parameters – large-scale structure of Universe – cosmology: theory. 
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 I N T RO D U C T I O N  

hen the light of background ( source ) galaxies passes close to
oreground ( lens or tracer ) galaxies it gets perturbed, distorting the
mage of the source galaxies we observe. Galaxy–galaxy lensing 
efers to the cross-correlation between source galaxy shapes and 
ens galaxy positions. The amount of distortion is correlated with the 
roperties of the lens sample and the underlying large-scale structure 
t traces. In the case of a spherical distribution of matter, the shear
t any point will be oriented tangentially to the direction towards the
entre of symmetry. Then, the tangential component of the shear will 
apture all the gravitational lensing signal produced by a spherically 
ymmetric distribution of mass. Because of this, the tangential shear 
v eraged o v er man y source-lens galaxy pairs is one of the typical
easurements that is done to detect this correlation. 
Galaxy–galaxy lensing has had a wide range of applications since 

t was first detected in Brainerd, Blandford & Smail ( 1996 ). It has
een e xtensiv ely used to probe the galaxy–matter connection at small
cales, e.g. Choi et al. ( 2012 ), Yoo & Seljak ( 2012 ), Kuijken et al.
 2015 ), Clampitt et al. ( 2017 ), Park et al. ( 2016 ), Zacharegkas et al.
 2022 ), or Luo et al. ( 2022 ); to extract cosmological information
sing the well-understood large scales in combination with other 
robes such as galaxy clustering and/or CMB lensing as in Mandel- 
aum et al. ( 2013 ), Baxter et al. ( 2016 ), Joudaki et al. ( 2018 ), van
itert et al. ( 2018 ), Prat et al. ( 2018 , 2022 ), Singh et al. ( 2020 ), Lee

t al. ( 2022 ); to obtain lensing shear geometric constraints e.g. Jain &
aylor ( 2003 ), Prat et al. ( 2019 ), Hildebrandt et al. ( 2020 ), Giblin
t al. ( 2021 ), S ́anchez et al. ( 2022 ); and also recently in Leauthaud
t al. ( 2022 ) to assess the consistency of lensing across different data
ets and to carry out end-to-end tests of systematic errors. 

Moreo v er, g alaxy–g alaxy lensing is a standard part of the so-called
 × 2pt analyses that combine large-scale structure and weak lensing 
easurements to extract cosmological information. The 3 × 2pt 

tands for the combination of three two-point correlation functions: 
he autocorrelation of the positions of galaxies (galaxy clustering), 
he cross-correlation of galaxy shapes and galaxy positions (galaxy–
alaxy lensing), and the autocorrelation of galaxy shapes (cosmic 
hear). This combination was originally proposed in Hu & Jain 
 2004 ), followed by Bernstein ( 2009 ) and Joachimi & Bridle ( 2010 )
nd has since then been applied to different galaxy surv e y data sets,
uch as to KiDS data, as in Heymans et al. ( 2021 ), and to DES data,
.g. in Abbott et al. ( 2022 ). 

These kind of analyses commonly use the well-understood large 
cales, placing stringent scale cuts to remo v e the parts of the data
ector that currently add too much uncertainty in the model due 
o non-linearities in the matter power spectrum, galaxy bias, and 
aryonic effects, amongst others (e.g. Krause et al. 2021 ). However, 
he g alaxy–g alaxy lensing signal is non-local in nature, that is, the
redicted signal at a given separation between a source and a lens
alaxy (at the redshift of the lens galaxy) depends on the modelling
f all scales within that separation, including the non-linear small 
cales. This can be appreciated expressing the tangential shear of a 
ingle lens-source galaxy pair separated by an angular distance θ as 
 function of the excess surface mass density ��: 

t ( θ, z l , z s ) = 

�� ( θ ) 

� crit ( z l , z s ) 
, (1) 

here �� can be expanded as the difference between the mean 
urface mass density below a certain angular scale ( <θ ) and the
urface mass density at this given scale θ : 

� ( θ ) = � ( < θ ) − � ( θ ) , (2) 
here the non-locality of the tangential shear quantity becomes 
pparent, since the tangential shear defined at some θ value will 
l w ays carry information of all the scales below this value. � crit 

s just a geometrical factor that depends on the angular diameter
istances to the lens galaxy D l , the one between the lens and the
ource D ls , and the one to the source galaxy D s , and is defined as 

 

−1 
crit ( z l , z s ) = 

4 πG 

c 2 

D ls D l 

D s 

if z s > z l , (3) 

nd zero otherwise. In the equation abo v e G is the gravitational
onstant and c is the speed of light. 

Therefore, our inability to model the small scales accurately 
nough given the measurement uncertainties impacts the lensing 
ignal at all scales. Expanding on this, in order to predict the lensing
ignal, an accurate prediction for the galaxy–matter correlation 
unction ξ gm 

( r ) is required for some range of physical (3D) scales
 , see e.g. MacCrann et al. ( 2020 ). At large scales, we expect linear
heory to hold and thus we can relate the galaxy–matter correlation
unction with the matter correlation through a linear galaxy bias 
actor: ξ gm 

( r ) = b ξmm 

, see Desjacques, Jeong & Schmidt ( 2018 ) for a
alaxy bias re vie w. At smaller (non-linear) scales, we do not currently
ave a precise theory to model ξ gm 

( r ). Therefore, it is crucial to ensure
hat the tangential shear measurement is only sensitive to scales in
gm 

( r ) where we know that the modelling is sufficiently accurate.
ince the g alaxy–g alaxy signal receives a non-local contribution that
epends on scales in ξ gm 

( r ) that are much smaller than the separation
t which the measurement is made (i.e. the impact parameter in the
ens redshift), this non-locality can then force the scale cuts applied in
eal data to be significantly larger than the scale at which theoretical
ncertainties become problematic. For example, due to this reason, 
he scale cuts in the DES Y1 3 × 2pt cosmological analysis (Abbott
t al. 2018 ) were higher for the g alaxy–g alaxy lensing part (12
pc h −1 ) than for the galaxy clustering part (8 Mpc h −1 ). 
To help with this issue, there have been a few independent efforts

o mitigate the non-locality of the galaxy–galaxy lensing signal. The 
rst that was proposed was the annular differential surface density 
stimator by Baldauf et al. ( 2010 ), which consists of modifying
he data vector on all scales in a way that remo v es information
bout the lens mass distribution below a chosen scale R 0 , based
n the measured data vector around R 0 . Later on, MacCrann et al.
 2020 ) proposed a methodology to take into account the non-locality
y analytically marginalizing o v er an enclosed point mass (PM)
irectly when performing the cosmological parameters inference. 
inally another estimator-based methodology was proposed by Park, 
ozo & Krause ( 2021 ), which achieves the localization of the galaxy–
alaxy lensing signal by performing a linear transformation of the 
angential shear quantity. In the recent DES Y3 3 × 2pt work (Abbott
t al. 2022 ), the PM marginalization methodology was applied to
emo v e the information from small scales abo v e a certain scale,
hich resulted in being able to model the g alaxy–g alaxy lensing
ntil 6 Mpc h −1 , a much smaller scale cut than the one used in DES
1 of 12 Mpc h −1 , even with smaller measurement uncertainties,
hile the galaxy clustering scale remained the same as in the Y1

nalysis (8 Mpc h −1 ). 
In this paper, we perform a thorough comparison of these different

roposals with the main goal of understanding which of them is
dvantageous to use in future cosmological analyses. First, we use 
imulated data vectors with uncertainties mimicking the LSST Y1 
ettings to perform such a comparison and then apply it to DES Y3
ata. 
MNRAS 522, 412–425 (2023) 
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Figure 1. Visualization of the data vectors for each of the g alaxy–g alaxy 
lensing (GGL) estimators that we compare in this paper to localize the original 
tangential shear measurements ( γ t ), corresponding to the second lens redshift 
bin and the highest source bin. We do not add the PM marginalization case 
since it does not involve a modification of the data vector, only of the (inverse) 
covariance. The triangle point for the proj-out case represents a ne gativ e point. 
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 T H E O RY  

quation( 2 ) can be rewritten as a function of physical scale R = θD l 

n the small angle approximation as 

�( R) = � (0 , R) − � ( R) . (4) 

hen, expanding each of the terms, the surface density at a given
ransverse R scale between the lens galaxy and the source light can
e expressed as the integral of the three-dimensional galaxy–matter
orrelation function ξ gm ( r ) o v er the line-of-sight distance 	 , with
 = 

√ 

	 

2 + R 

2 : 

( R) = ρm 

∫ ∞ 

−∞ 

d 	 

[ 
1 + ξgm 

(√ 

	 

2 + R 

2 
)] 

, (5) 

here ρm 

is the mean matter density. The other term in equation ( 4 )
s the mean surface density between two transverse positions, which
an be generally expressed as 

 ( R 1 , R 2 ) = 

2 

R 

2 
2 − R 

2 
1 

∫ R 2 

R 1 

�( R 

′ ) R 

′ d R 

′ . (6) 

or R 1 = 0 and R 2 = R , it simplifies to 

 (0 , R ) = 

2 

R 

2 

∫ R 

0 
�( R 

′ ) R 

′ d R 

′ . (7) 

his term is the one containing the information from all scales down
o R = 0, including the one halo regime for which we do not have
n accurate model for ξ gm . Assuming we can model ξ gm accurately
nly down to some minimum scale r min , we do not want ��( R ) to
epend on ξ gm below r min . From the equation abo v e it becomes clear
hat � (0 , R), and thus ��( R ), are only sensitive to the total mass
nclosed inside R (i.e. to some integral of ξ gm ), but not to how the
ass is distributed (i.e. to the shape of ξ gm ). For instance, �� at

cales larger than R will be the same for a PM distribution as for an
FW profile. Also, as shown by equation ( 7 ), the contribution from

he total enclosed mass will scale as 1/ R 

2 . This is the k ey f act that
ll the estimators described below rely on to remo v e the dependence
f the enclosed mass (or non-locality) of the g alaxy–g alaxy lensing
easurements. Below we summarize each of these currently existing
ethodologies. We also visualize the modified data vectors for each

f the methodologies in Fig. 1 . 

.1 Annular differential surface density ϒ 

he annular differential surface density statistic, ϒ( R ), is defined in
he following way (Baldauf et al. 2010 ): 

( R; R 0 ) ≡ �� ( R) − R 

2 
0 

R 

2 
�� ( R 0 ) (8) 

= 

2 

R 

2 

∫ R 

R 0 

d R 

′ R 

′ �( R 

′ ) − 1 

R 

2 

[
R 

2 �( R) − R 

2 
0 �( R 0 ) 

]
. (9) 

rom the integration limits it is clear this estimator does not include
nformation from scales below R 0 , because ��( R 0 ) contains the
ame small-scale contribution as ��( R ), just rescaled by R 

2 /R 

2 
0 .

he second line follows from the first one by substituting ��( R) =
 (0 , R) − � ( R) and using the definition 

 ( R 1 , R 2 ) = 

2 

R 

2 
2 − R 

2 
1 

∫ R 2 

R 1 

d R 

′ R 

′ �( R 

′ ) . (10) 

n this estimator and in the ones below that also involve a transforma-
ion of the data vector, the model is transformed in the same way as
he measurements. Moreo v er, the annular differential surface density
NRAS 522, 412–425 (2023) 
tatistic can be equi v alently defined for the tangential shear quantity
sing angular scales: 

 γt 
( θ ; θ0 ) ≡ γt ( θ ) − θ2 

0 

θ2 
γt ( θ0 ) , (11) 

sing the small-angle approximation to go from R to θ . In realistic
cenarios, where each lens tomographic bin has a non-negligible
idth, a given value θ0 will mix a range of physical scales R 0 . In this
ork, we use the annular differential surface density statistic based
n the tangential shear quantity throughout the paper (instead of the
� one), and use θ0 cuts computed with the mean z l for each redshift

in, given a specified R 0 cut. In this paper, we use values for R 0 of
 and of 8 Mpc h −1 , depending on the data set and its constraining
ower. 
The covariance of ϒ will also generally need to be modified. Given

hat we can write the transformation as ϒ = γ t − X , with X being a
onstant, then Var[ ϒ] = Var[ γ t ] + Var[ X ] − cov[ γ t , X ]. In the case
hat X is noiseless, the covariance of ϒ will be identical to the γ t 

art/stad847_f1.eps
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 statistic to include the noise of γ t ( θ0 ). 

.2 Y-transform 

he Y -transformation derived in Park et al. ( 2021 ) is a localizing
inear transformation that utilizes the local quantity �( R ) underlying 
he g alaxy–g alaxy lensing observable ��( R ). By inverting the
� ( R )–� ( R ) relationship, the Y quantity defined as 

 ( R) ≡ �( R) − �( R max ) 

= 

∫ R max 

R 

d ln R 

′ 
[

2 �� ( R 

′ ) + 

d�� ( R 

′ ) 
d ln R 

′ 

]
(12) 

eco v ers the local �( R ) up to an o v erall additiv e constant �( R max ).
o treat the discretized observables most frequently used in real 
nalyses, this relation is also discretized to a linear transform given 
y 

 = ( 2 S + SD ) �� = T �� , (13) 

here the trapezoidal summation matrix S representing the log 
ntegral and the finite differences matrix D representing the log 
ifferentiation are used to define the final transformation matrix 
 . The linear format of this transformation allows a further direct
pplication to a γ t vector, as γ t is proportional to ��. Thus, by 
ransforming an observed g alaxy–g alaxy lensing vector γ t and its 
ovariance C γ as 

 γ = T γ t , (14) 

 Y γ = TC γ T 

T , (15) 

e achieve a likelihood analysis with a localized g alaxy–g alaxy lens-
ng observable. It is notable that the T matrix nulls out components
n � � ( γ t ) proportional to 1/ R 

2 (1/ θ2 ), which can also be seen
rom equation ( 12 ) when a term proportional to 1/ R 

2 is added to
�( R ). Another way to see this is that if ��( R ) has a 1/ R 

2 shape,
he integral from equation ( 12 ) vanishes. Note that this is also true
or the ϒ statistic of Section 2.1 , i.e. adding a term proportional to
/ θ2 makes no difference to the estimator (see equation 11 ). 

.3 Point-mass marginalization 

acCrann et al. ( 2020 ) proposed to analytically marginalize o v er the
ontribution from within the small-scale cut by treating it as a PM
ontribution scaling as 1/ R 

2 . This PM term can be expressed as an
ddition to the tangential shear model for a given lens redshift bin i
nd source redshift bin j : 

ij 
t ( θ ) = γ

ij 

t, model ( θ ) + 

A 

ij 

θ2 
, (16) 

here we use the small-angle approximation to go from R to θ .
ere, the γ ij 

t, model is a prediction based on a model for the 3D
alaxy–matter correlation function ξ gm 

( r ) that is correct for scales 
 > r min , but can be arbitrarily wrong for r < r min , and A 

ij is
ome unknown constant that we can marginalize o v er. The simple
orm of this contamination model makes it suitable for an analytic 
arginalization approach given that the scale dependence is not 

ependent on cosmology or the lens galaxy properties. We want to 
arginalize P ( γt, obs ( θ ) | γt, model ( θ ) , A ) o v er the unknown constant A

n order to obtain the likelihood we are interested in, namely: 

 ( γt, obs ( θ ) | γt, model ( θ )) = 

∫ 
d A P ( A ) P ( γt, obs ( θ ) | γt, model ( θ ) , A ) . 

(17) 
n the case that the γ t , model is Gaussian distributed with co- 
ariance matrix C γ , and we have a Gaussian prior on A with
ean zero and width σ A , one can show that (Bridle et al. 2002 )
 ( γt, obs ( θ ) | γt, model ( θ )) is also Gaussian distributed with a covariance
atrix 

 = C γ + σ 2 
A � x � x T , (18) 

here � x has elements x n = ( θmin / θn ) 2 , and θmin represents the scale
ut. This means that in order to marginalize o v er the free parameter
 , we only need to add this term to the original covariance rather

han explicitly sampling over possible values of A in e.g. an MCMC
hain. In this work, we use an infinite prior for σ A . In this case,
he extra term is added to the inverse cov ariance directly, follo wing
he procedure described in MacCrann et al. ( 2020 ) and in Prat et al.
 2022 ). 

.3.1 Point-mass marginalization using geometric information 

he amplitudes A 

ij can be written as 

 

ij = 

∫ 
d z l 

∫ 
d z s n 

i 
l ( z ) n 

j 
s ( z ) B 

i ( z l ) � 

−1 
crit ( z l , z s ) D 

−2 ( z l ) , 

here B 

i represents the total mass enclosed within θmin for the i -th
ens bin, n i l ( z) is the redshift distribution of each lens bin, n j s ( z) for
ach source bin, and D ( z l ) is the angular diameter distance to the lens
edshift z l . If we assume that B 

i e volves slo wly across the width of the
ens bins we can drop the z l dependence and define the parameters

ij in the following way: 

 

ij ≈ B 

i 

∫ 
d z l 

∫ 
d z s n 

i 
l ( z ) n 

j 
s ( z ) � 

−1 
crit ( z l , z s ) D 

−2 ( z l ) ≡ B 

i βij . 

he parameters β ij are purely geometrical (sometimes also called 
hear-ratio information), and thus can be exactly computed analyti- 
ally given the input redshift distributions. 1 Then, the predicted β ij 

actors can be used to reduce freedom in the model by fixing the
elative scales between the source bins sharing the same lens bin and
nly marginalizing o v er B 

i instead of o v er a free-form A 

ij . 
We label this variant of the model as ‘PM (free per z i l )’, since in

his case there is only one free parameter per lens bin. When this
pproximation is not used (i.e. only using equation 16 ) we label the
odel as ‘PM (free per z i l − z j s )’. In the DES Y3 analysis, where

he point-marginalization was used, the variant of the model using 
eometrical information was employed. In this paper, we also explore 
he dif ferences, adv antages, and caveats of these two variants of the
M marginalization method. 

.4 Mode projection: ‘project-out’ estimator 

o further illustrate the similarities and/or differences among the 
bo v e estimators, we also construct a new estimator that we refer to as
he ‘project-out’ estimator. This estimator is designed such that it fol-
ows the philosophy of the MacCrann et al. ( 2020 ) approach, namely
y focusing on the PM 1/ R 

2 mode within the observed g alaxy–g alaxy
ensing data vector, while it follows the implementation used in Park
t al. ( 2021 ), namely by finding a suitable linear transformation and
MNRAS 522, 412–425 (2023) 
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3 The two models are in essence identical, but differ in some of the input 
parameters such as the lens magnification parameters and the redshift 
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sing it to transform the data vectors and covariances. In Appendix A ,
e show that the ‘proj-out’ method is actually equi v alent to the PM
arginalization method when the prior of the PM is infinitely wide.
lso, this basic equi v alence between marginalizing o v er a parameter

nd projecting out a given mode had already been pointed out in
ppendix A from Seljak ( 1998 ) for a general scenario. 
The core idea behind this estimator, thus, is to identify the

rojection of the observed g alaxy–g alaxy lensing data vector on
o the 1/ R 

2 mode, and then to remo v e it from the original vector. The
rojection operator P is given by (Aitken 1936 ; Tegmark et al. 1998 ) 

 = A 

(
A 

T C 

−1 
γ A 

)−1 
A 

T C 

−1 
γ , (19) 

here A has columns spanning the subspace on to which we wish to
roject. In our case, A has only one column given by { 1 /R 

2 
i } , or in

ractice { 1 /θ2 
i } , with θ i being the representative angular separation

f the i -th bin in our data vector. Note that instead of the ‘vanilla’
rojection operator A ( A 

T A ) −1 A 

T , we use the generalized least-
quares definition of the projection operator to properly account for
he covariances in the data vector. 

The ‘cleaned’ data vector is then defined as 

t, proj-out = γt − P γt 

= 

[ 
I − A 

(
A 

T C 

−1 
γ A 

)−1 
A 

T C 

−1 
γ

] 
γt 

≡ M γt , (20) 

nd its covariance is given by 

 proj-out = MC γ M 

T , (21) 

here C γ is the original covariance matrix. The inversion of C proj-out 

ecomes problematic, as M is not a full-rank matrix. We thus
ollow Tegmark ( 1997 ) to define a pseudo-inverse of the transformed
ovariance matrix as 

˜ 
 

−1 
proj-out = M 

(
C proj-out + ηAA 

T 
)−1 

M 

T , (22) 

here η is a constant whose value does not affect the performance
f the pseudo-inverse. 2 This can be understood intuitively as adding
ack in the lost mode to C proj-out , inverting, and removing the added
ode at the end. With γ t , proj-out and ˜ C proj-out in hand, a full likelihood

nalysis can be defined using this new estimator. 

 M E T H O D O L O G Y  

he question we are aiming to answer is whether the different
ethodologies to localize the g alaxy–g alaxy lensing measurements

re consistent under the precision of current and future surv e ys. In
rder to do so, we perform a combined 2 × 2pt analysis using each
f the methods to localize the tangential shear measurements and
ompare their performances at the cosmological posterior level. We
hoose to do the comparison in a 2 × 2pt analysis instead of a
hole 3 × 2pt analysis to maximize the impact that the galaxy–
alaxy lensing part of the data vector has on the cosmological
arameter posteriors, thus maximizing potential differences between
he localizing estimators. We perform the comparison using two
ifferent set-ups: (1) First, we assume the characteristics of a future
urv e y to test the differences under the smallest covariance. In
articular, we choose the specifications of a LSST Y1-like surv e y,
ince that will become rele v ant in the near-future, and it will already
e significantly more constraining than current generation surv e ys.
NRAS 522, 412–425 (2023) 

 We have used η = 10 −3 for the runs with DES Y3 data. We have checked 
hat using a different value, e.g. η = 10 3 , does not change the results. 

d
p
4

I

2) Secondly, we apply the comparison of the methods to DES Y3
ata, a noisy realistic scenario. 
For the LSST Y1 simulated case, we generate the input data

ectors using a contaminated model that includes baryonic effects
nd non-linear galaxy bias contributions that mostly affect small
cales (see Section 3.2 ), and analyse it using the simpler fiducial
odel that does not take into account these contributions with a

inear galaxy bias model and a dark matter only power spectrum (see
ection 3.1 ). We find the appropriate set of scale cuts that allow us to
eco v er unbiased cosmology in each case following the prescription
escribed in Section 3.3 . 

.1 Fiducial model 

ere, we summarize the baseline or ‘fiducial’ theory that we will
se to model the observed tangential shear and galaxy clustering
uantities. This is the same one used in the DES Y3 3 × 2pt analysis.
n particular, for the LSST Y1 simulated analysis described below
e assume the model presented in more detail in Krause et al. ( 2021 )

nd for the DES Y3 data analysis the one defined in Abbott et al.
 2022 ). 3 

The tangential shear γ t and angular clustering w( θ ) observables
an be expressed as various real space projections of angular
ower spectra. In particular, we model γ t as the following curved
ky projection of the galaxy–matter angular power spectra and of
ther terms that encapsulate observational effects such as intrinsic
lignments, lens magnification and their cross-talk, which add up to
he total observed C 

ij 

δobs E 
: 

ij 
t ( θ ) = 

∑ 

� 

2 � + 1 

4 π� ( � + 1) 
P 

2 
� ( cos θ ) C 

ij 

δobs E 
, (23) 

nd we model w( θ ) as 

 

ij ( θ ) = 

∑ 

� 

2 � + 1 

4 π
P � ( cos θ ) C 

ij 
δobs δobs 

. (24) 

e refer the reader to Krause et al. ( 2021 ) for a detailed definition of
 

ij 

δobs E 
and of C 

ij 
δobs δobs 

. P � and P 

2 
� are the Legendre polynomials and

he associated Legendre polynomials, respectively. For the matter
ower spectrum, we use the dark matter only Halofit prescription
rom Takahashi et al. ( 2012 ) and assume a linear galaxy bias to
elate the galaxy and matter density fluctuations. 

We obtain the LSST Y1 covariances with the publicly available
OSMOCOV code (Krause & Eifler 2017 ; Fang, Eifler & Krause 2020 ),
sing the number densities and noise specified in Table 1 . We include
aussian and non-Gaussian terms computed using a halo model. We

ssume an area of 12 300 deg 2 for LSST Y1, consistently with the
pecifications from The LSST Dark Energy Science Collaboration
 2018 ). 

We use a � CDM model with 5 (6) free cosmological parameters
or the simulated (data) case: �m 

, A s , n s , �b , h , ( �ν). We also free
dditional nuisance parameters to marginalize o v er uncertainties
elated to photometric redshifts – both for the lens and source
amples, intrinsic alignments, and shear calibration. The full list of
ree parameters and their respective priors can be found in table II 4 
istributions (which were measured later in the data analysis), and in the 
riors of the nuisance parameters. 
 The only difference between the values that we use and the ones from table 
I from Krause et al. ( 2021 ) is that we fix the neutrino density parameter �νh 2 
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Table 1. LSST Y1 lens and source sample specifications in the set-up of 
this work. The listed shape noise is the total one including both ellipticity 
components. These values are taken from The LSST Dark Energy Science 
Collaboration ( 2018 ), which specifies a lens number density of 18 arcmin −2 , 
which we split in five redshift bins, and a source number density of 10 
arcmin −2 which we split in four redshift bins. 

LSST Y1 

Lens sample 
Number density (arcmin −2 ) (2.29, 3.97, 6.06, 3.07, 2.62) 
Galaxy bias (1.7, 1.7, 1.7, 2.0, 2.0) 

Source sample 
Number density (arcmin −2 ) (2.50, 2.50, 2.52, 2.48) 
Total shape noise 0.3677 

f  

A  

L
w  

e  

d  

a  

t
g
n

 

a  

M

2  

o
t  

a  

Y
u

3

T
m
(
v  

t
p
e  

a  

d  

p  

fi  

a

t
t
f
i
a
5

o
s
d
t
t
f

Figure 2. Difference between the contaminated data vector and the fiducial 
ones for the tangential shear (top) and angular clustering (bottom), for the 
redshift bin combination corresponding to the second lens bin and the highest 
source bin. This redshift bin combination corresponds to one of the higher 
S/N ones. Green error bars represent the uncertainties for DES Y3 and LSST 

Y1. The gre y re gions mark the scale cuts that are needed to obtain unbiased 
cosmological results from this contamination, which have been determined 
to be w > 8 Mpc h −1 and γ t > 6 Mpc h −1 for DES Y3 and w > 12 Mpc h −1 

and γ t > 8 Mpc h −1 for LSST Y1 when using one of the methods to localize 
the tangential shear measurements (otherwise the scale cuts would need to be 
larger for the tangential shear quantity, as shown in Appendix C ). 
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rom Krause et al. ( 2021 ) for the simulated analysis and in table I from
bbott et al. ( 2022 ) for the DES Y3 data analysis. For the simulated
SST Y1 analysis, we assume the same redshift distributions that 
ere used in the methodology paper of the DES Y3 analysis (Krause

t al. 2021 ), which are an early estimate of the DES Y3 redshift
istributions. 5 For the DES Y3 data chains, we use the same settings
nd priors as in Abbott et al. ( 2022 ), except that we do not include
he shear-ratio likelihood and only combine the tangential shear and 
alaxy clustering measurements, since for the 2 × 2pt case it does 
ot significantly change the results (S ́anchez et al. 2022 ). 
We use the COSMOSIS (Zuntz et al. 2015 ) framework to gener-

te the data vectors and perform the 2 × 2pt analysis. We use
ULTINEST (Feroz & Hobson 2008 ; Feroz, Hobson & Bridges 
009 ; Feroz et al. 2019 ) to sample the parameter space and
btain the parameter posteriors, with the following accuracy set- 
ings: live points = 500 , efficiency = 0.3 , toler-
nce = 0.01 , constant efficiency = F . For the DES
3 data, we use POLYCHORD with the same high-accuracy settings 
sed in Abbott et al. ( 2022 ). 

.2 Contaminated input model 

he baryonic contamination is obtained by rescaling the non-linear 
atter power spectrum with the baryonic effects from OWLS 

OverWhelmingly Large Simulations project; Schaye et al. 2010 ; 
an Daalen et al. 2011 ) as a function of redshift and scale, comparing
he power spectrum from the dark matter-only simulation with the 
ower spectrum from the OWLS AGN simulation, following Krause 
t al. ( 2021 ). For the non-linear galaxy bias contamination, we utilize
 model that has been calibrated using N -body simulations and is
escribed in P ande y et al. ( 2020 , 2022 ). Ov erall we use the same
rocedure which is used in Krause et al. ( 2021 ) to contaminate the
ducial data vector with these effects. Note that while the scale cuts
nd constraining power for each set-up will depend on these choices 
o a null value. This is because COSMOCOV is not able to generate a model for 
he covariance that takes into account neutrinos. Ho we ver, as sho wn in fig. 2 
rom Krause et al. ( 2021 ), the impact of marginalizing o v er neutrino density 
s small for the DES Y3 3 × 2pt analysis, so we do not expect this choice to 
ffect any of the conclusions of this work. 
 LSST is expected to use a different redshift binning with respect to the 
ne we choose in this work. Ho we ver, since we are matching the rest of the 
ettings to Krause et al. ( 2021 ) we decided to also match the input redshift 
istributions for simplicity, also given the fact that the redshift distributions 
hat we assume in this work have a comparable binning and redshift range than 
he one predicted in The LSST Dark Energy Science Collaboration ( 2018 ) 
or the LSST Y1 sample. 
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both on the contaminated and fiducial model), the comparison of 
he estimators will be independent of it since we use the same input
ontamination for all the different localization methodologies. 

We generate both the fiducial and contaminated data vectors at 
he same cosmological and nuisance parameters that were used to 
efine the scale cuts in the DES Y3 3 × 2pt cosmological analysis.
n Fig. 2 , we display the differences between the contaminated and
ducial data vectors for the tangential shear in the top and angular
alaxy clustering in the bottom. 

.3 Pr ocedur e to obtain the scale cuts 

ere, we describe how we obtain the scale cuts that we can use
or LSST Y1 that yield unbiased cosmological results given our 
nput contamination data vectors. We compute the differences of the 
osteriors in the 2D S 8 –�m 

plane between results using either the
ducial or the contaminated input data vectors. Specifically, we use 

he maximum a posteriori point (MAP) to compute the 2D offsets.
e choose to use the ‘PM (free per z i l )’ model to perform this
MNRAS 522, 412–425 (2023) 
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M

Figure 3. Cosmological parameter posteriors obtained from an input galaxy clustering and galaxy–galaxy lensing data vector (2 × 2pt) with non-linear bias and 
baryonic contamination, LSST Y1 covariance, 8 Mpc h −1 scale cuts for g alaxy–g alaxy lensing and 12 Mpc h −1 for galaxy clustering. This figure demonstrates 
that all the methodologies to localize the g alaxy–g alaxy lensing measurements perform similarly at the cosmological posterior level with LSST Y1 uncertainties. 
The 2D contours represent 1 σ and 2 σ confidence regions. The shaded area under the 1D posteriors represents the 1 σ confidence level in 1D. 
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 x ercise, although we do not expect this choice to impact the results
or the scale cuts. If the difference is abo v e 0.3 σ , it does not pass our
riteria, following the same procedure as in Krause et al. ( 2021 ). We
ave tested the following set of scale cuts: w > 8 Mpc h −1 , γ t > 8
pc h −1 ; w > 12 Mpc h −1 , γ t > 6 Mpc h −1 ; w > 12 Mpc h −1 ; and

t > 8 Mpc h −1 . Only this last set of scale cuts meets the criteria.
ee Appendix B for the plots showing these differences. 

 RESULTS  

sing the LSST Y1 set-up described in the previous section, we find
hat all the estimators perform in a similar way. In Fig. 3 , we show
he results for the simulated 2 × 2pt analysis, combining galaxy–
alaxy lensing and galaxy clustering for all the methodologies that
e want to compare that localize the tangential shear measurements.
e also add the result without applying any mitigation method,

o illustrate the importance of using one of these methodologies
o obtain unbiased cosmological constraints. All these results are
pplying the fiducial scale cuts that passed the criteria defined in
ection 3.3 : w > 12 Mpc h −1 and γ t > 8 Mpc h −1 . In Appendix C ,
e also show that γ t > 40 Mpc h −1 cuts would be needed in order

o reco v er unbiased cosmological constraints if we do not apply an y
itigation scheme. 
We find that all the methodologies are able to properly mitigate

he impact of the input contamination and reco v er v ery similar
NRAS 522, 412–425 (2023) 
ncertainties on the most constrained cosmological parameters of
 2 × 2pt analysis, that is, �m 

and σ 8 . In the comparison we also
nclude the new estimator that we have developed that only projects
ut the 1/ R 

2 mode, without doing any extra transformation as in
ome of the other methodologies, labelled as ‘proj-out’ in the plot.
he fact that all the estimators agree with each other, and also with

his new estimator, indicates that projecting out this mode is the only
hing that has any effect in all the mitigation methodologies at the
osmological posterior level. 

Instead we have found that differences between the methods
rise from input assumptions. In particular, we observe the biggest
ifference is between the two dif ferent v ariants of the PM marginal-
zation. The method labelled as ‘PM (free per z i l − z j s )’ does not
se any extra information with respect to the other estimators and
an be compared directly to them. On the other hand, the one
abelled as ‘PM (free per z i l )’ uses the approximation that the mass
nclosed below the minimum scale used does not evolve within
he redshift range of the lens bin, and moreo v er uses geometrical
shear-ratio’ information to constrain the scaling between different
ources sharing the same lens bin. We find that the posteriors for
his case are slightly more constraining as expected since they use

ore information, but also slightly more biased with respect to the
nput true cosmology. Thus, we recommend that when applying the
M marginalization case using geometrical information to LSST Y1
r a more constraining data set, the assumption that the PM evolves

art/stad847_f3.eps
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Figure 4. Application to DES Y3 data in a 2 × 2pt analysis for the MAGLIM sample of each of the different methodologies to localize the tangential shear 
measurements. This figure demonstrates that all the methodologies to localize the g alaxy–g alaxy lensing measurements perform similarly at the cosmological 
posterior level with DES Y3 uncertainties and the presence of noise. The 2D contours represent 1 σ and 2 σ confidence regions. The shaded area under the 1D 

posteriors represent the 1 σ confidence level in 1D. 
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lowly within a lens redshift bin should be tested for a given lens 
ample. 

In Appendix D , we also compare the intrinsic alignment parameter 
osteriors. We find that all the estimators perform similarly, except 
or the PM using geometric information to constrain the scaling 
etween the lens redshift bins that gives a much tighter (and 
till unbiased) posterior on the galaxy bias of the source sample 
 TA parameter and a slightly tighter constraint for the A 2 and α2 

arameters, which are the parameters related to the tidal torque 
ontribution to the model. 

.1 Application to DES Y3 data 

fter testing on noiseless simulated data vector with an LSST Y1 
et-up, we apply all the methodologies to localize the g alaxy–g alaxy
ensing measurements to the DES Y3 data, in particular to the 2 × 2pt
et-up with the MAGLIM lens sample presented in Porredon et al. 
 2022 ) but without the shear-ratio likelihood. The scale cuts we
se are the same as in Porredon et al. ( 2022 ), that is, 6 Mpc h −1 

or g alaxy–g alaxy lensing and 8 Mpc h −1 for the angular g alaxy
lustering. In Fig. 4 , we show the results of this comparison. Note
hat the ‘PM (free per z i l )’ case corresponds to the fiducial DES Y3
 × 2pt result presented in Porredon et al. ( 2022 ). We find that all the
ethodologies give consistent results, even in this noisy and more 
ealistic scenario, which presents non-linearities at the small scales 
nd includes all the effects from the real Universe. In Appendix E ,
e compare the constraining power of DES Y3 and LSST Y1 to give
 sense of scale. 

Moreo v er, we compare the posteriors on the TATT intrinsic
lignment parameters for DES Y3 data and find similar conclusions 
s in the simulated case, as shown in Appendix D . 

.2 Performance differences 

egarding performance differences between the methods, we find 
he ‘proj-out’ estimator to be less numerically stable than the other
pproaches in its current COSMOSIS implementation. This is because 
he ‘proj-out’ method requires an input arbitrary η value to obtain 
he pseudo-inverse of the transformed covariance matrix, as defined 
n equation ( 22 ). While we have checked that a considerable wide
ange of η values yield the same results under the conditions of this
nalysis, outside a certain range that is no longer the case. Thus,
obustness against different η values might need to be revisited in 
ther settings. Moreo v er, we find the PM marginalization method to
e the simplest to use as currently implemented in COSMOSIS , since it
oes not require modifying the input data vector or covariance matrix
MNRAS 522, 412–425 (2023) 
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M

Table 2. Comparison of the process and performance of each methodology to localize the g alaxy–g alaxy lensing measurements. The 
computational expense estimates are based on the current implementation of the COSMOSIS code. More details about the performance 
differences can be found in Section 4.2 . 

Modify data vector? Numerical stability Computational expense 

PM marginalization No Excellent Fastest 
Annular differential surface density ( ϒ) Yes Excellent Fast 
Y-transformation Yes Excellent Slow 

Proj-out Yes Poor Slowest 

fi  

e  

w  

h  

t  

d  

d  

P  

t  

t  

T

5

I  

t  

s  

t  

m  

t  

a  

s  

m  

Y  

p  

o
 

t  

w  

p  

1  

a  

o  

o  

y  

t  

l  

m  

d  

d  

u  

t  

P  

t  

o  

i  

r  

c  

i  

m  

g  

k  

t  

t  

s  

t
 

s  

a  

t
r  

s
 

s  

D  

Y  

d  

U  

t  

p  

p

A

F  

m  

o  

F  

F  

i  

t  

C  

t  

P  

d  

a  

D  

C  

s  

T  

U  

C  

n  

L  

t  

N  

C  

I  

L  

a  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/522/1/412/7083156 by Law
rence Berkeley Lab user on 15 February 2024
les. Finally, we also compare the running time of the different
stimators. Using the LSST Y1 set-up, the PM marginalization
ithout geometrical information took 7 h, the ϒ statistic took 7
 45 min, the Y-transformation took 12 h and the proj-out estimator
ook 16 h 40 min, using the MULTINEST sampler with the settings
efined abo v e and using the same number of cores. On DES Y3
ata and the POLYCHORD sampler with high-accuracy settings, the
M marginalization without geometrical information took 45 h,

he ϒ statistic took 49 h, the Y-transformation took 54 h and
he proj-out estimator took 70 h. We summarize these findings in
able 2 . 

 SUMMARY  A N D  C O N C L U S I O N S  

n this paper, we compare three existing methodologies to localize
he g alaxy–g alaxy lensing measurements: the annular differential
urface density estimator ( ϒ) presented in Baldauf et al. ( 2010 ),
he Y-transformation derived in Park et al. ( 2021 ), and the PM

arginalization described in MacCrann et al. ( 2020 ). We compare
hem at the cosmological posterior level, performing a 2 × 2pt
nalysis which combines projected angular clustering and tangential
hear measurements. We find that all these methods are able to
itigate the impact of small-scale information when using a LSST
1 set-up with noiseless simulated data vectors, and that they are all
erforming in a very similar manner, yielding equi v alent posteriors
n the cosmological parameters. 
To further illustrate the similarities and/or differences amongst

he abo v e listed estimators, we also construct a new estimator that
e refer to as ‘project-out’. The ‘project-out’ method identifies the
rojection of the observed g alaxy–g alaxy lensing data vector on to the
/ R 

2 mode, and then it remo v es it from the original vector, following
 similar procedure to the Y-transform methodology, but in this case
nly removing this mode. Then, we proceed to compare the posteriors
btained with the ‘project-out’ method to the other ones, finding it
ields equi v alent results. Therefore, we conclude that the removal of
he 1/ R 

2 mode is the only rele v ant transformation that is needed to
ocalize the tangential shear measurements and that the rest of the

odifications in the other estimators are not producing any significant
ifferences at the cosmological posterior level. We also compare two
if ferent v ariations of the PM marginalization methodology, one that
ses exactly the same information as the other estimators and one
hat uses extra geometrical information to constrain the scaling of the
M between different lens and source bin combinations, by assuming

hat the enclosed mass does not evolve with redshift within the width
f the lens bin. We find that the PM marginalization using geometric
nformation yields slightly more constraining but also slightly biased
esults on the cosmological parameters in the LSST Y1 simulated
ase, due to the approximation it makes. Thus, the assumption going
nto this PM variant should al w ays be tested before applying it to

ore constraining data sets. Notably, we also find that the extra
NRAS 522, 412–425 (2023) 
eometrical information significantly impro v es the precision (while
eeping the accuracy) of the intrinsic alignment parameters of the
idal alignment and tidal torque (TATT) model. In particular, we find
he biggest difference in the posterior for the galaxy bias of the source
ample b TA and in the parameters controlling the tidal torque part of
he TATT model. 

We also compare the results obtained using any of the mitigation
chemes with the case of not applying any mitigation scheme but
pplying larger scale cuts. With the LSST Y1 set-up, we find
hat the mitigation schemes yield ∼1.3 times more constraining S 8 
esults than applying larger scale cuts without using any mitigation
cheme. 

Finally, we apply all the methods to DES Y3 data, reaching very
imilar conclusions as in the simulated case. Ho we ver, e ven if the
ES Y3 data have larger uncertainties than the simulated LSST
1 case, this e x ercise is still meaningful since it provides an input
ata vector with the non-linearities and baryonic effects of the real
niv erse, together with an y other other unforeseen contamination

hat is not present in our fiducial model. It also tests the methods in the
resence of noise. In this case we still find that all the methodologies
erform in a similar manner. 
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PPENDI X  A :  EQUI VA LENCE  BETWEEN  

PROJECT-OUT’  A N D  POINT-MASS  

ARGI NALI ZATI ON  

n this appendix, we show that the ‘project-out’ and the PM
arginalization methods are mathematically equi v alent if the prior 

or the PM is infinitely wide. Let us define m to be the model
rediction and d to be the data vector. 
For the PM marginalization case, we have 

2 
PM 

= ( m − d ) T N 

−1 ( m − d ) . 

o we ver, in the infinite-prior case it is 

 

−1 = C 

−1 
γ − C 

−1 
γ A ( A 

T C 

−1 
γ A ) −1 A 

T C 

−1 
γ = C 

−1 
γ ( I − P ) , 

hich results in 

2 
PM 

= ( m − d ) T C 

−1 
γ M ( m − d ) . (A1) 

o, N 

−1 ( m − d ) exactly simply removes the contribution from the
/ θ2 mode from the model and data vectors, like the project-out
pproach. The project-out method is by construction only removing 
hat mode from the data vector and does nothing else. Therefore, the
wo methods are equi v alent in the abo v e limit. 

PPENDI X  B:  SCALE  C U T S  

n Fig. B1 , we show the result of the scale cuts tests for the successful
cenario. We have found that scales cuts of w > 12 Mpc h −1 and
t > 8 Mpc h −1 are sufficient in the LSST Y1 set-up to reco v er
MNRAS 522, 412–425 (2023) 
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Figure B1. S 8 − �m 

plane showing the differences in the posteriors using 
either a fiducial input data vector or a contaminated one with baryonic and 
non-linear galaxy bias effects. The dashed grey lines mark the input fiducial 
cosmology. Comparing the contaminated and the baseline posteriors using 
different sets of scale cuts we have determined that w > 12 Mpc h −1 , γ t > 

8 Mpc h −1 cuts are sufficient for the LSST Y1 set-up to reco v er unbiased 
results. Specifically, these cuts produce a difference of 0.09 σ in the S 8 −
�m 

plane, which is below the threshold of 0.3 σ following the criteria from 

Krause et al. ( 2021 ). 
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Figure C1. We compare the constraining power when applying a mit- 
igation scheme (in this case the PM marginalization) versus when not 
applying any scheme and using less scales for the g alaxy–g alaxy lensing 
probe. We conclude that using a marginalization scheme yields ∼1.3 more 
constraining power on the S 8 parameter assuming an LSST Y1 simulated 
scenario. 
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nbiased results when inputting a contaminated data vector with
on-linear galaxy bias and baryonic effects. We obtain that in this
ase the difference in the S 8 − �m 

plane between the fiducial and
ontaminated data vectors is 0.09 σ which is below the threshold
f 0.3 σ , following the same procedure as in Krause et al. ( 2021 ).
e compare posteriors using the fiducial versus the contaminated

ata vectors (instead of with the input cosmology) to remo v e an y
rojection effects 6 impact on this test. We have also tried using w >

 Mpc h −1 , γ t > 8 Mpc h −1 scale cuts, which produced a difference
f 0.46 σ and w > 12 Mpc h −1 and γ t > 6 Mpc h −1 cuts, which
roduced a difference of 0.93 σ in the same S 8 − �m 

plane. Note
hat these combinations of scale cuts are an arbitrary choice, and
pplications on actual data might want to optimize these choices. 

PPENDIX  C :  MITIGATION  SCHEMES  VERSUS  

O  MITIGATION  

n this appendix, we address the following question: How much
onstraining power do we gain by applying one of the mitigation
chemes versus not applying any of them and using fewer scales?
o perform this comparison, we choose the PM case that includes
eometrical information since that is what we used to define the
ducial scale cuts, as described in Section 3.3 . We perform this
omparison for the LSST Y1 simulated analysis. We show the results
n Fig. C1 . There we compare the posteriors between using the PM
itigation scheme and without applying any mitigation with the

ollowing two sets of scale cuts: 

(i) w > 12 Mpc h −1 , γ t > 8 Mpc h −1 : the same scale cuts needed to
eco v er unbiased constraints when applying the PM marginalization
cheme including geometrical information. 
NRAS 522, 412–425 (2023) 

 Projection effects are residual differences between the input cosmology and 
he posteriors under ideal conditions (when the input data vector and model 
re the same) due to having broad parameter spaces. 

c  

p  

e  

w
p

(ii) w > 12 Mpc h −1 , γ t > 40 Mpc h −1 : scale cuts needed
o reco v er unbiased cosmological constraints without using an y
itigation scheme, following the same criteria described in Section
 . To obtain them, we have chosen to keep the galaxy clustering

cale cut unchanged and increase the tangential shear cut until
e reco v er unbiased results. Under this set-up, we find a 0.17 σ
ifference in the S 8 − �m 

plane, while we find a 0.35 σ difference
f we use γ t > 32 Mpc h −1 instead, which does not meet the 
riteria. 

We find that S 8 is ∼1.3 times more constraining when using the
M marginalization scheme versus when not using any mitigation
cheme and using larger scale cuts. 

PPENDI X  D :  EFFECT  O N  T H E  I NTRI NSIC  

L I G N M E N T  PA R A M E T E R S  

n Fig. D1 , we show the posteriors for the tidal alignment and tidal
orque (TATT) five-parameter intrinsic alignment model, at the top
or the LSST Y1 simulated case and at the bottom applied to DES
3 data, in both cases for a 2 × 2pt analysis without including

he shear-ratio likelihood. Using the simulated data in the LSST
1 set-up, we find that using the extra geometric information in

he PM marginalization, i.e. the case labelled as ‘PM (free per
 

i 
l )’ and described in Section 2.3.1 is beneficial to constrain the
ntrinsic alignment parameters. In particular, we find the parame-
er describing the galaxy bias of the source sample b TA is more
onstrained, as well as the parameters affecting the tidal torque
art of the model ( a 2 which describes the amplitude of the IA
ffect and α2 that modulates its redshift evolution). On the Y3 data,
e find that the biggest gain in constraining power is in the a 2 
arameter. 
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Figure D1. Top: Intrinsic alignment TATT parameter posteriors obtained from an input galaxy clustering and galaxy–galaxy lensing data vector (2 × pt) with 
non-linear bias and baryonic contamination with an LSST Y1 covariance, comparing the different methodologies to localize the tangential shear measurements. 
Bottom : Analogous comparison applied to DES Y3 data, for the MAGLIM 2 × pt analysis without the shear-ratio likelihood. 
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M

Figure E1. Comparison of the constraining power between LSST Y1 and DES Y3 for a 2 × 2pt simulated analysis using the fiducial model data v ectors. F or 
LSST Y1 we use scales w > 12 Mpc h −1 , γ t > 8 Mpc h −1 , and for DES Y3 w > 8 Mpc h −1 , γ t > 6 Mpc h −1 . We also include the data results from DES Y3 
2 × 2pt. 

A  

A

I  

Y  

o  

t  

L  

M  

Y  

t  

d  

t  

w  

c  

Y  

a  

i  

a  

u  

c  

c
1

 

I
2

 

I

3
 

U
4

 

C
5

6
 

p
7

8
 

S
9

 

a
1

 

U
1

 

1
 

b
1

 

C
1

 

M
1

1
 

P
1

 

P
1

 

C

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/522/1/412/7083156 by Law
rence Berkeley Lab user on 15 February 2024
PPENDIX  E:  C O M PA R I S O N  BETWEEN  D E S  Y 3
N D  LSST  Y 1  

n Fig. E1 , we compare the constraining power between the DES
3 and LSST Y1 set-ups, which besides being interesting on its
wn also provides some basic validation of the LSST Y1 covariance
hat we compute with COSMOCOV . First, we compare the fiducial
SST Y1 simulated analysis with the fiducial scales of w > 12
pc h −1 and γ t > 8 Mpc h −1 , with the scales used in the DES
3 data of w > 8 Mpc h −1 and γ t > 6 Mpc h −1 . We observe that

he degradation in the constraining power coming only from the
ifferences in the scales is quite small. Then, we compare the size of
he LSST Y1 contours with the simulated DES Y3 analysis, which
as used in Krause et al. ( 2021 ) to determine the scale cuts for that

ase. The only two differences between the contours labelled ‘LSST
1 sim, with DES Y3 scales’ and the ones labelled ‘DES Y3 sim’

re the covariances and the input redshift distributions, as described
n Section 3.1 . Finally, we also compare the DES Y3 simulated
nalysis with the actual final data DES Y3 2 × 2pt results, which
se a different set of priors as the rest of the chains, had an updated
ovariance accounting for the best-fitting parameters and are not
entred at the same cosmology. 
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