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REVIEW ARTICLE

The role of PFC networks in cognitive control and executive
function
Vinod Menon 1✉ and Mark D’Esposito 2✉

© The Author(s), under exclusive licence to American College of Neuropsychopharmacology 2021

Systems neuroscience approaches with a focus on large-scale brain organization and network analysis are advancing foundational
knowledge of how cognitive control processes are implemented in the brain. Over the past decade, technological and
computational innovations in the study of brain connectivity have led to advances in our understanding of how brain networks
function, inspiring new conceptualizations of the role of prefrontal cortex (PFC) networks in the coordination of cognitive control. In
this review, we describe six key PFC networks involved in cognitive control and elucidate key principles relevant for understanding
how these networks implement cognitive control. Implementation of cognitive control in a constantly changing environment
depends on the dynamic and flexible organization of PFC networks. In this context, we describe major empirical and theoretical
models that have emerged in recent years and describe how their functional architecture and dynamic organization supports
flexible cognitive control. We take an overarching view of advances made in the past few decades and consider fundamental issues
regarding PFC network function, global brain dynamics, and cognition that still need to be resolved. We conclude by clarifying
important future directions for research on cognitive control and their implications for advancing our understanding of PFC
networks in brain disorders.

Neuropsychopharmacology (2022) 47:90–103; https://doi.org/10.1038/s41386-021-01152-w

INTRODUCTION
Cognitive control, the coordination of mental processes and
action in accordance with current goals and future plans, is a
primary function of the prefrontal cortex (PFC) [1]. The term
“cognitive control” is meant to capture the same abilities labeled
in the clinical literature as “executive function”. The coordination
of cognitive processes is implemented by multiple functional
circuits anchored in the PFC, and systems neuroscience
approaches with a focus on large-scale brain organization and
network analysis have become influential in advancing knowledge
of how cognitive control processes are implemented in the brain.
Much of our current knowledge of the role of PFC in cognitive

control has been derived from the modular paradigm, in which
specific functions have been ascribed to localized subdivisions
of the PFC with the underlying assumption that they act as
independent processors for specific cognitive functions [2].
However, the notion that PFC functions should be considered in
conjunction with distributed and heavily interconnected
neurons with long-range axons has now grown into an
important paradigm for investigation of the role of the PFC in
cognitive control. Such a view, is, of course, not new, as
formulations of dedicated brain circuits for working memory,
spatial attention, and cognition-action plans have been central
to the proposals of Goldman-Rakic, Mesulam, Fuster and others
[3–5]. Over the past decade, technological and computational
innovations in the study of brain connectivity have advanced
our understanding of how brain regions function together,

inspiring new conceptualizations of the role of PFC networks in
cognitive control.
The PFC is a highly heterogenous brain structure consisting of

anatomical units each with its own cytoarchitectonic, neurochem-
ical, and microstructural properties [6]. The function of a specific
PFC area depends on its intrinsic properties as well as its extrinsic
connections [7]. Each PFC area has a unique pattern of cortico-
cortical and cortico-subcortical connections—a “connectional
fingerprint” that distinguishes it from other areas (Fig. 1a).
Although no two brain areas share identical connection patterns,
their dense interconnections lead to a network organization with
shared functional characteristics. Given the central role of the PFC
in adaptive goal- directed behaviors, characterization of its large-
scale functional networks and their dynamic spatiotemporal
properties has the potential to provide foundational knowledge
of their role as cognitive hubs for coordinating mental processes.
A large-scale functional network is a collection of intercon-

nected brain areas, or nodes, that are linked together to perform
circumscribed functions [8]. The nodes of a network share dense
interconnections among its constituent nodes when compared to
connections with nodes that form other brain networks. A large
body of research using multiple methodologies has established
that the human brain is intrinsically organized into networks, each
consisting of a distinct set of cortical and subcortical areas linked
by temporally synchronous neural activity (Fig. 1b). The intrinsic
connectivity of brain networks displays close correspondence with
task-related co-activation of brain regions, and this
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correspondence has allowed intrinsic and task-related connectiv-
ity to be demarcated and studied under a common systems
neuroscience framework. While brain networks impose constraints
on signaling, their role in cognition is far from static and flexible
integration with other networks lies at the core of the adaptive
functions of PFC networks. Crucially, by virtue of their unique
“connectional fingerprints”, component brain areas of large-scale
functional networks may perform different roles, some acting as
controllers that switch on the engagement of other areas, others
contributing specific sensory or semantic content to network
operations.
Six PFC networks that play central roles in cognitive control are

the focus of this review (Fig. 2): the fronto-parietal (FPN) network,
the salience network (SN),
cingulo-opercular network (CON), the default mode network

(DMN), and the dorsal and ventral attention networks (DAN and
VAN). While these networks are proposed to serve as dedicated
and specialized functional units, they do not function in isolation,
and they display complex patterns of context-dependent dynamic
interactions amongst each other. Moreover, dynamic integrative
between-network communication is crucial for efficient cognitive
control and adaptive behaviors [9–11], and models of intra- and
inter-network dynamics are central to our understanding of how
the PFC orchestrates cognitive control.
This chapter is organized as follows. We briefly describe

multimodal imaging and computational techniques that are
commonly used to identify PFC networks and provide an essential
background for assessing demarcation of PFC networks involved
in cognitive control. We then describe the anatomical and
functional organization of PFC networks and review the role PFC
networks that have been widely used for probing cognitive
control. We next highlight basic principles of PFC network
organization, followed by a review of potential network mechan-
isms implementing cognitive control. Finally, we present future
directions for research on PFC network function and clinical

implications of a network view of cognitive control for individuals
with psychiatric and neurological disorders.

IDENTIFICATION OF PFC NETWORKS
Distributed patterns of PFC connectivity associated with cognitive
control were initially identified by Pandya, Petrides, Mesulam and
others using tract tracing studes in non-human primates
[4, 12, 13]. These studies established the presence of dense white
matter tracts linking individual PFC areas with distinct cortical and
subcortical areas. Two distinct PFC networks each dedicated to
distinct cognitive functions, a working memory–executive func-
tion network and a spatial attention network were among the first
to be identified [4]. The electrophysiological basis of these
networks was also clarified on the basis of similar neuronal
response profiles during cognitive tasks involving working
memory and spatial attention [3]. Subsequently, studies using
non-invasive diffusion tensor imaging provided robust support for
homologous pathways in the human brain which can now be
quantified in each individual and linked to other multimodal
characterizations of PFC networks [14]. With rapid improvements
in the spatial and temporal resolution of in vivo brain imaging,
computational analysis of functional, structural and diffusion MRI
now permit the investigation of the anatomical and functional
connectivity in a reliable and robust manner across time within
individuals.
Characterization of functional brain networks requires prin-

cipled and computationally rigorous tools for specifying PFC
nodes and edges, or inter-regional connectivity. We summarize
some of the key methods below, providing essential background
for assessing demarcation of PFC networks in cognitive control.
For additional methodological details, readers are referred to
excellent reviews on brain network analysis [15]. Connectivity
analyses of task-induced and task-free (resting-state) fMRI (rs-fMRI)
data have over the past decade become the mainstay for PFC
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Fig. 1 From connectivity fingerprints to large-scale brain networks. a Each PFC area has a unique pattern of cortico-cortical and cortico-
subcortical connections—a “connectional fingerprint” that distinguishes it from other Brodmann’s areas. Adapted from [7]. b Large-scale
networks in the human brain, each consisting of a distinct set of cortical and subcortical areas linked by temporally synchronous neural
activity. Fourteen intrinsic connectivity networks identified using independent component analysis. (A) Auditory, (B) Basal Ganglia, (C)
Posterior Cingulate Cortex (PCC)/Medial Prefrontal Cortex (MPFC), (D) Secondary Visual Cortex (V2), (E) Language, (F) Left Dorsolateral
Prefrontal Cortex (DLPFC)/Left Parietal Lobe, (G) Sensorimotor, (H) Posterior Insula, (I) Precuneus, (J) Primary Visual Cortex (V1), (K) Right
Dorsolateral Prefrontal Cortex (DLPFC)/Right Parietal Lobe, (L) Insula/Dorsal Anterior Cingulate Cortex (dACC), (M) Retrosplenial Cortex (RSC)/
Medial Temporal Lobe (MTL), (N) Intraparietal Sulcus (IPS)/Frontal Eye Field (FEF). Adapted from [20].
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network identification. Independent component analysis, cluster-
ing and modularity analysis of inter-regional fMRI connectivity are
three of the most commonly used methods. Independent
component analysis is a blind deconvolution technique which
decomposes fMRI signals into spatially distinct components
without requiring pre-specification of the nodes that constitute
individual networks [16]. This approach has led to the identifica-
tion of multiple spatially segregated PFC networks [17–19].
Importantly, spontaneous coupling between spatially distributed
regions can be reliably identified at the individual subject level
and the PFC networks identified in this manner also share
consistent features across individuals [18–20].
Clustering of intrinsic functional connectivity of each brain area

is another widely used approach for network identification [21]. In
this approach, boundaries of functionally distinct cortical regions
are defined on the basis of differences in patterns of functional
connectivity across regions distributed throughout the cerebral
cortex. Sets of cortical regions with similar profiles of cortico-
cortical and cortico-subcortical connectivity are deemed to
constitute a network [21–24].
Network analysis based on graph theory has been central to our

understanding of complex biological systems [25], and the human

brain is no exception. Graph-theoretical analysis of inter-regional
connectivity have identified network modules associated with the
PFC [15, 26]. This approach is dependent on pre-defined nodes
and researchers have used both anatomical atlases and functional
parcellations for defining network nodes. Each module in this
formulation is characterized by a high clustering coefficient with
specialized hubs that bind nodes with a module, as well as
connector hubs which link modules and are therefore anchors for
dynamically reconfiguring networks.
None of the techniques described here currently dominates the

study of PFC network function, and no single atlas of functional
networks has emerged dominant. One reason for this is that each
technique makes assumptions about stationarity of fMRI data,
whose validity is hard to establish, and each involves estimation of
model parameters, such as the number of independent compo-
nents, the number of clusters, or the number of modules, for
which there is no unique solution. Thus, for example, the FPN
might be described by distinct networks in the left and right
hemispheres in some studies and by a joint network encompass-
ing both hemispheres in others. Moreover, individual networks
can also be subdivided at different levels of spatial granularity [21].
Challenges of matching anatomical boundaries in native MRI
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space and imprecision from the use of normalized MRI-templates
impose additional uncertainty in this regard. Nevertheless, while
the PFC networks identified using these disparate approaches are
not identical, they have revealed common underlying patterns of
organization which make them powerful tools for probing PFC
circuit function in a principled manner. The techniques discussed
here are useful not only for network identification but also for
probing their flexible reconfiguration during cognitive control [27].

ANATOMY AND TAXONOMY OF PFC NETWORKS IN COGNITIVE
CONTROL
Six PFC networks proposed to be involved in cognitive control
have been consistently identified using computational approaches
for network identification described in the previous section (Fig. 2).
In this section we consider the anatomical anchors of these
networks in the PFC and briefly consider their taxonomy in the
context of task-based activation studies of cognition. It should be
noted that networks identified using intrinsic functional con-
nectivity are labeled on the basis of their relations to task-based
functional activation profiles and, our current understanding of
the cognitive processes these networks subserve. These networks
have been historically assigned either anatomical or functional
labels, however, the field has begun to grapple with a universal
taxonomy for functional networks that will hopefully provide
consistency for comparison of findings across studies [28].

Fronto-parietal network
The fronto-parietal network (FPN) is comprised of the dorsolateral
(BA 9/46) and dorsomedial PFC (BA 6), the supramarginal gyrus
(BA 40) in posterior parietal cortex and subcortical regions
including the dorsal caudate and anterior thalamus [18]. A tight
link between lateral PFC and posterior parietal cortex is supported
by the demonstration of strong bidirectional anatomical connec-
tions with each other [4], as well as similar profiles of neuronal
responses [3].

Salience network
The salience network (SN) is comprised of the anterior insula,
adjoining fronto-insular cortex, and dorsal anterior cingulate
cortex (BA 24), with prominent subcortical nodes including the
amygdala, substantia nigra, ventral tegmental area, dorsomedial
thalamus, hypothalamus, and periaqueductal gray [18].

Cingulo-opercular network
The cingulo-opercular network (CON) is comprised of the anterior
insula, adjoining fronto-insular cortex and the anterior cingulate
cortex and adjacent dorsomedial PFC [29]. The CON was identified
using graph-based modularity analysis of resting-state fMRI data
extracted from 39 brain areas that showed consistent activation
across a wide range of tasks [30]. Although the SN and CON
networks show considerable overlap in the insula and anterior
cingulate cortex, they also diverge in specification of other cortical
and subcortical network nodes due possibly due to differing
methodologies used for network identification. However, it has
been suggested the SN and CON may be distinct networks based
on the finding that nodes within insular and anterior cingulate
cortex may be anatomically distinct [27, 31]. Also, this anatomical
divergence may explain differences in the hypothesized functions
of the SN and CON in models of cognitive control, which we will
discuss further later in this chapter.

Ventral attention network
The ventral attention network (VAN) is comprised of the ventral-
posterior aspects of the inferior frontal gyrus and the tempor-
oparietal junction in posterior cortex [32]. VAN nodes show
significant anatomical overlap with the SN in the fronto-insular
cortex. A crucial distinction however is that VAN comprises fronto-

insular cortex connectivity with the temporoparietal junction
whereas the SN (and similarly the CON) comprises connectivity
with the dorsal anterior cingulate cortex and subcortical regions.

Dorsal attention network
The dorsal attention network (DAN) is comprised of the frontal eye
fields (FEF) and intra-parietal sulcus (IPS). The network was initially
identified in tract-tracing studies [4, 33], and subsequently further
characterized and investigated using lesion [34] and resting-state
fMRI studies [20, 35].

Default mode network
The default mode network (DMN) is comprised of the medial
prefrontal cortex, the posterior cingulate cortex, medial temporal
lobe, and angular gyrus [17, 18, 36]. The DMN was first identified
using independent components analysis and seed-based con-
nectivity of rs-fMRI and confirmed with multiple approaches
including coactivation analysis and DTI studies showing a strong
link between the medial PFC and posterior-medial nodes of the
network [37].

BASIC PRINCIPLES OF PFC NETWORK ORGANIZATION
Despite differences in methodology yielding differing levels of
granularity and anatomical boundaries, most approaches have
converged on the FPN, SN, CON, DAN, VAN, and DMN as robust
and reliably identifiable functional networks anchored in the PFC.
An important feature of each of these networks is that they span
association areas across frontal, parietal, temporal, and cingulate
cortices. In this section, we highlight several principles of PFC
network organization that are relevant for understanding how
they may implement cognitive control.
First, PFC networks are presumed to operate as distinct and

independent functional units, such that, nodes that comprise
these networks will coactivate across a wide range of cognitive
tasks, presumably supporting a specific cognitive process. Thus,
for example, the middle frontal gyrus (BA 9/46) and supramarginal
gyrus (BA 40) nodes of the FPN are almost always coactivated
during tasks that engage working memory [38, 39]. Moreover,
there is a strong spatial correspondence between functional
networks derived from rs-fMRI data and the task-evoked activity
maps of cognitive components derived from the BrainMap
database (comprising 9208 experiments of 77 cognitive tasks),
supporting the idea that specific networks perform distinct
cognitive functions [40]. Indirect evidence for the notion that
PFC networks are functionally distinct and independent derives
from rs-fMRI data showing that these networks are anatomically
distinct components when analyzed as a brain graph, and are anti-
or weakly-correlated, that is, there is greater connectivity between
regions within a network than between networks [29]. Direct
evidence for functional independence has come from rs-fMRI
studies of patients with focal lesions demonstrating that damage
to the FPN and CON, thought to support different components of
cognitive control, alters connectivity within the damaged network
but leaves the other network preserved [41]. It is important to
note, however, that the finding that these networks are
functionally distinct units does not preclude the possibility that
they flexibly interact to carry out cognitive control, which will be
discussed later in this review.
Second, each PFC node includes a distinct reciprocally

connected node in the parietal cortex, for example, the
supramarginal gyrus in the case of the FPN and posterior
cingulate cortex in the case of the DMN. Thus, each PFC network
implements a unique pattern of dedicated signaling between
anatomically distinct subdivisions of the PFC and parietal cortex.
This anatomical realization highlights the importance of the
parietal cortex in models of cognitive control as another critical
source of top-down control signals, in addition to the PFC [42].
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Third, the functional organization of PFC networks is aligned
along a dorsal-ventral gradient with dorsal PFC regions linked to
dorsal parietal cortical regions, and ventral PFC regions linked to
more ventral parietal cortical regions. Thus, the FEF and dorsal IPS
nodes of the DAN are dorsal to the dorsolateral PFC and SMG
nodes of the FPN, which in turn are dorsal to the fronto-insular
and temporal parietal junction nodes of the VAN. This functional
segregation reflects anatomical segregation of pathways asso-
ciated with three major fiber tracts that connect PFC and parietal
cortex: the dorsal, middle, and ventral superior longitudinal
fasciculi [43]. Notably, an outcome of this architecture is that
adjacent PFC regions belong to entirely different networks.
Fourth, segregation of PFC networks also extends to distinct

subcortical regions. Notably, the SN includes distinct limbic areas
including the amygdala, ventral striatum, dorsomedial thalamus,
hypothalamus, and substantia nigra/ventral tegmental area [18]
(Fig. 3). In contrast, the FPN includes the dorsal caudate and
anterior thalamus but lacks connectivity with limbic, hypothala-
mic, and midbrain structures. In general, subcortical nodes of PFC
networks, and the interaction between PFC networks and basal
ganglia/thalamic networks are often ignored in empirical studies
of cognitive control. However, important models have been put
forth postulating a critical role for the basal ganglia [44, 45] and
thalamus [46] in cognitive control networks. A comprehensive
view of the role of PFC networks in cognitive control will
undoubtedly require an understanding of PFC-basal ganglia-
thalamic interactions.
Fifth, PFC networks exhibit a high degree of symmetry

reflecting strong intrinsic functional connectivity between homo-
logous regions across hemispheres [47]. This symmetry reflects
both direct monosynaptic inter-hemispheric cross-callosal tracts
anatomical links as well as multi-synaptic links via cortico-thalamic
tracts. During cognition, however, this intrinsic symmetry can be

shifted with greater right hemisphere response and connectivity
associated with visuo-spatial attention [32] and inhibitory control
processes [48].

DYNAMIC MECHANISMS OF PFC NETWORK FUNCTION
In this section, we review several models that have emerged
regarding dynamic network mechanisms that implement cogni-
tive control. Importantly, we highlight the interplay between PFC
networks and global brain dynamics necessary for integration of
perceptual, cognitive, and motor plans during the implementation
of cognitive control.

Top-down and bottom-up spatial attention
PFC networks are central to guiding attention in space and involves
dynamic interactions between the segregated DAN and VAN, with
each playing distinct and dissociable roles [49]. DAN nodes are also
consistently coactivated by a wide range of tasks involving
manipulation of overt or covert spatial attention [32]. The FEF
and IPS contain retinotopically organized maps of contralateral
space, which makes them candidate regions for the maintenance of
spatial priority maps for covert spatial attention and saccade
planning [34, 50]. Specifically, it is proposed that the DAN is
primarily involved in applying top-down selection for stimuli and
responses, whereas the VAN detects behaviorally relevant stimuli
and might act as a “circuit breaker” for the DAN [49] (Fig. 4a). A
further distinction is drawn between the PFC and parietal nodes of
the VAN, with the temporoparietal junction consistently activated
by stimulus-driven reorienting, whereas the fronto-insular cortex/
inferior frontal gyrus is preferentially activated during reorientation
to unexpected, surprising, stimuli which require a change in
behavioral response via cognitive control [51, 52], analogous to the
anterior insula node of the SN [53].
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A circuit breaker for response inhibition
The ability to suppress unwanted or inappropriate actions and
impulses is essential for cognitive control and a crucial component
of flexible and goal-directed behavior in general [54–56].
Reviewing evidence from behavioral studies of patients with
unilateral PFC lesions, Aron and colleagues put forth the
hypothesis that the right inferior frontal cortex is necessary for
response inhibition, a cognitive process required to cancel an
intended movement [55, 57, 58]. Ten years later, based on
subsequent empirical work with the stop-signal task and fMRI,
Aron and colleagues modified their view to conceptualize the
right inferior frontal cortex’s function as a “brake” that “could be
turned on in different modes (totally, to outright suppress a
response; or partially to pause a response) and in different
contexts (externally, by stop or salient signals; or internally, by
goals).” [48] (Fig. 4b). The precise localization within the PFC of this
function was proposed to be the inferior frontal gyrus, through
interactions with the anterior insula, anterior cingulate cortex, pre-
supplementary motor area, and subthalamic nucleus of the basal
ganglia [11, 48, 54]. PFC regions involved in response inhibition
show significant overlap with the SN, CON and VAN; their
differential functional roles and circuit dynamics remain

unresolved [11, 33, 59–61]. One challenge here is that the inferior
frontal gyrus and anterior insula are typically coactivated during
tasks involving response inhibition [59]. Quantitative analyses
have, however, revealed that the anterior insula has stronger
intrinsic and inhibition-task-related functional connectivity with
the anterior cingulate cortex, whereas the inferior frontal cortex
has stronger intrinsic and task-evoked functional connectivity with
pre-supplemental motor area, dorsomedial PFC and FPN nodes
[59]. An emerging view based on this pattern of functional circuity
is that the right anterior insula is important for detecting
behaviorally salient events, such as stop signals, whereas the
right inferior frontal cortex is more involved in the motor
implementation of inhibitory control via links with the pre-
supplemental motor area.

Rapid-adjustments vs. Set-maintenance
In a cross-task analysis of 10 different tasks in 183 subjects,
Dosenbach and colleagues [29, 30] identified a number of regions
that were consistently active during cognitive control tasks. In a
follow-up study, these brain regions obtained from the task data
served as seeds in a correlation analysis of resting-state fMRI data
[29] where graph theory and hierarchical clustering was applied to
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the correlation matrices. These analyses identified two distinct
networks that were labeled as the FPN and the CON. Based on
their role in cognitive tasks, they proposed a dual-network model
of top-down control in which the FPN comprises brain regions
that provide signals that act on a rapid time scale to initiate and
adjust control whereas the CON comprises brain regions that
provide signals that allow for set-maintenance over a longer time
scale [62] (Fig. 4c). Other empirical studies utilizing both EEG and
fMRI has led to the hypothesis that the FPN and CON modulate
alertness, rather than specific task-set control processes. It is
proposed that the FPN is involved in phasic control of alertness
and the CON network with maintenance of tonic alertness [63, 64].
Although the SN and CON show considerable anatomical

overlap in the anterior insula and anterior cingulate cortex, their
precise role in cognitive control differs across functional models of
cognitive control. In contrast to other formulations of CON
function as described above that proposed a role in “tonic”
processes, Menon and colleagues have argued that the anterior
insula node of the SN is a fast-acting flexible hub [10, 65, 66] which
facilitates the detection of the most biologically and cognitively
relevant events for adaptively guiding attention and behavior [53].
Sadaghiani and colleagues have argued that while salience
detection describes the monitoring and evaluation of homeostatic
importance, tonic alertness maintenance is the sustained process
of ensuring engagement (that may be a result of and action upon

detection of homeostatically salient stimuli) [64]. An important
avenue for future research will be to determine if the different
proposed functions of the CON and SN—task-set maintenance,
tonic alertness, and saliency detection—are explained by one
network subserving different functions, or anatomically distinct
subnetworks with different functions.

Network segregation and integration
Dynamic cooperation and competition between PFC networks
likely plays a crucial role in cognitive control [67], which can be
implemented via network segregation and integration. For
example, when humans are engaged in a demanding working
memory task, global measures of network integration increase,
while global measures of network segregation decrease [9, 68]
(Fig. 5a). Specifically, it was demonstrated that two cognitive
control networks (FPN and CON) became more integrated with
each other during conditions of increased cognitive control, and
further, increased integration of these two cognitive control
networks with a task-related, non-cognitive control network, was
related to increased accuracy on the task [69]. Other studies have
reported similar results [70, 71]. Moreover, time-varying functional
connectivity analyses of fMRI data have demonstrated that
network integration and segregation fluctuate even within trials,
in a behaviorally meaningful manner. For example, it was found
that a more integrated state leads to faster and more accurate

Fig. 5 Models of network segregation and integration. a Global network integration increases, while network segregation decreases during
a working memory task. Adapted from [9]. b Brain-wide functional connectivity patterns of FPN nodes shift more than those of other PFC
networks across different cognitive task conditions. Adapted from [158].
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performance on demanding cognitive tasks [72, 73], and the
degree of network segregation/integration during the trial period
before the target is presented during an auditory detection task
predicts whether subjects heard or missed that target [74]. PFC
networks are also highly dynamic even when not performing
cognitive tasks. For example, hidden Markov models of state
dynamics have revealed that temporal coupling between SN, FPN
and DMN nodes fluctuates considerably over time and these
networks exist in a state of complete segregation only intermit-
tently with relatively short mean lifetimes [75].
Cross-network integration is necessary for cognitive control, and

may be implemented via symmetry breaking, which refers to
qualitative changes in brain states, induced by relatively small
perturbations within a homogeneous system of inter-connected
nodes [76]. Symmetry breaking is often accompanied by
formation of segregated modules with different phase relation-
ships [77, 78], a process that underlies the emergence of dynamic
cell assemblies with functional ordering of interacting compo-
nents in space and time [79].

Network switching
A shift between networks involved in cognitive control may be a
distinct mechanism from network integration and segregation. It
is proposed that switching between networks is implemented by
flexible hubs in the SN [10] (Fig. 4d). For example, the SN is
hypothesized to play a prominent role in network switching
between context dependent engagement and disengagement of
the FPN and DMN [53]. Crucially, switching between DMN and FPN
would allow for disengaging from internal mental processes in
order to respond to current goals. The anterior insula node of the
SN is proposed to play a key role in identifying relevant stimuli
from the vast and continuous stream of sensory stimuli that
impact the senses. The anterior insula may facilitate task-related
information processing by initiating appropriate transient control
signals to engage the FPN while disengaging the DMN. The SN is
thus proposed to be a fast-acting system rather than a system for
maintenance of information over a longer time scale as posited by
the CON-based dual-network model of top-down control
[11, 61, 80]. Consistent with this switching role, the SN
demonstrates some of the highest levels of flexibility in time-
varying connectivity compared with other PFC brain networks,
and SN flexibility is predictive of individual differences in cognitive
flexibility [65, 66].

Flexible hubs
The adaptability of PFC networks necessary for cognitive control is
proposed to be made possible by flexible hubs: brain regions that
rapidly update their pattern of global functional connectivity
according to task demands [81] (Fig. 5b). Supporting this notion,
brain-wide functional connectivity patterns of FPN nodes shift more
than nodes in other PFC networks across a wide variety of cognitive
task states [31]. In contrast, CON nodes are proposed to play a
complementary role to FPN nodes during cognitive control [82].
CON nodes exhibit a reduction of within-network connections from
rest to task resulting in a switch in connectivity to other networks
during tasks, whereas FPN exhibits extensive between-network
reconfiguration along with maintenance of within-network con-
nections. This proposed flexible “shifter” mechanism for the CON,
which complements a flexible “coordinator mechanism” for the FPN
may allow the CON to lend processing resources to other goal-
relevant networks. This idea is similar to the proposal that the SN is
involved in network switching and transient engaging of other task
relevant networks, most notably the FPN [53].
Graph theoretical analyses applied to rs-fMRI data have led to

the proposal that there are groups of highly interconnected nodes
in brain networks, referred to as the “rich club” [83] or “diverse
club” [84], which are critical for global communication. Moreover,
in these highly connected brain regions, activity increases as the

number of cognitive functions engaged in a task increases [40].
This finding suggests that these “connector hubs” are potentially
integrating information across networks and coordinating con-
nectivity between networks. Also, individuals with diversely
connected hubs and consequent modular brain networks exhibit
increased cognitive performance, regardless of the task [85].

Self-referential monitoring
A distinguishing feature of the DMN is that, unlike the FPN, SN,
CON, DAN, and VAN, nodes of this network are typically
suppressed or deactivated during a wide range of cognitively
demanding tasks [17, 86, 87]. Importantly, this response profile is
not an artifact of global signal changes found in fMRI data, as
suppression of local field potentials in DMN nodes has been found
during performance of cognitive tasks [88]. The DMN is proposed
to play a crucial role in self-referential information processing and
monitoring of the internal mental landscape [17, 89], processes
that need to be suppressed during external-stimulus dependent
cognition. The medial PFC node is particularly sensitive to value
judgment and social evaluative processes related to the self and
others [90–92]. Although the DMN may not be as directly involved
in cognitive control in the same manner as the other PFC
networks, it likely exerts a profound indirect influence on cognitive
function. For example, inability to disengage the DMN during
external stimulus driven cognition significantly impairs task
performance [87, 93].

PFC NETWORKS, GLOBAL BRAIN DYNAMICS AND COGNITION:
OPEN QUESTIONS AND CHALLENGES
Our discussion of PFC networks in the previous sections has
highlighted the tight interplay between PFC networks and global
brain dynamics, raising broader questions regarding the role of
PFC networks in cognition. Much as individual PFC areas do not
function in isolation, PFC networks also do not function in
isolation. The role of individual brain areas involved in cognition is
constrained by the specific network it is embedded in. PFC
networks involve segregated brain areas that are engaged during
cognition and also show a consistent pattern of intrinsic
connectivity in the absence of overt tasks. Dedicated PFC
networks create a functional architecture for efficient processing
without the persistent need for reconfiguring circuits, while at the
same time flexible enough for reconfiguration when more flexible
behaviors are needed based on perceptual, mnemonic, linguistic,
and motoric demands.
Most empirical research on the role of PFC networks in

cognitive control has attempted to assign the function of specific
networks to specific cognitive control processes. Clearly, the goal
of this research has been to identify the “specialized processors” in
the brain that are involved in, and perhaps, necessary, for
cognitive control. On the one hand, one may consider this
approach to be “phrenological” at the network level and not
different from most previous studies of cognitive control that have
attributed specific cognitive control processes to specific brain
PFC regions. And this is perhaps not surprising since the empirical
studies of brain networks using brain imaging evolved from the
empirical studies that have mapped a cognitive process to a
specific brain region. A problem with this empirical approach for
determining the neural mechanisms that implement cognitive
control is that it is faced with the same questions that have
challenged researchers studying cognitive control through beha-
vioral approaches, such as: What is the ontology of cognitive
control? What are the essential and most meaningful components
of cognitive control? Can we describe all aspects of cognitive
control by limited set of cognitive processes? These are clearly
important topics for further investigation.
There are two further issues regarding simply assigning a

potential cognitive function to a specific brain network for
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developing a mechanistic understanding of cognitive control.
First, if a brain region is assigned the same function as the network
as a whole (e.g., response inhibition, or set-maintenance), what is
the role of the other brain regions in the network? Second, how do
specialized brain networks interact to carry out cognitive control?
Our review of empirical work in the previous sections has
provided evidence that specialized, modular network processes
do exist in the brain, and that cognitive control is implemented
through both segregation and integration of these networks.
Beyond this, we have also emphasized that although the nodes in
any particular PFC network can function generally as a unit, it is
not the case that each node functions identically. Our under-
standing of these differential processes is still in its infancy—
identification of the response profile of a particular brain node
within a cognitive control network will require exquisite manip-
ulation of task exigencies, such as manipulation of sensory load,
which differentially modulates parietal cortex, or increasing
complexity of task rules, action selection and motor plans acting
on the same input, which differentially modulates individual PFC
regions [94–97]. Also, as we have discussed, causal manipulation
of each node’s role in a particular network may lead to further

understanding of the role that network plays in cognitive control
[27]. With such manipulations, it is possible that different response
profiles will be observed in different nodes within the same
network, since no two brain areas are identical in their
connectivity patterns—each have distinct “fingerprints” with
inputs and outputs that are also not identical, allowing each
node to function dissimilarly depending on task demands and
contexts. For example, within the network thought to subserve
directed spatial attention, it is proposed a parietal node provides
an internal sensory map, a cingulate node regulates the spatial
distribution of motivational valence, a frontal node coordinates
the motor programs for exploration, scanning, reaching, and
fixating; and a reticular activating system node provides the
underlying level of arousal and vigilance [98].
In addition to the important role that each brain region within a

network may play for a particular type of cognitive control
process, it is possible that the same brain region may be a
member of different networks, with different roles depending on
the network engaged. Common methodological approaches for
identifying networks using fMRI data do not allow for nodes to be
members of more than one network. However, approaches do
exist, such as the mixed-membership algorithm [99], which allows
for a particular node to participate in multiple networks. The
notion that a single brain region can subserve multiple functions is
consistent with numerous human brain mapping studies that
have found that one brain region is engaged in seemingly
disparate tasks. For example, Aron and colleagues noted that the
“right inferior frontal cortex is not only involved in response
inhibition, but is also involved in category learning, visuomotor
conditional learning, memory retrieval, memory encoding” [57].
An understanding of how the same brain region is a member of
different networks yet serves different functions is far from
understood and requires careful future consideration.
Importantly, cognitive control is not implemented by one

individual PFC network, but rather by dynamic interactions among
PFC networks embedded in a global brain architecture. The
importance of network interactions required for complex cogni-
tion more broadly has been discussed elsewhere [73, 100].
Although the empirical studies we have reviewed illustrate what
we have learned about which individual brain networks are
involved in cognitive control, considerable work is needed to
elucidate the way in which these networks interact during
cognitive control. Assigning a particular function to a particular
brain region, or a particular brain network, does not reveal a
mechanism. A complete mechanistic understanding of cognitive
control remains to be uncovered [101].
The need for broader considerations of PFC networks and

global circuit dynamics is further underscored by frameworks such
as “cell assemblies”, “global workspace” and “multi-demand-
systems”. The notion of dynamic cell assemblies first articulated
by Hebb [102] has now been articulated in the context of modern
neuroscientific discoveries. Baars proposed the concept of a
‘global workspace’, where information is integrated in a small
group of “specialized processors” or “conductors” before being
broadcast to the whole brain resulting in a hierarchical flow of
information [103]. Dehaene and colleagues extended this model
and proposed that effortful cognitive tasks require two main
computational spaces: “a unique global workspace composed of
distributed and heavily interconnected neurons with long-range
axons, and a set of specialized and modular perceptual, motor,
memory, evaluative, and attentional processors” [104]. These
computational spaces were proposed to be implemented within a
large-scale distributed brain network that spanned from the
macro-level (e.g., brain regions) to the micro-level (e.g., cortical
layers). Moreover, it was conceived that the connectivity profile of
the “global workspace” allowed it to communicate, and pre-
sumably influence, multiple distributed and specialized proces-
sors. Although there is potentially an infinite number of

Box 1. Open questions raised by this review

1. What are the essential and most meaningful components of
cognitive control? Can we describe key aspects of cognitive
control by a limited set of processes involving PFC
networks?

2. Can a universal taxonomy for functional brain networks be
defined?

3. Are the SN and CON distinct functional networks supporting
different aspects of cognitive control?

4. A comprehensive view of the role of PFC networks in
cognitive control will require an understanding of PFC-basal
ganglia-thalamic interactions. How do subcortical interac-
tions influence PFC network function?

5. How do brain networks evolve over time during cognitive
control? How can we use intracranial EEG to advance
understanding of the temporal dynamics of network
function? How do they relate to fMRI models of network
function?

6. What is the role of neuronal oscillations in PFC networks
involved in cognitive control?

7. What are the computational mechanisms underlying PFC
network function in cognitive control?

8. How do PFC networks involved in cognitive control
orchestrate global workspaces to engender complex cogni-
tive functions? How can computational modeling of multi-
task data inform information flow?

9. What is the role of brainstem neuromodulatory systems,
such as dopamine, norepinephrine and serotonin, on PFC
networks involved in cognitive control?

10. How can knowledge of PFC network function be used to
ameliorate behavioral and cognitive deficits in psychiatric
and neurological disorders?

11. How can we better integrate translational neuroscience
studies involving optogenetic manipulation in rodents to
probe causal mechanisms of network function?

12. How can studies of PFC network function using fMRI lead to
a better understanding of the pathophysiology of brain
disorders with cognitive control deficits? Can fMRI biomar-
kers of PFC networks become clinically useful for diagnosis,
clinical characterization and guidance of therapeutic inter-
ventions of brain disorders with cognitive control deficits?
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“workspace representations”, it is proposed that only one can be
active at any given time.
More recently, based on a review of monkey electrophysiology

and human fMRI studies, Duncan highlighted a group of brain
regions that includes the anterior insula, adjacent frontal
operculum, dorsomedial and dorsolateral frontal cortex, dorsal
anterior cingulate nodes, premotor cortex, intraparietal sulcus,
basal ganglia, thalamus, and cerebellum, that are engaged by
diverse cognitive demands [105]. These brain regions were
collectively labeled as the “multi-demand” (MD) system and
proposed to play a key role in achieving goals by assembling sub-
tasks and creating structured mental programs. Moreover, the MD
system is hypothesized to be involved in “defining and controlling
the parts of such programs, with focus on the specific content of a
current cognitive operation”, rapid reorganization as mental focus
is changed, and robust separation of successive task steps. In a
later formulation of this hypothesis [106], it was proposed that a
core role of the MD system was the assembly of an “attentional
episode”, which “drives linked processing in multiple other brain
regions, configuring widespread brain activity for solution of the
selected problem.” An important unresolved question is the
relationship of the MD system functions with the PFC networks
described in this review. Recently, this question was addressed by
analyzing rs-fMRI data from the Human Connectome Project [107].
It was found that core MD regions were concentrated in the FPN.
However, in another study that analyzed fMRI data collected
during the performance of a cognitive control task, it was
concluded that the MD system may be divided into two
subnetworks - the FPN and SN/CON [108]. Thus, further work is
still required to determine how PFC networks involved in
cognitive control orchestrate global workspaces, such as the MD
system, to engender complex cognitive functions. Computational
modeling of multi-task data holds particular promise in this
regard [109].

FUTURE RESEARCH DIRECTIONS
In this section we discuss future research needed to further
clarify the role of PFC networks and their dynamic interactions
in cognitive control and executive function. A summary of key
open questions arising from the present review is presented in
Box 1.

Temporal dynamics on the cognitive timescale
Flexible and adaptive human cognition depends on dynamic PFC
networks that transiently link distributed brain regions in
response to moment-by-moment changes in task demands. To
address this challenge, future studies will need to overcome
limitations of the poor temporal resolution of fMRI and map
dynamics over the scales of tens of milliseconds. While
considerable progress is being made in decoding fast temporal
dynamics in individual brain areas [110] their extensions to
multiple distributed nodes remains a challenge. Recent studies
using distributed intracranial EEG recordings have begun to
address gaps in our understanding of interactions between PFC
network nodes [80]. For example, in human intracranial electro-
corticography recordings, it has been demonstrated that during
performance of a cognitive control task, the need to apply
progressively more abstract rules resulted in greater frontal
network theta band phase encoding, which predicted trial-by-trial
response times. Moreover, theta phase encoding was coupled
with high gamma band activity, suggesting a potential mechan-
ism by which frontal networks are dynamically involved in
cognitive control [111]. Even though considerable technical and
methodological challenges remain for human intracranial record-
ing [112], progress in this area will be essential for probing how
cognitive control processes involving PFC networks unfold over
time in humans.

Latent brain dynamics, state transitions and optimal brain
states
At both fast and slow time scales, dynamic brain states and
functional connectivity have a significant influence on cognition.
New computational tools for modeling brain state dynamics are
beginning to address this challenge. For example, latent brain
space models and Bayesian switching dynamical systems algo-
rithms which can identify hidden brain states and their transition
probabilities appear particularly promising for probing flexible
reconfiguration of functional brain circuits and their influence on
task performance [113]. A critical aspect of such approaches is that
they help identify brain states that are optimal for cognitive task
performance– failure to engage such states and weak transitions
to them from other brain states can impair performance and
decision-making dynamics [114]. For example, analyses of fMRI
data have revealed during cognitively demanding tasks, there is a
flow of activity embedded within a low-dimensional state space,
that moves from engagement of an integrative core of brain
regions that maximizes information-processing and performance,
to a more segregated state when the task at hand concludes [73].
In another fMRI study of functional connectivity during multiple
different cognitive tasks and rest, it was found that high-
performing individuals exhibit smaller changes in functional
network architecture between rest and task, suggesting that
these individuals have more efficient network updates. These
findings suggest that high performers on a given task may have a
network configuration at rest that is already closer in state space
to that task’s network configuration [115].
Future empirical studies implementing models based on

unsupervised learning procedures for identifying latent brain
states, their temporal evolution, lifetimes and occurrence of states,
and their switching probabilities will allow us to uncover context-
dependent latent brain dynamics associated with PFC networks.
Progress in this area will be essential for addressing the challenge
of the role of PFC networks in cognitive control and reconfigura-
tion of cell assemblies to support adaptive cognitive functions.

Causal manipulation and control of PFC networks
Optogenetic techniques has revolutionized our understanding of
the causal role of functional circuits in the rodent brain [116].
Although the cell-specific manipulation offered by optogenetic
techniques is not a feasible approach in the human brain and has
met with limited success in non-human primates, a number of
tools to manipulate neural responses in individual brain areas are
now available to investigate causal effects of PFC networks. These
include transcranial magnetic stimulation (TMS) and direct current
stimulation techniques as well as more invasive intracranial
stimulation with simultaneous EEG recordings [117]. For example,
two different frontal nodes in the CON and FPN network were
disrupted with theta-burst TMS, followed by collection of fMRI
data. Changes in the functional connectivity between and within
these two PFC networks was observed after TMS [118]. Thus, brain
stimulation in healthy individuals along with studies of patients
with focal lesions [41], provide a promising convergent approach
for studying the role of PFC networks in cognitive control.
In contrast to computational methods that assess functional

connectivity, methods that assess the influence that one neuronal
system exerts over another (sometimes referred to as effective
connectivity) hold promise for providing convergent, albeit
indirect, evidence for a causal role of PFC networks in cognition.
Such methods include structural equation modeling [119],
coherence [120], Granger causal analysis [121, 122], dynamic
causal modeling [123], and multidimensional state space models
[124]. The relative strengths and weaknesses of these approaches
for estimating causal interactions has been the subject of some
debate owing to the slow time course of fMRI signals [125–127].
Identification of causal interactions between brain regions using
computational techniques has nevertheless remained a
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challenging problem for several reasons. First, fMRI measures a
hemodynamic response to neural activity rather than neuronal
activity directly. Second, regional variations in the hemodynamic
response function can significantly influence estimation of causal
interactions between brain regions. Third, causal interactions
between brain regions can change with experimental context.
State-space computational algorithms validated using neurophy-
siologically realistic simulations, and novel optogenetic fMRI
manipulations hold promise for identifying context-dependent
dynamic causal interactions [124, 128]. Notably, application of
these techniques to high-temporal resolution fMRI data may allow
identification of causal outflow and inflow hubs associated with
cognition [129]. Crucially, analysis of causal control circuits has the
potential to inform how asymmetries in directed influence allow
individual networks or specific brain nodes to control others, and
further advance our understanding of how dynamic causal
interactions involving PFC network nodes play a fundamental
role in cognition.

Network controllability
Control theory techniques borrowed from engineering may also
offer promising new approaches for probing how PFC networks
can be manipulated to facilitate desirable or optimal brain states
[130–133]. This latter question may be relevant for the treatment
of psychiatric disorders such as depression where stimulation of
the dorsolateral PFC node of the FPN is used to alter distal brain
targets that influence mood [134]. Controllability, in the classical
sense, measures the ability to perturb a system from a given initial
state to specific target states, in finite time, by means of external
control inputs [133, 135, 136]. Nodes with higher controllability
require lower energy for perturbing a system from its current state
[137, 138] and controllability measures are useful for identifying
driver nodes which have the potential to influence overall system
dynamics [136]. Control properties of complex systems can
provide novel insights into how they can be perturbed to achieve
desired behaviors [130–132]. A recent advance is the application
of control theory to human neuroimaging based on structural
brain connectivity derived using diffusion tensor imaging [139],
with the suggestion that inputs to DMN nodes may facilitate
transition to many other brain states. However, it has been also
been suggested that structural topology by itself may be ill-suited
for assessing brain- cognitive-state dependent control in complex
functional brain networks [140] and researchers have drawn
attention to the importance of state dynamics for the study of
controllability in complex systems [138]. Incorporating such a
perspective a recent study found that SN nodes have the highest
functional network controllability and, more generally, functional
network controllability is dependent on cognitive load [129].
Characterization of how intrinsic functional connectivity and
structural connectivity constrain the temporal progression of
brain states remains a challenge, resolution of which will likely
yield insights into how PFC networks can be manipulated to
desired outcomes.

CLINICAL IMPLICATIONS FOR PSYCHIATRIC AND
NEUROLOGICAL DISORDERS
Deficits in cognitive control have been observed in many
psychiatric and neurological disorders, such as autism, anxiety
disorders, mood disorders, schizophrenia, traumatic brain injury,
stroke, and frontotemporal dementia [141, 142]. The brain’s
cognitive control systems have been probed in these clinical
disorders with multiple brain imaging techniques, and as
expected, dysfunction in PFC networks is observed [61, 93, 143–
148]. These empirical studies of describing functional connectivity
changes in brain disorders complement decades of clinical studies
of these disorders that have associated the location of pathology,
or changes in brain activity in particular regions, with cognitive

control deficits observed in patients with brain disorders. As we
strive to use functional connectivity metrics to gain further
understanding of the neural mechanisms of cognitive control, we
must also strive to use these metrics in a way that provides
meaningful clinical utility. In our view, there are several potential
ways in which a network analysis of functional brain imaging data
in patients with brain disorders could have a significant clinical
impact.
Identification of network dysfunction using fMRI data has the

potential to aid a clinician in reaching a diagnosis, categorizing
clinical subtypes of a particular disorder or guiding therapeutic
interventions. However, despite the introduction of fMRI almost 30
years ago, there is still no clinically approved use of fMRI. The
significant challenge that must be overcome is that a functional
brain imaging biomarker must have sufficient sensitivity and
specificity within an individual patient, rather than a group of
patients as compared to a group of healthy controls. Network
approaches may have an advantage over previously failed
univariate approaches that have measured more or less activity
within individual brain regions without considering their interac-
tions with other brain regions. Some progress has been made in
the development of functional connectivity metrics that predict
the response to various therapeutic interventions aimed at
improving cognitive control deficits. For example, individual
differences in baseline brain network architecture as measured
with rs-fMRI predicts gains in cognitive control functions across
several clinical populations and cognitive interventions [149–151].
Even if the goal of developing fMRI as a clinically useful tool is

never achieved, functional connectivity metrics of fMRI data will
still likely provide valuable insight into the pathophysiological
mechanisms that underlie brain disorders. In fact, one may argue
that fMRI is more optimally suited to achieve this goal. The
explosion of network neuroscience over the past decade has
undoubtedly led to a re-consideration of the pathophysiological
mechanisms underlying neurological and psychiatric disorders
[152]. For example, a triple network model of psychopathology
posits that aberrant functional organization of the SN, FPN and
DMN and their dynamic interactions contribute to a wide range of
psychiatric symptoms [93, 141, 148, 151, 153]. Specifically, this
model posits that aberrant salience assignment and mapping of
external and internal events by the SN leads to altered dynamic
temporal interactions with the FPN and DMN, resulting in
cognitive control deficits. A key question to be answered for any
network model of disease is why specific networks are targeted in
specific diseases. One notion put forth is that highly connected
brain regions, independent of their network membership, are the
target of neuropathology because they are biologically costly due
to their high metabolic demands. Empirical support for this
hypothesis was found in a study of over 20,000 subjects with 26
different brain disorders. MRI lesions that were common across all
brain disorders were more likely to be located in highly connected
brain regions [154]. This network view of brain disorders is
consistent with empirical findings that lesions to highly connected
brain regions cause global changes in brain connectivity [155] and
extensive cognitive deficits [156].
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