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Accurate sensory discrimination is commonly believed to require precise representations in the nervous system; however, neural stim-
ulus responses can be highly variable, even to identical stimuli. Recent studies suggest that cortical response variability decreases during
stimulus processing, but the implications of such effects on stimulus discrimination are unclear. To address this, we examined electro-
corticographic cortical field potential recordings from the human nonprimary auditory cortex (superior temporal gyrus) while subjects
listened to speech syllables. Compared with a prestimulus baseline, activation variability decreased upon stimulus onset, similar to
findings from microelectrode recordings in animal studies. We found that this decrease was simultaneous with encoding and spatially
specific for those electrodes that most strongly discriminated speech sounds. We also found that variability was predominantly reduced
in a correlated subspace across electrodes. We then compared signal and variability (noise) correlations and found that noise correlations
reduce more for electrodes with strong signal correlations. Furthermore, we found that this decrease in variability is strongest in the high
gamma band, which correlates with firing rate response. Together, these findings indicate that the structure of single-trial response
variability is shaped to enhance discriminability despite non–stimulus-related noise.
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Introduction
The human superior temporal gyrus (STG) represents speech
sounds with spatiotemporal patterns of neural activity across
populations that are tuned to specific acoustic features of the

sounds (Formisano et al., 2008; Chang et al., 2010; Obleser et al.,
2010; Steinschneider, 2011; Mesgarani et al., 2014; Nourski et al.,
2014). However, neural responses to sensory stimuli are variable,
and the brain responds differently to the same stimulus each time
it is encountered (Faisal et al., 2008). Speech perception funda-
mentally involves classifying instances of sounds as members of
specific linguistic categories (e.g., phonemes, words, etc.) (Liber-
man et al., 1957, 1967; Perkell and Klatt, 1986; Diehl et al., 2004),
although the acoustics of these sounds can vary in pitch, location,
intensity, etc. The classification problem is compounded by the
presence of different neural responses to physically identical
sounds (Kisley and Gerstein, 1999). However, despite this vari-
ability, human listeners perceive speech effortlessly. This reliabil-
ity in sensory perception despite variability in the neural response
holds across sensory domains: visual (Schiller et al., 1976; Heg-
gelund and Albus, 1978; Rose, 1979; Churchland et al., 2010),
somatosensory (Whitsel et al., 1977), and as such, understanding
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Significance Statement

Cortical responses can be highly variable to auditory speech sounds. Despite this, sensory perception can be remarkably stable.
Here, we recorded from the human superior temporal gyrus, a high-order auditory cortex, and studied the changes in the cortical
representation of speech stimuli across multiple repetitions. We found that neural variability is reduced upon stimulus onset
across electrodes that encode speech sounds.
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neural variability is essential to understanding neural representa-
tions in general (Averbeck et al., 2006; Churchland et al., 2011).

Recent studies have identified a variety of factors that modu-
late trial-to-trial neural response variability in single-neuron fir-
ing rate. For example, the variability of neural responses to
sensory stimuli is modulated by attentional state (Mitchell et al.,
2009; Downer et al., 2015), and the difference in variability ac-
counts for a large change in discriminability of stimuli (Cohen
and Maunsell, 2009). Furthermore, neural response variability
changes dynamically during the time course of stimulus presen-
tation, with a reduction time-locked to stimulus onset (Cohen
and Maunsell, 2009; Churchland et al., 2010). The potential for
variability in both single neuron and population activity to hin-
der perception suggests that its modulation plays an important
role in neural signal processing (Shadlen and Newsome, 1998;
Abbott and Dayan, 1999; Churchland et al., 2011; Hu et al., 2014;
Moreno-Bote et al., 2014).

It is unclear how reduction in neural variability affects
stimulus representation and discriminability at the mesoscale of
aggregate neural populations (i.e., field potentials). With a few
exceptions (He and Zempel, 2013), most of the literature on the
dynamics of neural response variability focuses on individual
or multiple single-unit recordings, in which at most a few hun-
dred neurons are simultaneously observed, a small subset of
those neurons active in the sensory task. Previous studies have
found strong encoding of acoustic-phonetic features in the STG
using high-density electrocorticography (ECoG) (Mesgarani et
al., 2014), where each electrode records from populations several
orders of magnitude greater than those observed in multineuron
recordings (Chang, 2015). It is unclear how variability dynamics
found in single and multiunit recordings extend to these larger
neural populations, and how this affects sensory processing.

To address these questions, we recorded cortical field poten-
tials using ECoG from human STG while subjects listened to
simple speech sounds. We first determined whether cortical field
potentials shared the trends found in firing rate responses: that
the variance is correlated with the mean of the response (Tolhurst
et al., 1983; Vogels et al., 1989) and that variability decreases after
stimulus onset. Furthermore, we explored the relationship be-
tween variability and stimulus encoding, testing the hypothesis
that the shape of the changes in variability of population neural
responses depends on cortical sound representations.

Materials and Methods
The experimental protocol was approved by Human Research Protection
Program at the University of California–San Francisco.

Subjects and experimental task. Three native English-speaking human
participants (one female) underwent implantation of a high-density,
subdural ECoG array as part of their clinically indicated neurosurgical
treatment for epilepsy. Participants gave their written informed consent
before the day of surgery. Implanted ECoG grids were each 256-channel
grids with 2.3-mm-diameter electrodes at 4 mm center-to-center spacing
and were placed in the language dominant hemisphere in each patient (as
determined with the Wada carotid intra-arterial amobarbital injection),
which was left in two subjects and right in one subject. Each participant
listened to a recording of consonant-vowel (CV) syllables. Sixteen con-
sonants (/b/, /d/, /g/, /k/, /l/, /m/, /n/, /p/, /r/, /s/, /sh/, /t/, /v/, /w/, /y/, /z/)
combined with 3 vowels (/a/, /i/, /u/) were spoken by 6 speakers (3 fe-
male), resulting in 288 unique auditory stimuli total. The stimuli had a
mean duration of 0.43 s and SD of 0.093 s. The interstimulus interval was
jittered across trials, with a mean of 1 s and a SD of 0.15 s. Stimuli were
recorded in-house and played with speakers. Each stimulus was pre-
sented between 17 and 21 times to each subject.

Anatomical location of STG. We focused our analysis on the STG, a
nonprimary auditory area that responds to speech sounds. Visual exam-

ination of coregistered CT and MR scans indicate that the ECoG grid
covered the spatial extent of the STG of each patient. STG electrodes were
identified through inspection of this coregistration and only those elec-
trodes were used for analysis (see Fig. 1; number of electrodes in STG:
S1:51; S2:48; S3:72).

Data acquisition and signal processing. Cortical-surface field potentials
were recorded referenced to scalp with a multichannel PZ2 amplifier
optically connected to a RZ2 digital signal processor (Tucker-Davis
Technologies). ECoG signals were acquired at 3052 Hz. The speaker
signal was split and recorded in-line with the ECoG data to ensure
synchronization.

The time series voltage trace of each channel was visually and quanti-
tatively inspected for artifacts or excessive noise (typically 60 Hz line
noise or movement artifacts). Recordings with many artifacts were ex-
cluded from analysis, and the signal of the remaining channels were then
common average referenced for each 16-channel ECoG strip to remove
electrical noise shared across electrodes. The signals of the remaining
channels were bandpass filtered using Gaussian bandpass filters with
logarithmically increasing center frequencies and semilogarithmically
increasing bandwidths from 4 to 200 Hz. The Hilbert transform was then
calculated for each band, and the analytic amplitude at 400 Hz tracked
the activation in each of the filter bands. The high-gamma power was
calculated by averaging the analytic amplitude across the eight bands
between 70 and 150 Hz. To mitigate intersession changes in signal
strength, high-gamma power was z-scored relative to the mean and SD of
the recording session for each channel. Throughout, when we speak of
high-gamma power, we refer to this z-scored measure, denoted as H!.

Measuring variability. We wish to measure the time course of variabil-
ity in neural activity. If we were to simply measure variance, the dynamics
of the variability would be swamped by the effect of increased activity,
which tends to increase following stimulus presentation and is strongly
correlated with variance (Tolhurst et al., 1983). To study the effect of a
stimulus on response variability, we observe how it changes the relation-
ship between mean and variance of response. Previous studies have ac-
counted for this relationship by using the Fano factor (FF) (Churchland
et al., 2010) and varCE (Churchland et al., 2011), both of which are
variability measures designed for firing rates that assume a linear rela-
tionship between mean activity and variance, and both were used to show
a variability reduction following stimulus onset. We establish a similar
metric, but cannot use FF or varCE because (z-scored) H! has nonzero
variance at zero activation. To account for this difference, we modify
previous methods to include a y-intercept and quantify the variability as
the slope of affine regression. We quantify the relationship between vari-
ance of responses (v) and mean of responses (m) with an affine function
as follows:

v " Dm # C (1)

where D, the slope, is our measure of variability, and C is a y-intercept,
which is discarded. Using this method, we are able to account for the
effect of mean on variance. D is our analog for FF. It is not the same
metric, but it serves the same purpose of quantifying the relationship
between the mean and variance of neural activation.

Mean matching. To ensure that the variability reduction was not due to
differences in the mean distribution, we use a “mean-matching” proce-
dure adapted from Churchland et al. (2010). For each subject, electrode-
stimuli sets were removed so that each time point has the same mean
distribution of H! responses. The mean H! responses for each stimulus
on each electrode are binned into 30 equally spaced bins for each of the
time points in the 400 Hz H! signal spanning 300 ms before to 700 ms
after the stimulus onset. A maximum common histogram of mean re-
sponses was then constructed, which was where all of the histograms
through time overlapped. At each time point, stimulus-electrode re-
sponses were removed randomly from bins with mean H! in excess of the
maximum common histogram until each histogram was equal to the
maximum common histogram. The mean matching procedure resulted
in data that had the same mean distribution through time, so differences
in the regression coefficient cannot be attributed to differences in mean
activity.
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Temporal encoding. The relationship between acoustics and H! was
modeled by a token stimulus-encoding model, where the H! response
was modeled for each of the 288 different CV sound stimuli indepen-
dently. The adjusted R2 !R! 2" (Theil, 1961) was used to determine the
degree of encoding through time as follows:

R! 2 " 1 $ !1 $ R2"
n $ 1

n $ p $ 1
(2)

Where n is the sample size and p is the number of unique stimuli. R! 2 is
similar to R2 but is altered to adjust for bias in the estimation of variance
due to a small sample size. R! 2 was calculated independently for each H!
measurement in time, then averaged across electrodes to obtain a trend
across the STG. Qualitatively similar time courses for all three subjects
were obtained with a linear discriminant classifier decoding stimulus
identity from H! across all electrodes in a subject.

Spatial variability and encoding. Electrode-wise encoding and variabil-
ity changes were analyzed by a comparison of the mean of D during a
prepresentation baseline (#300 to 0 ms) and a stimulus-encoding period
(100 – 400 ms). Here, encoding strength was calculated as R! 2 but not
averaged. The variance-mean regression was performed individually for
each electrode and not mean-matched.

Factor analysis. Next, we studied how the decrease in variability af-
fected correlated noise across electrodes. Factor analysis (FA) was used to
separate the variability of responses into shared variance and private
noise. FA is an unsupervised machine learning algorithm that models the
data as being generated by a Gaussian distribution on a lower dimen-
sional space (x), corrupted with private (uncorrelated) noise Q into the
full dimensionality of the data as follows:

x ! !!0, I"

y ! !!Cx, Q" (3)

where x is a vector of latent variables and y is a vector of the observed H!,
Q is the noise covariance matrix and is constrained to be diagonal, and C
is the loadings matrix, which maps from the latent space to the observed
space, and !(%, $) denotes a multivariate normal distribution with
mean % and covariance $. The shared component of network variability
captured by FA was calculated by CTC, and a private uncorrelated com-
ponent was the diagonal matrix Q. To have enough trials to robustly fit
the FA model, stimuli were combined across the six CV speakers of the
stimulus set. To ensure unique and informative stimulus responses, only
electrodes with R! 2 & 0.5 during the encoding period were used for each
subject, approximately half of the STG electrodes for each subject. H!
was z-scored across trials for each set of stimulus responses on each
electrode, stimulus, and time point. We determined the dimensionality
of the neural data by conducting principle component analysis on the
average response across stimuli and the prestimulus period (Churchland
et al., 2010). We found that 5, 7, and 6 dimensions were required to
explain 95% of the variance in each subject, respectively. To ensure that
we did not overestimate the dimensionality of the data, we modeled
the data in a subspace with a dimensionality of 5, the minimum across
subjects, which explained 96%, of the variance in the data for S1, 92% for
S2, and 93% for S3. FA was conducted independently on each time
point. The proportion of variability that was shared was calculated by
mean!trace!CTC"". This is a proportion because the z-score makes the
total variance mean!trace!CTC # Q"" " 1 across time. Qualitatively
similar results were observed if no common-average reference is
performed.

Relationship between signal and noise correlations. To determine
whether the reduction in variability was in the directions that benefited
stimulus discriminability, we compared signal and noise correlations for
each pair of electrodes (Cohen and Maunsell, 2009). “Signal” is the mean
H! during the encoding period, and “noise” is the residual of this activ-
ity. Pairwise signal correlations were computed for each pair of electrodes
during the encoding period using Pearson correlation. Noise correlations
were calculated immediately before and 300 ms after stimulus onset. We
calculated the average change in noise correlation. We also calculated the
correlation between signal correlation and change in noise correlations

before and after stimulus presentation across electrode pairs for each
subject.

Decoding. As the brain responds to stimuli, the mean response
changes, distinguishing between different sounds. The correlation be-
tween electrodes also changes, which can have additional effects on the
discriminability between sounds. To determine the extent to which noise
correlations affect discriminability, we developed an analytical method
that imposes the noise correlations of the prestimulus period during the
stimulus response. The high gamma activity was mean-subtracted for
each unique stimulus. Then the response was whitened by premultiply-

ing by $
encoding

#
1
2 and “colored” by the prestimulus noise covariance by

premultiplying by $
pre#stim

1
2 . The stimulus response is now warped to

express the same covariance as the prestimulus activity. The warped ac-
tivity therefore has prestimulus noise correlations, but also the variances
and covariance determinant, which can also affect discriminability. To
determine the effects solely of correlations, we premultiply by an addi-
tional diagonal matrix, K. This matrix scales the warped responses so that
they match the relative variances and the determinant of the original
stimulus response covariance matrix. Because K is diagonal, this does not
affect the correlations. In summary,

X̃warped " K$
pre#stim

1
2 $

encoding

#
1
2 X̃encoding (4)

was used, where X̃ are residual activity matrices, $ are covariance matri-
ces, and K is the diagonal matrix that scales the result to impose the
relative variances and covariance determinant of the encoding responses.
Finally, the means were added back, which resulted in the final warped
encoding signal. We examined the response both before and after warp-
ing and trained linear classifiers on the warped and original data using
linear discriminant analysis.

Analysis across frequency bands. We explored the relationship between
variability decrease and stimulus representation across frequency bands
using the canonical frequency bands theta (4 – 8 Hz), '/mu (8 –13 Hz), (
(13–30 Hz), gamma (30 –70 Hz), and high gamma (70 –150 Hz) (Mac-
kay, 1997; Canolty et al., 2006; Crone et al., 2011). Analytic amplitude
within these bands was calculated analogously to the methods used for
H!. R! 2, D, and decoding accuracy are calculated across time for each
frequency band.

Results
To understand the role of neural variability in response to speech
sounds, we presented subjects with auditory playback of 288 dis-
tinct CV syllables. The stimuli consisted of 16 consonants fol-
lowed by either /a/, /u/ or /i/ (cardinal vowels), spoken by six
different speakers, and were chosen to sample the acoustic and
phonological space of American English. We recorded neural
activity directly from the surface of the STG in the language
dominant hemisphere with high-density ECoG arrays. We exam-
ined the structure and dynamics of neural responses across
multiple presentations of different syllables (across-syllable vari-
ability), and compared this with neural responses across multiple
presentations of the same syllable (within-syllable variability) to
examine how STG encodes different sounds with distinct repre-
sentations.

Mean dependence of response variability
Figure 1A shows the STG electrodes for one patient (S1), with a
single example electrode highlighted in yellow. Figure 1B (top
and middle rows) displays the amplitude waveform and spectro-
gram for the syllables /di/ and /si/, the consonants of which have
very different acoustic structure.

We focused on the cortical response in the high-gamma fre-
quency component of field potentials (H!, 70 –150 Hz), which
correlates well with multiunit firing rates (Rasch et al., 2008; Ray
et al., 2008; Whittingstall and Logothetis, 2009; Ray and Maun-
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sell, 2011; Rey et al., 2014). The H! responses from the high-
lighted electrode evoked by these syllables are displayed in Figure
1B. Reponses increased shortly after the onset of both stimuli and
returned to baseline by %500 ms. In this example, /di/ caused
greater mean activity than /si/, with the peak difference occurring
at %200 ms. Additionally, the response to /di/ had greater vari-
ability, as is evident from its broader error bars, which show SD
and are compared side-by-side to the right. These example stim-
uli illustrate the general trend that the variance of H! responses
for a stimulus was positively correlated with the mean. Figure 1C
shows the mean and variance of responses across repetitions of
each of the 288 unique auditory stimuli for the example electrode.
We found a strong positive correlation (Pearson correlation:
r & 0.6) between mean and variance, as illustrated by the yellow
dashed line, which is the best linear fit between the two.

Similar results were observed across all STG electrodes. Figure
1D shows the correlation coefficient calculated in the same man-
ner for all of the STG electrodes across each of the three subjects.
We found statistically significant positive correlations between
mean and variance of H! responses across all of the STG elec-
trodes that we recorded (r & 0.49 ' 0.12, mean ' SD; N & 179;
vertical dashed line indicates statistical significance). The positive
correlation between mean and variance in H! is similar to the
relationship between mean and variance that has been well stud-
ied in the response statistics of single neurons (Tolhurst et al.,
1983), and is consistent with the hypothesis that variability of
ECoG H! reflects variability in the activity of underlying popu-
lations of neurons.

Reduction in variability following stimulus onset
We next investigated how the relationship between mean and
variance of neural responses changed through time during the
representation of a stimulus. We hypothesized that this relation-
ship would decrease, consistent with experiments (Cohen and
Maunsell, 2009; Churchland et al., 2010) and models (Litwin-
Kumar and Doiron, 2012) of single neuron firing. Figure 2 illus-
trates the dynamics of the relationship between the mean and
variance of neural responses. We quantified the relationship be-
tween the mean to the variance at each time point using linear
regression (Eq. 1). The slope of the regression (D) is our metric of
relative variability and is similar to FF, except that it is calculated
with the inclusion of a y-intercept. To illustrate this procedure
and metric, five time points are shown in Figure 2A: #200, 0, 200,
400, and 600 ms. Each point of each panel in Figure 2A shows the
mean and variance of H! responses for a stimulus on an electrode
of Subject S1. In each panel, a regression was performed, and the
best-fit line is shown as a red dashed line. We observed the slope
of the best-fit line was %1 before the acoustic onset of the stim-
ulus, decreased following the acoustic onset of the stimulus, and
slowly returned to 1. The regression was performed at every sam-
ple time and is shown in Figure 2B. Subject S1, the example
subject for Figure 2A, is shown in red, and Subjects S2 and S3 are
shown in green and blue, respectively. The slope decreased
sharply within 100 ms of stimulus onset in each of the three
subjects, and this reduction was sustained for 200 –300 ms. Dur-
ing the period between 100 and 400 ms after stimulus onset, D
decreased by 70%, 38%, and 42% for S1, S2, and S3, respectively.
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Figure 1. Example response and correlation between mean and variance of response. A, Placement of high-density ECoG electrodes on the cortex of an example human subject. The electrode size
is anatomically correct. Yellow electrode is the example electrode used for B and C. B, Top, Example consonant-vowel sounds, /di/ and /si/ with acoustic waveform spectrogram. Bottom, Mean and
SD of H! responses across task time. Rectangles to the right compare the SDs of the two response distributions and illustrate that /di/, the sound that elicits a greater mean response, also elicits a
greater variance of responses. C, Mean and variance of H! over trials of every stimulus for the example electrode (100 – 400 ms after stimulus onset). This electrode has a positive Pearson correlation
of 0.6, indicating that, for this electrode, stimuli that elicit a greater mean response tend to elicit a greater variance of response. D, The Pearson correlation coefficient between mean and variance
of H! responses for each electrode across all three subjects. All electrodes have a correlation greater than chance, which is 0.01 ( p & 0.05).
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The decrease in relative variability is similar to the “quenching” in
FF of firing rates after stimulus onset previously observed in an-
imal studies (Cohen and Maunsell, 2009; Churchland et al.,
2010).

Additionally, to ensure that the change in D was not due to a
difference in the mean distribution, a version of “mean-
matching,” (Churchland et al., 2007, 2010) modified for ECoG,
was also performed. Here, stimulus-electrode pairs were ran-
domly excluded from each time point until only a subset of
stimulus-electrode pairs remained that have the same mean dis-
tribution through time. Although mean-matching removed ap-
proximately half of stimulus-electrode pairs at each time point
(S1: 56%, S2: 66%, S3: 50%), it did not qualitatively change the
trend of a sharp decrease in D (Fig. 2B, light colors). Together,
these results indicate that the relative magnitude of neural vari-
ability is dynamically quenched during the presentation of speech
stimuli.

Co-occurrence between stimulus encoding and reduction
in variability
In order for changes in variability to affect encoding strength,
these changes must coincide with the neural response that dis-
criminates between stimuli, and must be present at electrodes
that discriminate stimuli. To ascertain the role of reduced neural
variability in the representation of stimuli, we examined its rela-
tionship with stimulus encoding. Specifically, we tested the hy-
potheses that the decrease in D temporally coincides with the
encoding of a stimulus, and that electrodes which contribute
most to the overall decrease in D are the electrodes that most

strongly encode the stimulus. Encoding strength was measured
using the coefficient of determination adjusted for degrees of
freedom, R! 2, which quantifies how much of the variance in the
response of an electrode could be explained by which stimulus
was presented (Eq. 2).

We found that dynamics of stimulus encoding co-occurred
spatially and temporally with the reduction in response variabil-
ity. The encoding of syllables across the STG for Subject S1 is
shown in Figure 3A. To determine the dynamics of encoding
strength, R! 2 was calculated for each STG electrode across the trial,
time aligned to the acoustic onset of the stimulus (Fig. 3A, dashed
black line). Here, electrodes are ordered by position on the STG,
with posterior electrodes on the top and anterior electrodes on
the bottom. The ordering of the electrodes was determined by
eye. All electrodes had an R! 2 near 0 before the acoustic onset of
the stimulus, which indicates that their variability was not pre-
dicted by the upcoming stimulus. Following the stimulus onset,
R! 2 increased first in the posterior electrodes (Hickok and Poep-
pel, 2000) and peaked in the anterior electrodes over the first 100
ms (DeWitt and Rauschecker, 2012). Similar spatiotemporal
structures were observed in the other subjects. Figure 3A (bot-
tom) shows the average R! 2 across all STG electrodes for each of
the three subjects. For each subject, the mean R! 2 was maximum at
%100 ms and slowly decreased over the next 900 ms. Qualita-
tively, the dynamics of average R! 2 had a similar time course to the
decrease in D shown in Figure 2B. Similar results were obtained
with a linear discriminant classifier decoding stimulus identity
from H!.

Figure 2. Reduction in mean dependence of variance. A, H! for all stimulus-electrode responses for Subject S1. Red lines indicate the result of linear regression with a y-intercept. The regression
line has a slope of %1 before and during stimulus onset, decreases 200 and 400 ms after stimulus onset, and returns to %1 by 600 ms. B, Slope of regression for each point in time for Subjects S1
(red), S2 (green), and S3 (blue). Lighter shade represents results for mean-matched D, where regression was performed on a subset of stimulus electrodes with a constant mean distribution through
time. D decreases sharply after acoustic onset for mean-matched and regular regression. Data are mean ' SEM.
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To quantitatively compare the dynamics of R! 2 to D, we used a
cross-correlation analysis for each subject (Fig. 3B). The time of
the minimum cross-correlation represents the overall lag be-
tween decreased variability and increased encoding strength. We
found that the time lags were close to 0 for each subject, demon-
strating that that the decrease in variability was nearly synchro-
nous with stimulus encoding, preceding it only slightly for each
subject. The large negative correlations close to #1 indicate that
encoding strength and variability reduction have similar overall
dynamics (S1: r & #0.89 at 5 ms, S2: r & #0.70 at 25 ms, S3:
r & #0.97 at 5 ms). These results show that the representation of
stimuli occurs simultaneously with the decrease in variability,
which is necessary for the shaping of variability to enhance
discriminability.

Colocation of stimulus encoding and change in variability
To determine the degree to which different speech sounds gave
rise to different responses, we calculated the variance of the mean
responses to the different stimuli (across-stimulus variance),
which would be high if the activity of that electrode had different
responses for different acoustic stimuli. The across-stimulus vari-
ance of each electrode was calculated during the “encoding pe-
riod,” 100 – 400 ms after stimulus onset. Figure 3C (left) shows
each electrode of Subject S1 with the color of the electrode indi-
cating the variance of the mean response (darker red electrodes
had a greater across-stimulus variance). D was also calculated
separately for each electrode across time, and a change in D was

determined by comparing the encoding period with the baseline
period (300 ms before stimulus onset to the moment of stimulus
onset). The change in variability is shown in Figure 3C (right).
Electrodes that are dark blue had a strong decrease in the linear
relationship between mean and variance, and electrodes that are
red had a slight increase. Figure 3D summarizes the relationship
between stimulus variance and variability for all three subjects.
We found a robust negative correlation between interstimulus
variance and D across subjects (r & #0.56 ' 0.09; slope of best fit
regression line & #5.4 ' 1.2; both are 95% CI), indicating that
the electrodes with a high interstimulus variance tended to also
have a greater decrease in variability. The R! 2 of H! of each elec-
trode during the encoding period is indicated by color. Electrodes
with a high across-stimulus variance and a strong decrease in
variability had the strongest encoding strength. Together with the
previous analyses, these results demonstrate that the drop in vari-
ability and increase in stimulus encoding were nearly synchro-
nous in time, and colocalized to the same electrodes.

Reduction in population variability improves
discriminability
Phonetic features are encoded by a spatially distributed network
of activity along the STG (Mesgarani et al., 2014). In distributed
representations, noise in the activity of individual sites that is
uncorrelated across the sites can be removed through averaging.
However, if the variability is correlated across the different sites,
averaging will not remove it, and this correlated noise can have a

Figure 3. Temporal and spatial correlation between encoding and drop in variability. A, R! 2 through time for each electrode on the superior temporal gyrus (STG) of S1 with electrodes ordered
from posterior to anterior region of the STG. Mean R! 2 across electrodes is shown below for S1 (red), S2 (green), and S3 (blue). B, Cross-correlation between variability ( D) and R! 2 for the three
subjects. Minimum cross-correlation is marked as dashed lines colored by subject and was close to 0 in all three subjects. C, Left, For S1, the variance of the mean response during the encoding period
(100 – 400 ms) is shown for each electrode. Darker electrodes are those that have more different responses for different stimuli. Right, D was calculated for each electrode independently. Electrodes
are colored according to the change in D from the average of the pre-stim period (#300 to 0 ms) to the average of the encoding period (100 – 400 ms). D, Mean response variance and change in D
are shown for each electrode across all three subjects. Individual electrodes from S1 (triangles) S2 (diamonds), and S3 (circles). Electrodes are also colored according to R! 2. Gray dashed line indicates
the line of best fit. The negative correlation shows that electrodes that respond differently to different stimuli tend to have a reduced D during stimulus encoding. Data are mean ' SEM.
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large impact on discriminability (Zohary et al., 1994). We have
observed a change in variability coincident with stimulus repre-
sentation, but the effect of this variability on strength of encoding
depends on the shape of the variability. To understand how the
decrease in variability was distributed across all of the electrodes,
we used factor analysis (Eq. 3) (Churchland et al., 2010). Factor
analysis distinguishes between correlated and uncorrelated vari-
ability by modeling the data with a generative process that con-
tains a correlated subspace that is “shared” across observations,
and corrupted by uncorrelated “private” noise. We hypothesized
that, during speech perception, shared variability in the STG neu-
ral population would decrease more than the uncorrelated vari-
ability, and that the dynamics would be closely matched to the
dynamics of variability reduction at individual sites. This hypoth-
esis is illustrated as a schematic in Figure 4A. Here, factor analysis
finds a subspace, depicted by the ellipse that spans mostly Elec-
trode 1 and Electrode 2. The activity is then corrupted by Gauss-
ian noise, which extends activity mostly into the direction of
Electrode 3. The arrows illustrated a reduction in shared variabil-
ity, marked by a shrinking of the ellipse and a relative increase in
variability in the direction of Electrode 3, the uncorrelated elec-
trode. The resulting noise structure with less shared noise will be
more spherical.

For each subject, we modeled the shared component of H!
variability with a 5-dimensional subspace (see Materials and
Methods). Factor analysis was performed separately on z-scored
H! for each sample time of each consonant-vowel stimulus. The
overall difference between subjects in the shared variance is ex-
plained by the number of electrodes on the STG of each subject.
Subject S2 has the fewest electrodes and the most shared variance,
and Subject S3 has the most electrodes and the least shared vari-
ance. Following stimulus onset, there was a pronounced decrease
in the proportion of the population variance that was correlated
across electrodes, and the private noise makes up a larger propor-
tion of the variance in each of the three subjects (Fig. 4B). This
shows that neural variability is primarily constrained in the di-
mensions that are most variable during multiple presentations of
a stimulus.

Figure 5A shows a schematic of how noise correlations might
affect discriminability at the example electrode in Figure 1. In the
schematic, “di” causes a higher response than “si” in both elec-
trode 1 and 2 (both 1 and 2 respond like the example electrode in
Fig. 1). Because the two electrodes respond similarly to stimuli,
they have positive signal correlation. The signal is corrupted by
noise, indicated by the ellipses around the mean responses. The
orange ellipses show noise that is positively correlated, which
lowers the discriminability of the sounds. By reducing the mag-
nitude of positive correlations, the distance between the ellipses
increase. Thus, discriminability improves if the positive correla-
tions are reduced, as shown by the blue ellipses.

To determine how changes in noise correlations affect stimu-
lus discriminability, we examined the relationship between signal
and noise correlations for each pair of electrodes before the stim-
ulus and during representation (Cohen and Maunsell, 2009) (Fig.
5B). We find that noise correlations between electrode pairs are
uniformly positive, and larger for electrodes with higher signal
correlation, both of which are in agreement with neuronal firing
rate correlations (Kohn and Smith, 2005; Cohen and Kohn,
2011). The majority of pairs (90%) of electrodes have a positive
signal correlation. Noise correlations decreased on average dur-
ing stimulus encoding for each subject (S1: (rnoise & #0.018 '
1.7e-3; S2: (rnoise & #0.034 ' 1.1e-3; S3: (rnoise & #0.014 '
1.6e-3; 95% CIs). Moreover, electrode pairs with positive corre-
lations have more strongly reduced noise correlations, although
this was only statistically significant in S1 and S3 (S1: r & 0.28 '
0.04; S2: r & 0.05 ' 0.058; S3: r & 0.24 ' 0.04; 95% CIs, N &
1711, 1128, and 2556). This is shown as an increasing difference
between noise correlations before and during representation for
higher signal correlations. These results provide another key in-
sight into the shape of variability: the reduction in variability
during stimulus representation is stronger in the directions of
neural space that benefits discriminability.

Recent theoretical work has demonstrated that noise correla-
tions alone can give a misleading impression of change in
strength of representation (Moreno-Bote et al., 2014). To deter-
mine the extent to which the observed correlations change the
discriminability of speech sounds, we imposed the prestimulus
correlations to the neural activity during the encoding period and
quantified the difference in the accuracy of a decoder trained to
distinguish consonants across time. To evaluate the effect of the
change in correlations on discriminability across the STG, we
evaluated the change in decoding performance at 200 ms for all
pairs of electrodes with R! 2 ) 0.5 (Fig. 5C). Pairs that had a greater
signal correlation tended to discriminate better with the original
signal than with the warped signal, whereas electrodes that had
anticorrelated responses performed better with the warped signal
(r & 0.27; p * 1e-4). However, warping the signal correlations
had no effect on the decode accuracy of a classifier using all elec-
trodes. Although the noise correlations were shaped by the sim-
ilarity in stimulus response, these changes in the noise did not
affect decoding performance across the STG.

Variability reduction was correlated with discriminability
across frequency bands
Although we have emphasized H!, other frequency bands of
the ECoG field potential may play important roles in speech
processing. To explore these other bands, we compute the
variability and encoding strength for the canonical frequency
bands: theta (4 – 8 Hz), '/mu (8 –13 Hz), ( (13–30 Hz),
gamma (30 –70 Hz), and high gamma (70 –150 Hz) (Mackay,
1997; Canolty et al., 2006; Crone et al., 2011). The time course
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of encoding and variability across electrodes for Subject S1 are
shown in Figure 6, which is representative of the three sub-
jects. Each of the standard frequency bands is represented by a
different color. Variability primarily decreases in gamma
(purple) and H! (green) (Fig. 6A). In all bands, mean R! 2 was
%0 before stimulus onset, rose after the acoustic onset of the
stimulus, and decreased over the next 1 s (Fig. 6B). H! (green)
is shown for comparison, and has the strongest encoding. Fig-
ure 6C summarizes the across-frequency analysis of the three
subjects. In each subject, H! has the greatest drop in variabil-
ity and the greatest encoding strength. Moreover, there was a
strong negative correlation (Pearson r & #0.93, slope of line
of best fit & #5.4e-3 ' 1.2e-3, 95% CI) between the encoding
strength of a band and the drop in variability. This suggests

that variability shaping is a primary encoding mechanism that
distinguishes high-gamma from other frequency bands.

Discussion
Speech perception relies on the ability to discriminate all of the
different sounds of a given language. This requires that the rep-
resentations within a sound category are similar to each other,
and that the representations across sound categories are suffi-
ciently distinct. Here, we examined the human nonprimary au-
ditory cortex (STG) for encodings of speech sounds that underlie
their discrimination. High-density ECoG permitted the study of
variability on the mesoscopic level, with the spatiotemporal res-
olution necessary to observe neural dynamics associated with
phonetic perception. We found a strong positive correlation be-
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tween cortical response magnitude and variance that decreased
dramatically following onset of an auditory stimulus, similar to
neuronal action potentials across several species and brain areas.
These results are evidence that H! trial-by-trial fluctuations are
not merely measurement noise but reflect trial-by-trial differ-
ences in firing rates.

H! on a single electrode reflects neural activity across an esti-
mated several thousand neurons under that electrode (Miller et
al., 2009). Previous studies of firing rate responses have found
that neuronal variability decreases following stimulus onset in a
shared subspace across neurons (Cohen and Maunsell, 2009;
Churchland et al., 2010). However, these previous studies re-
corded from at most a few hundred neurons at a time. Our study
expands upon previous findings, showing that the decrease in
shared variability extends to a much larger neural population.
The brain is thought to process sensory stimuli with large
populations of neurons (Hinton, 1984). Therefore, variability of
H! on individual electrodes may reflect network properties that
are important for sensory representation and computational
processing.

The change in variability was monitored through the slope of
the regression relating neural response mean to variance, which
we called D. D is an analog of FF for ECoG data analysis; however,
care must be taken in its interpretation. A FF of 1 is meaningful
because it matches a Poisson process, but D should not be inter-
preted this way; only relative changes in D are meaningful. Nev-
ertheless, the decrease in D observed here is consistent with the
hypothesis that variability in H! reflects variability in the activity
of the underlying neuronal population. One concern could be
that the relationship between mean and variance was not chang-
ing, but instead it was simply a change in the mean distribution
that was causing this change in D. If the variance of response
does not change, D could decrease simply due to normalization
by greater mean responses. Another possible concern is that there
is an upper bound of activation for each electrode due to physi-
ological limitations and that this upper bound might lower
variability of high responses due to a ceiling effect. The mean-
matching control analysis addresses both of these concerns. Fur-
thermore, our model (Eq. 1) includes a linear offset and a slope,
capturing the additive and multiplicative noise components, re-
spectively. Additive noise was captured in the offset term, so the
slope, D, reflects specifically multiplicative noise. If the mean
changed but the correlation with variance did not, this would be
reflected in the offset term, not D.

Computational models have provided some explanations for
how a decrease in variability could be achieved mechanistically.
In models of populations of neurons, networks that are clustered
into subgroups exhibit a more stable response to stimuli, lower-
ing the variability of activity (Litwin-Kumar and Doiron, 2012).
Such subgrouping organization may also account for the de-
crease in response variability we observed in field potentials. Al-
ternatively, reduction in ECoG H! variability could reflect an
increase in the synchrony of neural activation of the underlying
population (de la Rocha et al., 2007).

To determine the effect of variability on stimulus representa-
tion, we compared it with a stimulus-encoding model. We found
that the reduction in variability occurred nearly simultaneously
with peak stimulus discriminability and was spatially specific to
those electrodes that discriminate between different sounds. If
variability reduction had been primarily on electrodes that did
not have distinct responses for different sounds, or if it had a very
different time course from stimulus representation, the decrease
in variability would have had no influence discriminability. Yet

we show that variability decrease does occur together with stim-
ulus representation, which is necessary for changes in variability
to influence discriminability.

The effect of changes in variability on the discriminability of
stimuli depends on how these changes are correlated across elec-
trodes. We used factor analysis to determine the extent to which
changes in variability were correlated across electrodes. The use
of factor analysis is similar to a previous work from He and Zem-
pel (2013), where variability was examined using principal
components analysis. Here we use factor analysis to model vari-
ability explicitly, and apply it to H! rather than broadband volt-
age traces. We found that the reduction in variability was
primarily shared in the subspace of noise correlations, rather than
private to individual electrodes, similar to previous work from
Churchland et al. (2010), who studied noise correlations between
single neurons. Combined, our findings suggest that a reduction
in noise correlations is a multiscale neural phenomenon that may
play an important computational role in representation on sev-
eral spatial scales.

The decorrelation of noise we observe during stimulus rep-
resentation may be a consequence of feedforward inhibitory
input. Computational modeling has demonstrated that vari-
ability shaping can be caused by nonlinearities that alter the
distribution of neural activity. Electrodes with positive signal
correlations are decorrelated during stimulus representation
because they receive a common feedforward input that
changes the response distribution (Middleton et al., 2012).
However, it is unclear how this change in the shape of variance
on the scale of neurons would generalize to aggregate neural
populations in ECoG.

Noise correlations can either decrease or increase discrim-
inability of stimuli, depending on their relationship with the
signal correlations. The “sign rule” (Hu et al., 2014) indicates
that noise correlations that are correlated with signal correla-
tions decrease stimulus discriminability. On the other hand,
noise correlations that are anticorrelated with signal correla-
tions facilitate discriminability (Abbott and Dayan, 1999). We
found the largest decrease in noise correlations between elec-
trodes that are similarly tuned. According to the sign rule,
these noise correlations lead to less discriminable representa-
tions. Therefore, the noise correlations that are mostly
strongly diminished during representation are those that most
hinder the discrimination of sounds. We used a linear decoder
to quantify the change in information due to noise correla-
tions (Moreno-Bote et al., 2014) and found a small but con-
sistent effect for electrodes with high signal correlations.

Our results show changes in the correlation structure that
improves the discriminability of stimuli for electrodes with
high signal correlations, but the improvement is very slight
and only on a subset of electrode pairs. Previous studies have
found a larger effect on discriminability of neuron firing rates
from multiunit recordings (Cohen and Maunsell, 2009). One
possible explanation is that the effect of noise correlations on
discriminability is indeed very small for this task, but we think
a more likely explanation is that the improvement in discrim-
inability is stronger on the single-neuron level when recording
densely from a relatively small volume of cortex. In contrast,
ECoG samples over a very large area of cortex, and the average
pairwise signal correlation between ECoG electrodes is typi-
cally less than single-unit recordings (Downer et al., 2015).
Our results imply that decoding activity from ECoG may be
less sensitive to the noise structure of neural activity than from
recordings of single units.
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We compared variability reduction across frequency bands
and found that H! activity has the highest encoding strength
and that it exhibits the strongest reduction in variability upon
stimulus onset. The gamma band, which also has been shown
to modulate with firing rate (Cui et al., 2016), shows a similar
but weaker reduction in variability. These results suggest not
only that higher bands in particular hold the most information
about the acoustic stimuli, but also that they uniquely exhibits
variability changes similar to those found in neurons. These
results provide further evidence that spectral power modula-
tion in the higher range is distinct from lower bands, reflecting
excitation of neuron populations (Rasch et al., 2008; Ray et al.,
2008; Crone et al., 2011; Buzsáki et al., 2012).

A complete understanding of neural representation re-
quires not only the mean response to sensory stimuli, but the
entire distribution of neural responses. Variability is an inte-
gral part of stimulus representation, and changes dynamically
as the stimulus is represented. Indeed, we find that neural
activity is dynamically shaped in a manner that enhances the
discriminability of sounds.
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