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ABSTRACT OF THE DISSERTATION 

 

Cohesin and its Loading Factor NIPBL in Genetic Diseases 

 

by 

Yen-Yun Chen 

Doctor of Philosophy in Biological Sciences 

University of California, Irvine, 2014 

Professor Kyoko Yokomori, Chair 

 

 

             Cohesin is a protein complex important for chromatin structural organization. NIPBL is 

required for cohesin loading onto chromatin.  Cornelia de Lange syndrome (CdLS) is a 

developmental disorder caused by heterozygous NIPBL (60% of CdLS) or cohesin (~5-6%) 

mutations.  How the mutations lead to developmental abnormalities was not well understood.             

              We used the the Nipbl +/- mouse cells to investigate how Nipbl reduction affects 

cohesin-mediated gene regulation.  We found that development-related genes bound by 

cohesin preferentially changed expression in Nipbl mutant cells, suggesting that dysregulation of 

cohesin target genes directly contributes to the CdLS pathogenesis.  We also found that a sub-

population of Nipbl localizes in the nucleolus, which is compromised in Nipbl heterozygous 

mutant cells.  Nipbl binds to both ribosomal RNA and DNA (rRNA and rDNA) and stimulates pre-

rRNA synthesis.  Interestingly, binding of Nipbl to rDNA is dependent on RNA, suggesting that 

the active rRNA synthesis promotes Nipbl recruitment resulting in further stimulation of rRNA 

transcription.  Nucleolar Nipbl dissociates from rDNA and relocalizes to the nucleolar cap 



x 

 

structure in response to stress, suggesting that Nipbl is involved in stress-induced rRNA gene 

repression.  Our results raise the possibility that defective ribosome biogenesis may also 

contribute to the CdLS phenotypes.   

          Fascioscapulohumeral muscular dystrophy (FSHD) is associated with locus-restricted 

dysregulation of cohesin binding at D4Z4 macrosatellite repeat sequences on chromosome 4.  

The upregulation of the D4Z4-encoded DUX4 retrogene is associated with FSHD.  D4Z4 

repeats contraction caused FSHD1 while FSHD2 has no repeat contraction.  We previously 

found that H3K9me3, HP1γ and cohesin form a heterochromatin structure at D4Z4, which is lost 

in both FSHD1 and FSHD2.  How this contributes to the disease, however, was unknown.  We 

found that reducing H3K9me3 at D4Z4 results in DUX4 upregulation accompanied with 

diminished binding of SMCHD1.  SMCHD1 is an SMC homolog frequently mutated in FSHD2 

and was shown to repress DUX4.  Thus, the loss of H3K9me3 at D4Z4 contributes to 

dissociation of SMCHD1 and DUX4 expression.   

         My thesis research provided insights into the mechanisms of two cohesin-related 

developmental disorders, CdLS and FSHD, and may lead to development of new therapeutic 

strategies.  
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Chapter One 

 

Introduction 

 

 

 

 

 

 

 

Part of this chapter was published in a review article entitled-  

―Mechanisms of cohesin-mediated gene regulation and lessons learned from cohesinopathies‖ 
 
Alexander R. Ball Jr., Yen-Yun Chen, Kyoko Yokomori¶  

¶Corresponding author. 
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The cohesin complex            

              The structural maintenance of chromsomes (SMC) proteins is a class of protein 

conserved from yeast to human. They have conserved protein structure which involves a hinge 

domain that brings the conserved head and tail globular domains with divided ATPase motifs 

together. They form three major complexes along with non-SMC protein subunits into the 

cohesin, condensin and the SMC5–SMC6 complex (Fig.1-1).  The common feature of SMC 

complexes is that they physically associate with chromatin and regulate higher-order chromatin 

structure. Cohesin consists of the SMC family proteins SMC1 (also known as SMC1A) and 

SMC3 as a heterodimer with the two non-SMC components Rad21 (also called Mcd1 or Scc1) 

and Scc3 (also called SA or STAG) [1]. SMC1 and SMC3 interact through their central hinge 

regions, while their respective paired amino- and carboxyl-terminal globular domains are further 

bridged by the kleisin family component Rad21 (or Scc1) (Fig. 1-1) [2,3].  

             The primary function of cohesin is to mediate genome-wide sister chromatid cohesion to 

ensure proper segregation of chromosomes in mitosis [4,5,6].  Cohesin forms a ring structure. 

Analyses of purified cohesin-circular minichromosome complexes assembled in vivo, in 

conjunction with various mutational manipulations of cohesin subunits, support the notion that 

the cohesin ring traps sister chromatids inside to mediate sister chromatid cohesion 

[7,8,9,10,11]. However, alternative models of DNA trapping and cohesion by cohesin are still 

being discussed [12], and the exact mechanism is not yet fully resolved.  Recently two SA 

proteins, SA1 and SA2 (STAG1 and STAG2 in mice), are found in higher eukaryotes to form two 

distinct cohesin complexes in somatic cells: cohesin-SA1 and cohesin-SA2 [13,14].  The two 

cohesin complexes have distinct and redundant functions in gene regulation and maintaining 

genome stability [15,16,17]. 
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The sister chromatid cohesion cycle 

             Human cohesin requires NIPBL (or delangin, yeast Scc2 homolog) and its partner 

MAU2 (yeast Scc4 homolog) for chromatin loading (Fig. 1-2) [18,19]. Cohesin loading takes 

place in telophase in higher eukaryotes. ESCO1 and ESCO2 (Eco1p in yeast) are 

acetyltransferases, and their acetylation of SMC3 is required for antagonizing Wapl and 

establishment of sister chromatid cohesion [20,21,22,23,24]. ESCO-mediated acetylation of 

SMC3 is reversed by the deacetylase Hos1 in S. cerevisiae and HDAC8 in human cells, which 

is required for the next cycle of cohesion establishment [20,25,26,27].  Wapl releases cohesin 

from chromatin by opening the gate between SMC3 and Rad21 [11,28,29].  Both PDS5 and 

sororin are important for maintenance of cohesion in vertebrates [30,31].                 

             In higher eukaryotes, cohesin is removed from chromosomes in a two-step process 

during mitosis that results in chromosome separation in anaphase [32]. The first step is removal 

of the majority of cohesin from chromatin in prophase, which depends on Polo kinase that 

phosphorylates SA2 [33].  The second step is destruction of the residual cohesin remaining 

primarily at centromeres by separase-mediated Rad21 cleavage at the end of metaphase, which 

leads to chromosome segregation in anaphase [34].   

 

Cohesin functions in gene regulation 

              An expanding body of literature is documenting cohesin as a key regulator of gene 

expression.  Cohesin was shown to mediate chromatin looping at multiple gene loci important 

for imprinting and differential gene expression during development [35,36,37,38,39,40,41]. 

These interactions include CCCTC-binding factor (CTCF)-dependent insulator interaction, that 

blocks enhancer activity and/or inhibits the spreading of heterochromatic domains, as well as 

distal enhancer–promoter interactions important for gene activation.  However, a significant 

number of cohesin sites appear to be CTCF-free and often overlap with binding sites for cell 
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type-specific transcription factors [42,43,44].  CTCF-free cohesin binding sites coincide 

significantly with enhancer elements and genes that exhibit tissue/cell type-specific patterns of 

expression, and cohesin appears to help stabilize transcription factor binding to these sites [42]. 

              At the β-globin locus, both CTCF-dependent insulator interaction and CTCF-

independent enhancer–promoter interactions can be observed [38]. Both types of interaction 

involve cohesin in mouse and human erythroid lineage cells as detected by chromatin 

conformation capture (3C) and 3C combined with ChIP (ChIP-loop) (Fig. 1-3) [38]. The distal 

enhancer in the locus control region (LCR) interacts with the developmental stage-specific 

globin genes, which correlates with their specific expression [45,46].  Both Nipbl and cohesin 

binding rapidly increase at chromatin loop anchoring sites upon cellular differentiation [38]. 

Depletion of either cohesin or Nipbl decreased both the insulator interaction and the LCR 

enhancer–promoter interaction, while CTCF depletion only affected the insulator interaction [38]. 

Consistent with this, cohesin depletion, but not CTCF depletion, decreased β-globin gene 

expression [38]. 

             Recent studies examined cohesin-mediated chromatin interactions genome-wide using 

high-resolution high-throughput 3C-based techniques, and found that cohesin mediates 

chromatin interactions at a global scale.   An SMC1 ChIA-PET study, in which chromatin 

interactions involving cohesin were selectively analyzed in developing mouse limb, identified 

over 2200 interactions at both CTCF-positive and -negative cohesin binding sites [47]. In either 

the promoter or intergenic/intronic regions, ~65% of chromatin interaction sites coincided with 

CTCF occupancy. The study revealed that in addition to tissue-specific promoter–enhancer 

interactions and constitutive chromatin domain demarcations, a subset of promoter–enhancer 

interactions reflect the poised state in embryonic stem cells (ESCs) and are maintained in 

multiple tissues even when the genes are not expressed. 
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Cohesin loading by NIPBL- MAU2 complex 

               In metazoans, genome-wide cohesin loading occurs at the end of mitosis during 

telophase, which requires Scc2 and Scc4 (NIPBL and MAU2 in human, respectively) [19,48,49]. 

Chromatin loading requires ATP hydrolysis [50,51,52].  In Xenopus and human cells, pre-

replication complex components, including ORC, Cdc6, Cdt1, and MCM2-7, were shown to be 

required for loading of Scc2–Scc4 (NIPBL–MAU2) and subsequent cohesin binding to 

chromatin[48,49,53]. Despite the early discovery of this cohesin loading factor, the exact loading 

mechanism remains enigmatic.  Interestingly, all three SMC complexes (cohesin, condensin, 

and the SMC5–SMC6 complex) independently require Scc2 in S. cerevisiae [54,55].  The 

relationship between other SMC complexes and NIPBL–MAU2 is unclear in mammalian cells. 

 

Cohesinopathies 

              Human syndromes caused by cohesin and cohesin-associated factor mutations, 

resulting in cohesin dysfunction, are called ―cohesinopathies‖ (Fig. 1-2) [56,57]. The two classic 

examples are Roberts Syndrome (RBS) and Cornelia de Lange Syndrome (CdLS).   

              Roberts Syndrome, or SC phocomelia (OMIM 268300), is caused by mutations of both 

alleles of ESCO2 (Fig. 1-2) [58]. RBS patients have a wide range of clinical phenotypes that 

include upper and lower limb defects, growth retardation, craniofacial anomalies, and mental 

retardation with limited similarity to the CdLS phenotype [58,59].  Importantly, RBS 

chromosomes exhibit premature centromere separation and heterochromatin puffing, indicative 

of a sister chromatid cohesion defect [60]. Centromeric cohesion defects and cell cycle 

aberrations are observed in ESCO2 knockout mice and zebrafish [61,62].  

              CdLS (OMIM 122470, 300590, 610759) is a dominant multisystem developmental 

disorder characterized by facial dysmorphism, hirsutism, upper limb abnormalities, cognitive 

retardation, and growth abnormalities [63,64].  Mutations in the NIPBL gene on chromosome 
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5p13 are linked to more than 55% of CdLS cases (Fig. 1-2) [65,66]. Frameshift or nonsense 

mutations of NIPBL that result in NIPBL haploinsufficiency often exhibit more severe 

phenotypes compared to missense mutations [67]. Mutations in the cohesin subunits SMC1 and 

hSMC3 were also found in a minor subset of clinically milder CdLS cases (~5% and ~1%, 

respectively) [68,69]. SMC1 or SMC3 mutations are always missense mutations and patients 

often show mental retardation as the primary symptom, with other abnormalities being fewer 

and/or milder [69]. More recently, mutations in HDAC8, which regulates cohesin dissociation 

from chromatin in mitosis, were also found in a subset of CdLS patients (OMIM 300882) [26].  

HDAC8 functions to deacetylate SMC3 and therefore facilitates cohesin displacement from 

chromatin during mitotic progression [26]. Nonsense or missense mutations that cause loss of 

HDAC8 activity resulted in SMC3 hyperacetylation and chromatin retention of the cohesin 

complex during mitosis [26]. CdLS patients with HDAC8 mutations display similar phenotypes 

as the patients with NIPBL mutations [26]. Furthermore, cohesin component Rad21 mutations 

were found in patients with a CdLS-like phenotype (OMIM 614701) [70]. In contrast to SMC1 

and SMC3 mutations, patients with RAD21 mutations exhibit classical CdLS physical phenotypic 

characteristics (growth retardation,minor skeletal anomalies, and facial features) but have mild 

or no cognitive impairment [70].  Taken together, mutations of cohesin subunits and the 

regulators of cohesin loading cause phenotypically related developmental disorders [64,71].    

              While mutations in these proteins (NIPBL, HDAC8, SMC1A, SMC3, and possibly 

RAD21) may explain approximately 65% of CdLS patients, the cause of the remaining 35% 

remains unclear. For example, mutations in Pds5A and Pds5B, additional factors important for 

proper cohesin function in sister chromatid cohesion, also result in phenotypes in mouse models 

reminiscent of those observed in CdLS patients. However, no significant association of Pds5A 

or Pds5B mutations with CdLS has been observed [72,73]. Nevertheless, mutations in additional 

genes involved in the cohesin pathway are expected to contribute to CdLS pathogenesis.  
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Mechanisms of CdLS  

            NIPBL haploinsufficiency is the major cause of CdLS [64,74,75]. Nipbl heterozygous 

mutant (Nipbl+/−) mice exhibit wide-ranging defects characteristic of CdLS including small size, 

craniofacial anomalies, microbrachycephaly, heart defects, hearing abnormalities, low body fat, 

and delayed bone maturation, confirming that partial reduction of Nipbl is sufficient to cause a 

CdLS-like phenotype [76]. The mutant mice demonstrated only a 25–30% decrease in Nipbl 

transcripts, suggesting compensatory upregulation of the intact allele, which apparently is not 

sufficient to block development of the phenotype. Consistent with this, as little as a 15% 

decrease in NIPBL expression was shown to cause CdLS with mild phenotypes [77,78]. These 

observations indicate the extreme sensitivity of mammalian development to NIPBL/Nipbl gene 

dosage. 

          There appears to be a functional hierarchy for cohesin in which the most essential 

function, which is resistant to partial reduction of cohesin, is its role in sister chromatid cohesion 

and proper segregation of chromosomes [79]. The differential sensitivities of cohesin functions 

to cohesin depletion were most systematically demonstrated in yeast with different degrees of 

cohesin protein reduction [80]. Namely, mitotic sister chromatid cohesion is most resistant to 

partial reduction of cohesin. Similar observations were made in Drosophila and in human cells, 

in which partial depletion of cohesin by siRNA does not lead to any significant sister chromatid 

cohesion defect [81,82]. Consistent with these findings, CdLS patient cells do not exhibit any 

obvious sister chromatid cohesion abnormalities [83,84,85,86]. This is in contrast to RBS, in 

which premature sister chromatid separation serves as a prototypical cellular phenotype for the 

disorder [60]. Though it is currently unclear how sister chromatid cohesion defects specifically 

contribute to the pathogenesis of RBS, distinct mechanisms are likely involved in the 

development of this cohesinopathy as opposed to CdLS. 
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            Because NIPBL mutations in both CdLS patient cells and in mouse models cause little or 

no chromatid cohesion defect, the developmental abnormalities are likely to be the result of 

defective cohesin-mediated gene regulation [76,78]. In both patient lymphoblasts and Nipbl-

mutant mouse tissues and cells, the partial decrease of Nipbl expression is associated with 

pervasive, though small, alterations in gene expression. It was proposed that relatively mild 

expression perturbations collectively contribute to the developmental defective phenotypes. 

Supporting this model, combined depletion of Nipbl target genes indeed recapitulates the Nipbl 

depletion phenotype in zebrafish [87]. As noted above, it was shown that Nipbl 

haploinsufficiency causes both decreased cohesin binding at the β-globin locus in embryonic 

liver as well as decreased long-distance chromatin interactions.  In particular, reduced 

chromatin interactions between the enhancer and adult globin genes appear to contribute to 

decreased globin gene expression [38]. One can envision that diminished cohesin-mediated 

long-distance chromatin interactions could affect gene regulation genome-wide, resulting in 

widespread disruption of normal gene expression in a cell type- and differentiation stage-specific 

manner. 

 

FSHD as a new cohesinopathy? 

           FSHD is the third most common heritable muscular dystrophy in the U.S. It is 

characterized by progressive wasting of facial, shoulder, and upper arm musculature [88,89]. 

The genetics underlying FSHD are very unusual; the majority of FSHD cases (~95%) are 

associated with monoallelic deletion of D4Z4 macrosatellite repeat sequences clustered at the 

subtelomeric region of chromosome 4q (4qter D4Z4) (FSHD1(MIM 158900)) [88,90]. There are 

between one and ten repeats in the contracted 4qter allele in FSHD1 patient cells, in contrast to 

11–150 copies in normal cells. In the more rare form of FSHD (b5% of cases) (FSHD2) there is 

no D4Z4 repeat contraction, though phenotypically FSHD1 and FSHD2 are largely identical [91].  
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D4Z4 is a 3.3 kb repeat that contains an open reading frame for the double-homeobox 

transcription factor DUX4 retrogene [92,93,94]. Artificial overexpression of the full-length DUX4 

(DUX4fl) protein caused a myoblast differentiation defect in human myoblasts and mouse 

C2C12 cells [95,96]. Only those individuals with a 4qA haplotype with specific single-nucleotide 

polymorphisms in the last D4Z4 repeat (creating a canonical polyadenylation signal for the 

DUX4 transcript) develop FSHD, strongly suggesting that DUX4fl mRNA expression is critical 

for FSHD pathogenesis [97]. A recent study found that SMCHD1, an epigenetic gene silencer 

involved in the maintenance of DNA methylation and X inactivation [98,99], binds to D4Z4 and 

plays a role in DUX4 gene repression [100]. Importantly, this gene is mutated in many FSHD2 

patients (OMIM 158901) as well as in severe cases of FSHD1 in conjunction with D4Z4 

contraction [100]. How SMCHD1 is recruited to D4Z4 remains unclear. 

           D4Z4 chromatin normally harbors the transcriptionally repressive histone modification 

marks histone H3 lysine 9 trimethylation (H3K9me3) and H3K27me3 [101]. Interestingly, 

H3K9me3 is significantly diminished at D4Z4 repeat regions in both FSHD1 and FSHD2 patient 

cells, but not in other muscular dystrophies [101,102]. This change is also found in FSHD 

patient lymphoblasts, indicating that the loss is not an epiphenomenon of the dystrophic 

phenotype and suggesting that it occurs early in development before lineage separation [101]. 

Loss of H3K9me3 at D4Z4 indicates that FSHD is an epigenetic abnormality disease.  Cohesin 

and HP1γ are recruited to D4Z4 in an H3K9me3-dependent manner and are therefore lost in 

FSHD cells [101].  Interestingly, the two factors require each other for D4Z4 binding, 

demonstrating the active role of cohesin in heterochromatin organization in human cells [101]. 

This is analogous to the subtelomeric heterochromatin repeats in S. pombe in which cohesin 

and Swi6 are recruited in a mutually dependent manner and function in gene silencing [103]. 

Thus, FSHD may be considered to be a cohesinopathy, in which D4Z4 heterochromatin-

associated cohesin function is specifically disrupted.  It is speculated that the loss of 
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heterochromatin contributes to the expression of DUX4fl in FSHD. However, this has not been 

explicitly demonstrated. 

                

             

               NIPBL and cohesin are important chromatin organizers and influencing virtually all 

aspects of genomic functions. Impaired NIPBL/ cohesin pathways thus can have huge impact 

on developmental processes and therefore causing diseases.   The goal of my thesis project is 

to understand how impaired NIPBL/ cohesin pathways cause genetic diseases.  The first part of 

my thesis was the investigation of how NIPBL haploinsufficiency affects cohesin’s gene-

regulatory function; second part was about NIPBL’s nucleolar functions and its relevance to 

CdLS pathogensis; the last part was to understand the role of D4Z4 heterochromatin in FSHD.   
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Figure 1-1  Schematic diagrams of SMC protein complexes 

The SMC protein complexes are cohesin, condensin I , condesin II and the SMC5/6 complex. 

SMC protein complexes are formed by the SMC heterodimers (SMC1 with SMC3, CAP-E with 

CAP-C, and SMC5 with SMC6) and non- SMC protein subunits.  All SMC complexes functions 

in regulating chromatin structure of different aspects.   
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Figure 1-2.  Regulators of cohesin loading and establishment of sister chromatid 

cohesion  

The cohesin loading factor, NIPBL–MAU2 (Scc2–Scc4), is required for cohesin loading onto 

chromatin in telophase in mammalian cells. The initial loading of NIPBL–MAU2 is dependent on 

the pre-replication machinery. In S phase, the establishment of sister chromatid cohesion 

requires sororin and Pds5A/B as well as the ESCO1/2 (Eco) acetyltransferases that coordinately 

antagonize the activity of the cohesin destabilizing factor Wapl. ESCO-mediated acetylation of 

SMC3 must be reversed by histone deacetylase HDAC8 in order to refresh and recycle cohesin 

for the subsequent cell cycle. Mutations associated with the cohesinopathies RBS and CdLS are 

indicated. 

(The figure was published in [104].) 
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Fig. 1-3. CTCF-dependent and -independent chromatin loop formation at the β-globin 

locus. 

Cohesin binds to and mediates the long-distance interactions of CTCF-bound insulator elements 

flanking the locus as well as between the distal enhancer (Enh) in the locus control region and 

the adult globin genes (white boxwith an arrow) [38]. The pink circle represents the presence of 

various transcription factors involved in globin gene expression, such as EKLF (Klf1), GATA-1, 

Fog-1, Ldb1, and NF-E2 [38,105,106,107,108]. A white box without an arrow represents the 

inactive gene, which is not interacting with the enhancer. 

 

(The figure was published in [104].) 
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Chapter Two 

 

NIPBL haplinsufficiency and cohesin- mediated gene 

regulation. 
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Abstract 

 

         Cornelia de Lange Syndrome (CdLS) is a developmental disorder frequently associated 

with heterozygous NIPBL mutations.  NIPBL loads cohesin onto chromatin.  Cohesin mediates 

sister chromatid cohesion and also acts as a regulator of gene expression.  In CdLS patient 

cells and animal models, the presence of multiple gene expression changes with little or no 

cohesion defect suggests that disruption of gene regulation underlies this disease.  However, 

the effect of NIPBL haploinsufficiency on cohesin binding, and how this relates to the clinical 

presentation of CdLS, has not been fully investigated.  We examined genome-wide cohesin 

binding and its relationship to gene expression using mouse embryonic fibroblasts (MEFs) from 

Nipbl +/- mice that recapitulate the CdLS phenotype.  A global decrease in cohesin binding was 

found, including unique sites and repeat regions.  Cohesin-bound genes are mostly 

downregulated in Nipbl +/- MEFs with evidence for reduced promoter-enhancer interaction, 

suggesting that gene activation is the primary cohesin function sensitive to Nipbl reduction.  

Over 50% of genes affected in Nipbl +/- MEFs are cohesin- bound genes, including those 

involved in adipogenesis, indicating their direct contributions to the Nipbl haploinsufficiency-

induced CdLS phenotype. 
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Introduction 

 

         CdLS (OMIM 122470, 300590, 610759) is a genetic disease estimated to occur in 1 in 

10,000 individuals, characterized by facial abnormalites, hirsutism, upper upper limb defects, 

mental retardation, and growth abnormalities [63,64].  Mutations in the NIPBL gene are linked to 

more than >55% of CdLS cases [65,66].  NIPBL is a conserved protein that loads cohesin onto 

chromatin [109].  Cohesin is a multiprotein complex that functions in chromosome structural 

organization and gene regulation [79,104,110].   Mutations in the cohesin subunits SMC1A and 

hSMC3 were also found in a small subset of CdLS cases (~5% and <1%, respectively) [68,69].  

More recently, mutation of HDAC8, which regulates cohesin dissociation from chromatin in 

mitosis, was found in a subset of CdLS patients (OMIM 300882) [26].   Mutations in the non-

SMC cohesin component Rad21 have also been found in patients with a CdLS-like phenotype 

(OMIM 606462), with much milder cognitive impairment [70].  Thus, mutations of cohesin 

subunits and regulators of cohesin chromatin association cause related phenotypes, suggesting 

that impairment of the cohesin pathway is the cause of the disease.          

          Since NIPBL haploinsufficiency is the major cause of CdLS [64], Nipbl heterozygous 

mutant (Nipbl +/-) mice were created previously as a CdLS disease model [76].  The Nipbl +/- 

mice exhibited wide-ranging defects characteristic of the disease, including small size, 

craniofacial anomalies, microbrachycephaly, heart defects, hearing abnormalities, low body fat, 

and delayed bone maturation [76].  The mutant mice demonstrated only a 25-30% decrease in 

Nipbl transcripts [76].  A similar partial decrease of NIPBL was found in CdLS patients, in which 

only a 15% decrease was sufficient to cause mild CdLS [78].  These results indicate a high 

sensitivity of mammalian development to Nipbl dosage.  The partial decrease of Nipbl 

expression in CdLS patients and Nipbl +/- mice was not sufficient to cause a significant sister 
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chromatid cohesion defect [76,83,85,86].  Instead, a distinctive profile of gene expression 

changes was observed, strongly suggesting that transcriptional dysregulation underlies the 

disease phenotype [76,78].  Gene expression changes in Nipbl +/- mutant mice are pervasive 

but minor, raising the possibility that small expression perturbations of multiple genes 

collectively contribute to the disease phenotype [76].  This hypothesis was further tested by 

combinatorial gene depletion in zebrafish, successfully recapitulating some aspects of the 

CdLS-like phenotype [87].  However, to what extent Nipbl and cohesin directly regulate affected 

genes was undetermined. 

           Using MEFs derived from Nipbl +/- mice, we analyzed the effect of Nipbl 

haploinsufficiency on cohesin-mediated gene regulation and identified cohesin target genes that 

are particularly sensitive to partial reduction of Nipbl. Our results indicate that Nipbl is required 

for cohesin binding genome-wide. Significant correlation was found between gene expression 

changes in Nipbl +/- MEFs and cohesin binding to the gene regions, suggesting that partial 

Nipbl reduction significantly affects expression of cohesin-bound genes. Target genes are 

enriched for developmental genes, including multiple genes that regulate adipogenesis, which is 

impaired in Nipbl +/- mice [76]. The results indicate that Nipbl regulates a significant number of 

genes through cohesin. Most of the Nipbl/cohesin target genes were downregulated in Nipbl +/- 

cells, indicating that Nipbl and cohesin are important for activation of these genes. The long-

distance interaction of the cohesin-bound promoter and a putative enhancer region is decreased 

by Nipbl reduction, indicating that reduced cohesin binding by Nipbl haploinsufficiency affects 

chromatin interactions. Collectively, the results reveal that Nipbl haploinsufficiency globally 

reduces cohesin binding, and its major transcriptional consequence is downregulation of 

cohesin target genes.  
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Materials and Methods 

 

Cells and antibodies 

        Mouse embryonic fibroblasts (MEFs) derived from E15.5 wild type and Nipbl mutant 

embryos were used as described previously [76].  In brief, mice heterozygous for Nipbl mutation 

were generated (Nipbl +/-) from gene-trap-inserted ES cells (RRS564 cell line). This mutation 

resulted in a net 30-50% decrease in Nipbl transcripts in the mice, along with many phenotypes 

characteristic of human CdLS patients [76]. Wild type and mutant MEF cell lines derived from 

the siblings were cultured at 37 °C and 5% CO2 in DMEM (Gibco) supplemented with 10% fetal 

bovine serum and penicillin-streptomycin (50U/mL).  E14TG2a.4 feeder- free mouse embryonic 

stem (mES) cells and RRS564, the Nipbl +/- mES cells which generated from a gene trap 

mutation in the E14TG2a.4, were cultured in Glasgow MEM (Sigma G5154) supplemented with 

2mM L-Glutamine, 1mM sodium pyruvate, 1X non-essential amino acids, 10% fetal bovine 

serum (Hyclone SH30071.03), 50μM beta-mercaptoethanol, and 6 x 105 U LIF (Millipore 

ESG1107).  Both E14TG2a.4 and RRS564 were cultured at 37 °C and 5% CO2.with passage 

ratio around 1:4 – 1:6.  0.25% trypsin were used for detachment of cell during passaging, and all 

vessels and pipettes that come into contact with the mES cells were disposable plastic.  

Antibodies specific for SMC1 and Rad21 were previously described [111].  Rabbit polyclonal 

antibody against the NIPBL protein was raised against a bacterially-expressed recombinant 

polypeptide corresponding to the C-terminal fragment of NIPBL isoform A (NP_597677.2) 

(amino acids 2429–2804) and antigen affinity-purified.  CTCF antibody was from Millipore (07-

729) and histone H3 from Abcam (ab1791).   
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ChIP-sequencing (ChIP-seq) and ChIP-PCR 

         ChIP was carried out as described previously [38]. Approximately 50 μg DNA was used 

per IP. Cells were crosslinked 10 mins with 1% formaldehyde, lysed, and sonicated using the 

Bioruptor from Diagenode to obtain ~200bp fragments using a 30 sec on/off cycle for 1 hr. 

Samples were diluted and pre-cleared for 1 hr with BSA and Protein A sepharose beads. Pre-

cleared extracts were incubated with Rad21, Nipbl, and preimmune antibodies overnight. IP was 

performed with Protein A beads with subsequent washes. DNA was eluted off beads, reversed 

crosslinked for 8 hrs, and purified with the Qiagen PCR Purification Kit. Samples were submitted 

to Ambry Genetics (Aliso Viejo, CA) for library preparation and sequencing using the Illumina 

protocol and the Illumina Genome Analyzer (GA) system.  The total number of reads before 

alignment were: preimmune IgG, 7,428,656; Rad21 in control WT, 7,200,450; Rad21 in Nipbl +/-, 

4,668,622; histone H3 in WT, 26,630,000; and histone H3 in Nipbl +/-, 24,952,439. Sequences 

were aligned to the mouse mm9 reference genome using Bowtie (with parameters–n2, -k20, —

best, —strata, —chunkmbs 384) [112].  ChIP-seq data is being submitted to GEO.  PCR primers 

used for manual ChIP confirmation are listed in Table 1. Primers corresponding to repeat 

sequences (major and minor satellite, rDNA, SINEB1 and B2 repeats) were previously 

described [113]. For manual ChIP-PCR analysis of selected genomic locations, ChIP signals 

were normalized with preimmune IgG and input DNA from each cell sample as previously 

described [38,101,114].  The experiments were repeated at least three times using MEF 

samples from different litters, which yielded consistent results. PCR reactions were done in 

duplicates or triplicates. 

Peak Finding 

          Peaks were called using AREM (Aligning ChIP-seq Reads using Expectation 

Maximization) as previously described [115]. AREM incorporates sequences with one or many 
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mappings to call peaks as opposed to using only uniquely mapping reads, allowing one to call 

peaks normally missed due to repetitive sequence. Since many peaks for Rad21 can be found 

in repetitive sequence [115,116], we used a mixture model to describe the data, assuming K + 1 

clusters of sequences (K peaks and background). Maximum likelihood is used to estimate the 

locations of enrichment, with the read alignment probabilities iteratively updated using EM. Final 

peaks are called for each window assuming a Poisson distribution, calculating a p-value for 

each sequence cluster.  The false discovery rate for all peaks was determined relative to the 

pre-immune sample, with EM performed independently for the pre-immune sample as well. Full 

algorithm details are available, including a systematic comparison to other common peak callers 

such as SICER and MACS [115]. Overlap between peaks and genomic regions of interest were 

generated using Perl and Python scripts as well as pybedtools [117,118].  Figures were 

generated using the R statistical package [119].  Visualization of sequence pileup utilized the 

UCSC Genome Browser [120,121]. 

Expression data Analysis 

         Affymetrix MOE430A 2.0 array data for mouse embryonic fibroblasts (10 data sets for the 

wild type and nine for Nipbl +/- mutant MEFS) were previously published [76]. Expression data 

were filtered for probe sets with values below 300 and above 20,000, with the remainder used 

for downstream analysis. Differential expression and associated p-values were determined 

using Cyber-t, which uses a modified t-test statistic [122].  Probe sets were collapsed into genes 

by taking the median value across all probe sets representing a particular gene. Raw expression 

values for each gene are represented as a z-score, which denotes the number of standard 

deviations that value is away from the mean value across all genes. Gene ontology analysis 

was performed using PANTHER with a cutoff of p < 0.05 [123,124]. 
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        Affymetrix GeneChip Mouse Gene 1.0 ST arrays were used for mES gene expression 

analyses.  3 replicates (3 separate dishes of cells) were obtained for array analyses.  

Expression data from untreated E14TG2a.4 are compared with RRS564; and data from 

E14TG2a.4 treated with control siRNA were compared with data from either Rad21 or Nipbl 

siRNA treated cells.  Differential expression and associated p-values were determined using 

Cyber-t as described above.  Probe sets with values below 200 were filtered out, and P 

value<0.05 and fold change >1.2 (up-regulated) or <-1.2 (down-regulated) were considered as 

―differentially expressed‖ genes.  DAVID was used for ontology analyses [125,126].  Expression 

heatmaps were generated using GenePattern [127]. 

KS test 

          Genes were sorted by their fold-change and any adjacent ChIP binding sites were 

identified. We performed a Kolmogorov-Smirnov (KS) test comparing the expression-sorted 

ChIP binding presence vs. a uniform distribution of binding sites, similar to Gene Set Enrichment 

Analysis [128].  If ChIP binding significantly correlates with the gene expression fold-change, the 

KS statistic, d, will also have significant, non-zero magnitude.  To better visualize the KS test, 

we plotted the difference between the presence of cohesin binding at (expression-sorted) genes 

in Fig. 2-3C. The x axis of this figure is the (fold-change-based) gene rank, and the y axis is the 

KS statistic d, which behaves like a running enrichment score and is higher (lower) when 

binding sites co-occur more (less) often than expected if there were no correlation between 

ChIP binding and expression fold-change. The KS test uses only the d with the highest 

magnitude, which is indicated in the plots by a vertical red line. To better visualize ChIP binding 

presence, we further plot an x-mirrored density of peak presence at the top of each plot; the 

gray "beanplot" [129] at the top of the plots are larger when many of the genes have adjacent 

ChIP binding sites. 
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siRNA depletion 

         Wild type MEFs were transfected using HiPerFect (Qiagen) following the manufacturer’s 

protocol with 10mM siRNA. A mixture of 30μl HiPerFect, 3μl of 20μM siRNA, and 150μl DMEM 

was incubated for 10 mins and added to 2 x 106 cells in 4 ml DMEM. After 6 hrs, 4 ml fresh 

DMEM with 10% FBS was added. Transfection was repeated the next day. Cells were 

harvested 48 hrs after the first transfection. SiRNAs against Nipbl (Nipbl-1: 5’-

GTGGTCGTTACCGAAACCGAA-3’; Nipbl-2: 5’-AAGGCAGTACTTAGACTTTAA-3’) and Rad21 

(5’-CTCGAGAATGGTAATTGTATA-3’) were made by Qiagen.  AllStars Negative Control siRNA 

was obtained from Qiagen. 

RT-q-PCR 

         Total RNA was extracted using the Qiagen RNeasy Plus kit. First-strand cDNA synthesis 

was performed with SuperScript II (Invitrogen). Q-PCR was performed using the iCycler iQ 

Real-time PCR detection system (Bio-Rad) with iQ SYBR Green Supermix (Bio-Rad).  Values 

were generated based on Ct and normalized to Rnh1 expression. PCR primers specific for 

major satellite, minor satellite, rDNA, SINE B1 and SINE B2 were previously described [113]. 

Other unique primers are listed in Table 1. The RT-qPCR analyses of the wild type and mutant 

cells were done with two biological replicates with consistent results. The gene expression 

changes after siRNA treatment were evaluated with two to three biological replicates with similar 

results.  

3C analysis 

          The chromosome conformation capture (3C) protocol was performed as described [38]. 

Approximately 1 x 107 cells were crosslinked with 1% formaldehyde at 37°C for 10 mins. 

Crosslinking was stopped by adding glycine to a final concentration of 0.125M. Cells were 
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centrifuged and lysed on ice for 10 minutes.  Nuclei were washed with 500μl of 1.2x restriction 

enzyme buffer and resuspended with another 500μl of 1.2x restriction enzyme buffer with 0.3% 

SDS and incubated at 37°C for 1 hr.  Triton X-100 was added to 2% and incubated for another 1 

hr. 800 U of restriction enzyme (HindIII New England Biolabs) was added and incubated 

overnight at 37°C.  The digestion was heat-inactivated the next day with 1.6% SDS at 65°C for 

25 minutes.  The digested nuclei were added into a 7ml 1x ligation buffer with 1% Triton X-100, 

followed by 1 hour incubation at 37°C.  T4 DNA ligase (2000 U) (New England Biolabs) was 

added and incubated for 4 hrs at 16°C followed by 30 minutes at room temperature.  Proteinase 

K (300μg) was added and the sample was reverse-crosslinked at 65°C overnight.  Qiagen Gel 

Purification Kits were used to purify DNA.  Approximately 250ng of template was used for each 

PCR reaction.  PCR products were run on 2% agarose gels with SYBR safe DNA stain 

(Invitrogen), visualized on a Fujifilm LAS-4000 imaging system and quantified using Multigauge 

(Fujifilm). 

 To calculate interaction frequencies, 3C products were normalized to the constitutive 

interaction at the excision repair cross-complementing rodent repair deficiency, 

complementation group 3 (ercc3) locus [130,131], which is unaffected in mutant MEFs.  A 

control template was made to control for primer efficiencies locus-wide as described [132].  PCR 

fragments spanning the restriction sites examined were gel purified and equimolar amounts 

were mixed (roughly 15μg total) and digested with 600 U restriction enzyme overnight and 

subsequently ligated at a high DNA concentration (>300ng/μl).  The template was purified with 

the Qiagen PCR Purification Kit and mixed with an equal amount of digested and ligated 

genomic DNA. 250ng of the resulting control template was used for each PCR for normalization 

against PCR primer efficiencies.  Two biological replicates with three technical replicates each 
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were analyzed for both wild type and mutant cells and for control and Nipbl siRNA-treated cells, 

which yielded consistent results.  
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Results 

 

Nipbl haploinsufficiency leads to a global reduction of cohesin binding 

          In order to investigate how Nipbl haploinsufficiency leads to CdLS, cohesin binding was 

examined genome-wide by ChIP-seq analyses using antibody specific for the cohesin subunit 

Rad21, in wild type and Nipbl +/- mutant MEFs derived from E15.5 embryos [76] (Fig. 2-1A). 

MEFs derived from five wild type and five mutant pups from two litters were combined to obtain 

sufficient chromatin samples for ChIP-seq analysis. Nipbl +/- mutant MEFs express 

approximately 30-40% less Nipbl compared to wild type MEFs [76] (Table 2-2).  MEFs from this 

embryonic stage were chosen in order to match with a previous expression microarray study, 

because they are relatively free of secondary effects caused by Nipbl mutation-induced 

developmental abnormalities compared to other embryonic tissues [76].  Consistent with this, 

there is no noticeable difference in growth rate and cell morphology between normal and mutant 

MEFs [76]. This particular anti-Rad21 antibody was used previously for ChIP analysis and was 

shown to identify holo-cohesin complex binding sites [38,101,133,134].   

          Cohesin binding sites were identified using AREM [115], with a significance cut-off based 

on a p-value less than 1x10-4, resulting in a FDR below 3.0% (Fig. 2-1A). Approximately 35% 

fewer cohesin binding sites were found in Nipbl +/- mutant MEFs compared to the wild type 

MEFs (Fig. 2-1A).  This is not due to variability in sample preparation since no significant 

difference in the histone H3 ChIP-seq was observed between the wild type and mutant cell 

samples (R-value=0.96) (Fig. 2-1D).  The above results might suggest that a significant number 

of binding sites are unique to the wild type cells (Fig. 2-1A).  When we compared the raw 

number of reads located within wild type peaks and the corresponding regions in mutant MEFs, 
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however, we noted a reduced, rather than a complete absence of, cohesin binding in mutant 

cells (Fig. 2-1B). Those regions in mutant cells corresponding to the ―WT only‖ regions 

consistently contain one to three tags in a given window, which are below the peak cut-off.  

However, the signals are significant compared to the negative control of preimmune IgG (Fig. 2-

1B).  Furthermore, even for those sites that are apparently common between the control and 

mutant MEFs, the binding signals appear to be weaker in mutant cells (Fig. 2-1B).  To validate 

this observation, we segmented the genome into non-overlapping 100bp bins, and plotted a 

histogram of the log ratios of read counts between the wild type and mutant samples in each bin, 

with read counts normalized using reads per kb per million total reads (RPKM) [135].  The plot 

indicates that the read counts for the mutant bins are generally less than those for the wild type 

bins, even for the binding sites common to both wild type and mutant cells (Fig. 2-1C).  

Decreased cohesin binding was further confirmed by manual ChIP-qPCR analysis of individual 

cohesin binding sites using at least three independent control and mutant MEF samples 

supporting the reproducibility of the results (see below, Figure 2-2A).  Decreased cohesin 

binding was also observed at additional specific genomic regions in Nipbl +/- MEFs [136].  

Manual H3 ChIP and CTCF ChIP both showed no difference between wildtype and Nipbl +/- 

cells, again demonstrates that the chromatin preps were of equal quality (Fig. 2-2C, 2-2D).  

Taken together, the results indicate that cohesin binding is generally decreased at its binding 

sites found in wild type MEFs, rather than re-distributed, in mutant MEFs. 

         Repeat sequences are often excluded from ChIP-seq analysis. However, cohesin binding 

is found at various repeat sequences, including pericentromeric and subtelomeric 

heterochromatin, and ribosomal DNA regions in the context of heterochromatin in mammalian 

cells [101,137].  We specifically tested the effect of Nipbl reduction on cohesin binding to repeat 

sequences by manual ChIP-q-PCR (Fig. 2-2B). Both Nipbl mutation (Fig. 2-2B, top) and Nipbl 
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depletion using two different siRNAs (Fig. 2-2B, bottom) resulted in decreased cohesin binding 

at the repeat regions, indicating that Nipbl is also important for cohesin binding to repeat 

sequences.  In contrast, there were no significant differences in the histone H3 ChIP signals 

between these repeat regions in wild type and mutant MEFs (Fig. 3C).  Taken together, the 

results indicate that Nipbl functions in cohesin loading at both unique sites and repeat regions, 

confirming the genome-wide decrease of cohesin binding caused by Nipbl haploinsufficiency. 

Cohesin-bound genes are sensitive to Nipbl haploinsufficiency 

       The distribution of cohesin binding sites in the genomes of both wild type and mutant MEFs 

were examined.  There is a significant enrichment of cohesin binding in promoter regions, and to 

a lesser extent in the 3’ downstream regions, relative to the random genomic distribution 

generated by sampling from pre-immune ChIP-seq reads.  There is no significant redistribution 

or genomic region-biased loss of cohesin binding sites in Nipbl mutant cells (Fig. 2-3A).   

          Based on the significant enrichment of cohesin binding in the promoter regions, we next 

examined the correlation between cohesin binding to the gene regions and the change of gene 

expression in mutant MEFs using a KS test. This is a nonparametric test for comparing peak 

binding sites with gene expression changes in the mutant MEFs (Fig. 2-3C). Genes that 

displayed the greatest expression change in mutant MEFs compared to the wild type MEFs 

showed a strong correlation with cohesin binding to the gene region, indicating that direct 

binding to the target genes is the major mechanism by which cohesin mediates gene regulation 

in a Nipbl dosage-sensitive fashion (Fig. 2-3C, left). Random sampling of a comparable number 

of simulated peaks in the gene regions yielded no correlation (Fig. 2-3C, right). Interestingly, 

cohesin binding to the gene region correlates better with decreased gene expression than 

increased expression in mutant cells, indicating that gene activation, rather than repression, is 

the major mode of cohesin function at the gene regions (Fig. 2-3C, middle). 
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Identification of cohesin target genes sensitive to Nipbl haploinsufficiency 

          The results above indicate that cohesin-bound genes sensitive to a partial loss of Nipbl 

can be considered to be Nipbl/cohesin target genes.  Among 218 genes that changed 

expression significantly in mutant cells compared to the wild type (>1.2-fold change, p-value < 

0.05), we found that more than half (115 genes) were bound by cohesin, and thus can be 

considered Nipbl/cohesin target genes (Table 2-3). This is a conservative estimate of the 

number of direct target genes since cohesin binding sites beyond the upstream and downstream 

cut-offs (2.5 kb) were not considered for the analysis.  Consistent with the KS test analysis (Fig. 

2-3C), ~74% of these cohesin target genes were downregulated in mutant cells, indicating that 

the positive effect of cohesin on gene expression is particularly sensitive to partial reduction of 

Nipbl (Table 2-3).  

         Many of these Nipbl/cohesin-target genes contain cohesin binding sites in more than one 

region (promoter, gene body and/or downstream), suggesting their collaborative effects (Fig. 2-

4B).  In particular, the promoter binding of cohesin is often accompanied by its binding to the 

gene body. However, binding pattern analysis revealed no significant correlation between a 

particular pattern and/or number of cohesin binding sites and gene activation or repression (Fig. 

2-4B).  Rad21 ChIP-seq signal intensity profiles of several cohesin target genes (as defined 

above) reveal decreased cohesin binding in mutant cells at the binding sites originally observed 

in the wild type cells, supporting the notion that gene expression changes are the direct 

consequence of the reduced cohesin binding (Fig. 2-2A; Fig. 2-4C, top).  There are other genes, 

however, that did not change expression significantly in mutant MEFs, but nevertheless also 

have reduced cohesin peaks nearby (Fig. 2-4C, bottom), suggesting that cohesin binding is not 

the sole determinant of the gene’s expression status and that its effect is context-dependent.   
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           Gene ontology analysis revealed that the target genes bound by cohesin at the promoter 

regions and affected by Nipbl deficiency are most significantly enriched for those involved in 

development (Table 2-4).  The results suggest a direct link between diminished Nipbl/cohesin 

and the dysregulation of developmental genes, which contributes to the CdLS phenotype.  

Nipbl- and cohesin-mediated activation of adipogenesis genes 

          One of the reported phenotypes of Nipbl +/- mice is their substantial reduction of body fat 

that mirrors what is observed in CdLS patients [76,138].  It was found that Nipbl +/- MEFs 

exhibit dysregulated expression of several genes involved in adipocyte differentiation, and 

reduced spontaneous adipocyte differentiation in vitro [76,138].  We therefore examined the 

effect of Nipbl haploinsufficiency on these adipogenesis genes in detail.  We found that many of 

them are bound by cohesin, in some cases at multiple sites, suggesting that cohesin plays a 

direct role in activation of these genes (Fig. 2-5).  Although Il6 and Cebpδ and Lpar1 were 

originally not included in the 115 genes due to p-values being higher than 0.05 in the microarray 

analysis (0.112 and 0.117, respectively), significant expression changes were observed in 

mutant MEFs compared to the wild type MEFs by manual RT-qPCR.  TNFα and PPARγ, also 

involved in adipogenesis, do not change their expression in mutant MEFs (p-values 0.622 and 

0.759, repspectively) [76].  Importantly, a decrease of gene expression was not only observed in 

Nipbl +/- mutant cells, but also by siRNA depletion of Nipbl, confirming that the effect is 

specifically caused by Nipbl reduction (Fig. 2-5A).  Furthermore, depletion of cohesin itself 

decreased their expression even more significantly than Nipbl depletion (Fig. 2-5A).  The results 

suggest that multiple genes involved in the adipogenesis pathway are direct cohesin targets that 

are sensitive to Nipbl haploinsufficiency. 
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Reduced cohesin binding due to Nipbl reduction leads to a loss of long-distance 

chromatin interaction 

          The above results revealed the critical association of cohesin binding to the promoter 

region and expression of target genes.  How does cohesin bound to the promoter affect gene 

expression?  We recently showed that cohesin-mediated long-distance chromatin interaction 

between distal enhancer and promoter regions was reduced at the β-globin locus, resulting in 

reduced gene expression, in Nipbl mutant mice [38].  Thus, we tested the potential involvement 

of cohesin binding to the Cebpβ gene, one of the target adipogenesis genes described above, in 

such long-distance chromatin interaction(s) and whether it is affected by Nipbl reduction using 

chromosome conformation capture (3C) analysis (Fig. 2-6).  We tested several flanking sites 

that are positive for cohesin and RNA polymerase II (pol II) binding as well as H3K4me1 and 

H3K4me3, the hallmarks for enhancers [139,140,141] (Fig. 2-6A).  We observed that the Cebpβ 

promoter interacts with one such region (Fig. 2-6A and B, the site ―c‖).  Although the site ―c‖ is 

associated with only a weak Rad21 ChIP-seq signal, SMC1 and SMC3 ChIP-seq signals were 

found at the same region [142], confirming that this is an authentic cohesin binding site (Fig. 2-

6A).  The results indicate a selectivity of chromatin interactions among neighboring cohesin 

binding sites, revealing that not all proximal cohesin binding sites interact with each other.  

Importantly, this interaction is indeed reduced in both Nipbl mutant and Nipbl siRNA-treated 

MEFs (Fig. 2-6B).  The 3C signals at the Cebpβ locus were normalized to the constant 

interaction observed at the Ercc3 locus [130,131], which was not affected by Nipbl reduction.  

The results indicate that the decrease of long-distance chromatin interaction involving the 

promoters and distant DNA elements is one of the direct consequences of reduced cohesin 

binding, which may be one mechanism of gene expression alteration by Nipbl haploinsufficiency. 
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Long- and short- term Nipbl reduction affects gene expression differently in embryonic 

stem cells 

         The Nipbl +/- mice were generated from RRS564, a gene-trapped mouse embryonic stem 

(mES) cell line in which the Nipbl gene on one allele was inactivated.  We examined the 

expression pattern of the Nipbl +/- mES cells comparing with the parental line, E14TG2a.4.  

Nipbl siRNA depletion and cohesin (Rad21) siRNA depletion were also performed and 

compared with control siRNA treatment in E14TG2a.4.  The Nipbl +/- mES cells showed ~30% 

decrease in Nipbl transcript level while the decrease of Nipbl by siRNA was ~50% (data not 

shown).  Only 197 genes were found to be differentially expressed in the Nipbl +/- mutant, which 

is significantly less compared to the transient Nipbl depletion (Fig. 2-7A).  Furthermore, there is 

a minimum overlap of mysregulated genes between the Nipb +/-cells and transient Nipbl 

depleted cells (Fig. 2-7A, 2-7C).  These results suggest that long- and short-term Nipbl depletion 

may affect mES cells differently.  Alternatively, the different degrees of Nipbl depletion may 

affect gene expression differently as observed in Drosophila [143].   Distinct effects of Nipbl 

mutation and transient Nipbl depletion may also be explained by the possible off-target effect of 

Nipbl siRNA. However, my comparison of gene expression changes between Rad21 and Nipbl 

siRNA-treated cells revealed significant overlap between the two (Fig. 2-7B, 2-7C), strongly 

arguing against this concern.  Rad21 or Nipbl depletion down-regulate many pluripotency genes.  

Similar results had been obtained by another group which depleted cohesin in a different mES 

cell line [39].  However, Nipbl +/- mutant samples do not show any significant down-regulation in 

those genes (Fig. 2-7D).    This observation demonstrates that cells can adapt to long term Nipbl 

reduction.   

          The top gene categories from ontology analyses are similar for both Rad21 depletion and 

Nipbl depletion.  Up-regulated genes are enriched with cytoskeletal binding proteins and down-



32 

 

regulated genes are enriched with genes whose functions involve transcription, genes that code 

for mitochondrial proteins, and tRNA metabolism (Table.2-5).  Clusters of developmental-related 

genes were found in the down-regulated genes in Rad21 and Nipbl depleted samples, but with 

lower rankings.  Clustering for genes that are up-regulated in the Nipbl +/- mutant didn’t show 

significant clusters in any categories; however, down-regulated genes show enrichment in 

developmental categories such as pattern specification processes and axon guidance (Table. 2-

6).  30 genes were found, which correspond to 40% of all down-regulated genes in the Nipbl +/- 

mutant, are directly involved in embryonic development (Table. 2-7).  The range covers muscle, 

cranial facial, heart, and nervous system development, which are all known processes defective 

in CdLS patients.  Downregulation of many developmental regulators under long term depletion 

but not the transient depletion suggest that the cells with long term depletion may model more 

closely to the actual disease.   
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Discussion 

 

 In this study, we used MEFs derived from Nipbl heterozygous mutant mice to analyze the 

effect of Nipbl haploinsufficiency (the primary cause of CdLS) on cohesin binding and its 

relationship to gene expression. We found a genome-wide decrease in cohesin binding at 

unique sites and repeat regions, indicating the high sensitivity of cohesin binding to even a 

partial reduction of the Nipbl protein. Importantly, the expression of genes bound by cohesin, 

particularly at the promoter regions, is preferentially altered in response to Nipbl reduction. 

While some genes are activated, the majority of cohesin-bound genes are repressed by 

decreased cohesin binding, indicating the positive role of cohesin in this context.  Our results 

indicate that more than 50% of genes whose expression is altered significantly in Nipbl 

haploinsufficient cells are cohesin target genes directly influenced by decreased cohesin binding 

at the individual gene regions. One consequence of reduced cohesin binding at the promoter 

region is a decrease of a specific long-distance chromatin interaction, raising the possibility that 

cohesin-dependent higher-order chromatin organization in the nucleus may be globally altered 

in CdLS patient cells. 

How does Nipbl haploinsufficiency affect cohesin target gene expression? 

          One mechanism of cohesin action in gene regulation is to mediate chromatin loop 

formation [38,39].  Increased Nipbl and cohesin binding correlates with the induction of the 

enhancer-promoter interaction and robust gene activation at the β-globin locus [38]. Depletion of 

cohesin resulted in decreased enhancer-promoter interactions and downregulation of globin 

genes [38].  Similarly, Nipbl haploinsufficiency results in less cohesin binding and decreased 

promoter-enhancer interactions and β-globin gene expression [38]. In the current study, we also 

found that the cohesin-bound promoter of one of the target genes, Cebpβ, is involved in a long-
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distance chromatin interaction with a putative enhancer, which is decreased in Nipbl mutant 

cells, consistent with the decreased gene expression. Thus, Nipbl haploinsufficiency affects 

cohesin target gene expression by decreasing cohesin-mediated chromatin interactions.   

          It should be noted, however, that not all genes we examined showed significant long-

distance chromatin interactions involving cohesin-bound promoters. While this may be because 

we did not test the correct enhancer regions, it also suggests that cohesin may promote gene 

activation by a mechanism(s) other than by mediating long-distance promoter interaction. One 

possibility is gene looping. In S. cerevisiae, the promoter and terminator regions of genes 

interact with each other, which was thought to facilitate transcription re-initiation [144]. Although 

cohesin is often found at the promoter and terminator regions of genes in MEFs we failed to 

obtain any evidence for the involvement of these sites in gene looping with our limited analysis. 

Similarly, we observed that the Cebpβ gene promoter interacts with only one out of three 

neighboring cohesin sites. Taken together, it appears that not all nearby cohesin binding sites 

interact with each other. What dictates the selective chromatin interactions of specific cohesin 

binding sites is currently unclear.  

         Cohesin binding to the gene body regions is found at many of the cohesin target genes.  

This may represent the cohesin binding at intragenic enhancer elements or may be related to 

Pol II pausing [104].  While cohesin was shown to facilitate Pol II elongation in Drosophila 

[145,146], cohesin together with CTCF in the intragenic region was found to cause Pol II 

pausing at the PUMA gene in human cells [147], suggesting that cohesin can have both positive 

and negative effects on transcriptional elongation in a context-dependent manner.  Furthermore, 

not all the cohesin-bound genes changed expression in Nipbl +/- MEFs, echoing this notion that 

the effect of cohesin binding on gene expression is context-dependent.  What determines the 
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effects of cohesin binding at individual binding sites on gene expression requires further 

investigation. 

Nipbl haploinsufficiency vs. cohesin mutation 

          There are two different cohesin complexes in mammalian somatic cells that differ by one 

non-SMC subunit (i.e., SA1 (STAG1) or SA2 (STAG2)) [13,14]. A recent report on SA1 knockout 

mice revealed some phenotypic similarity to what is seen in mice with Nipbl haploinsufficiency 

[142]. Interestingly, the SA1 gene is one of the cohesin target genes that is slightly upregulated 

in Nipbl mutant cells [76]. Thus, together with the compensatory increase of Nipbl expression 

from the intact allele, there appears to be a feedback mechanism that attempts to balance the 

expression of Nipbl and cohesin in response to Nipbl mutation. The fact that upregulation was 

observed with the SA1, but not SA2, gene may reflect the unique transcriptional role of SA1 

[142]. Interestingly, however, only 10% of 215 genes altered in Nipbl mutant MEFs are changed 

significantly in SA1 KO MEFs [142]. This discrepancy may, as observed in Drosophila [82], 

reflect the different effects of decreased binding versus complete knockout of a cohesin subunit 

on target gene expression. It could also be a result of the decreased binding of the second 

cohesin complex, cohesin-SA2.  

            Cohesin binding was relatively uniformly decreased genome-wide in Nipbl 

haploinsufficient cells with no significant redistribution of cohesin binding sites. Point mutations 

of different subunits of cohesin cause CdLS and CdLS-like disorders with both overlapping and 

distinct phenotypes compared to CdLS cases caused by NIPBL mutations [68,69,70]. Non-

overlapping effects of downregulation of different cohesin subunits have been reported in 

zebrafish [87,148]. This may reflect an unequal role of each cohesin subunit in gene regulation 

and it is possible that some of the cohesin target genes may be particularly sensitive to a 

specific cohesin subunit mutation. For example, similar to the TBP-associating factors (TAFs) in 
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TFIID [149], cohesin subunits may provide different interaction surfaces for distinct transcription 

factors, which would dictate their differential recruitment and/or transcriptional activities.  

Furthermore, recent studies provide evidence for cohesin-independent roles of NIPBL in 

chromatin compaction and gene regulation [150,151].  Thus, disturbance of cohesin functions as 

well as impairment of cohesin-independent roles of NIPBL may collectively contribute to CdLS 

caused by NIPBL mutations.  

Difference between Nipbl mutant and transient Nipbl reduction 

         The different expression patterns observed in the Nipbl mutant and Nipbl transient 

depleted mES cells may be the results of two factors: the amount of Nipbl reduction and the 

length of time that Nipbl is reduced.  The transient depletion resulted in a 50% reduction of Nipbl 

transcript while in the RRS564 mutant, the reduction was about 30%.  It is known that different 

degree of Nipbl reduction can result in different effect on gene expression in drosophila [143].  It 

was shown that CdLS patients with NIPBL gene truncation or nonsense mutations that lead to 

early termination generally have more severe phenotypes than those individuals with missense 

mutations [67], demonstrating that different doses of Nipbl may generate different effects on 

gene regulation.   Temporally, the cell cultures with Nipbl reduction can undergo adaptation or 

selection, therefore resulted in a population of cells that are favored for survival under Nipbl 

reduction.  Take the pluripotency genes, for example, Nipbl reduction initially downregulates the 

pluripotency factors.  However, cells with long- term Nipbl reduction seems to have 

compensatory mechanisms to upregulate pluripotency genes back to normal level, thus the cells 

with Nipbl reduction are still true embryonic stem cells that are capable of developing into a 

complete organism.  It would be insightful to explore the compensatory mechanisms of the 

pluripotency genes.  It would be useful to create an inducible system for Nipbl depletion in mES 

cells, which allows us to control the degree of Nipbl reduction and the length of time of Nipbl 
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reduction, to investigate this matter.  We should be mindful that CdLS is also the result of long-

term Nipbl reduction, thus investigating how cells adapt to long-term Nipbl reduction would 

provide us with more understanding of CdLS disease progression. 

Conclusion 

          Our results demonstrate that cohesin binding to chromatin is highly sensitive genome-

wide (both at unique and repeat regions) to partial Nipbl reduction, resulting in a general 

decrease in cohesin binding genome-wide.  Many genes whose expression is changed by Nipbl 

reduction are actual cohesin target genes. Our results suggest that decreased cohesin binding 

due to partial reduction of NIPBL at the gene regions directly contributes to disorder-specific 

gene expression changes and the CdLS phenotype. This work provides important insight into 

the function of cohesin in gene regulation with direct implications for the mechanism underlying 

NIPBL haploinsufficiency-induced CdLS pathogenesis. 
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Figure 2-1. Global decrease of cohesin binding to chromatin in Nipbl heterozygous 
mutant MEFs. 

(A) Cohesin binding sites identified by ChIP-sequencing using antibody specific for Rad21 in 
control wild type and Nipbl +/- MEFs.  The p-value and FDR are shown.  (B) Heatmap analysis 
of cohesin binding in wild type (WT) MEFs and corresponding peak signals in Nipbl +/- MEFs. 
The normalized (reads per million) tag densities in a 4 kb window around each peak are plotted, 
with peaks sorted from the highest number of tags in the wild type to the lowest. Peaks are 
separated into two categories, those that are found only in wild type (―WT only‖) and those that 
overlap between wild type and Nipbl +/- (―common‖).  Preimmune IgG ChIP-seq signals in the 
corresponding regions are also shown as a control.  The color scale indicates the number of 
tags in a given region.  (C) Histogram of the ratio between normalized (reads per million total 
reads) wild type and mutant reads in peaks common to both. Positive values indicate more wild 
type tags. The black line indicates the mean ratio between wild type and mutant tag counts.  (D) 
Scatter plot of histone H3 ChIP-seq tag counts in wild type and mutant MEFs in 500 bp bins 
across the mouse genome. The values are plotted in log reads per million (RPM).  

(Rad21 ChIPseq was performed by Richard Chien; Histone H3 ChIPseq performed by Yen-Yun 
Chen, and data analyses were done by Daniel Newkirk.) 
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Figure 2-2. Nipbl reduction decreases cohesin binding to chromatin. 

(A)  Manual ChIP-q-PCR of cohesin binding sites using anti-Rad21 antibody in mutant and wild 
type MEFs (top panel) and Nipbl or control siRNA-treated MEFs (bottom panel) as indicated. 
Representative examples of Nipbl ChIP are also shown. ―+‖ indicates CTCF binding and ―*‖ 
indicates the presence of motif. PCR signals were normalized with preimmune IgG (pre-IgG) 
and input.  (B) Similar manual ChIP-q-PCR analysis as in (A) of repeat regions in wild type and 
Nipbl mutant MEFs (top) and control and Nipbl siRNA-treated MEFs (bottom).  (C) Histone H3 
ChIP-q-PCR of both unique gene regions and repeat regions in WT and Nipbl +/- MEFs.  (D) 
CTCF ChIP-qPCR of some unique gene regions in WT and Nipbl+/- MEFs.  (E) Western blot 
analysis of siRNA-treated cells is shown using antibodies indicated.  Depletion efficiency and 
specificity of Nipbl siRNA were also examined by RT-q-PCR (Table 2). 
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Figure 2-3. Correlation of cohesin binding and gene expression changes in mutant MEFs. 

(A) Enrichment of cohesin peaks across genomic regions as compared to randomly sampled 
genomic sequence. A comparable number of peaks (25,407 and 16,528 peaks in wild type and 
mutant MEFs, respectively), with the same length as the input set, were randomly chosen 1000 
times and the average used as a baseline to determine enrichment in each genomic region 
category.  (B) The schematic diagram showing the definition of the gene regions, promoter 
(2.5kb upstream and 0.5kb downstream of TSS), and downstream (2.5kb downstream and 
0.5kb upstream of TTS) regions is shown on the right.  (C) KS test indicating the degree of 
cohesin binding to genes changing expression in Nipbl +/- MEFs. X-axis represents all 13,587 
genes from the microarray data [76] ranked by absolute fold expression changes from biggest 
on the left to the smallest on the right in the left panel. Fold changes are shown in different 
colors as indicated on the side. In the middle panel, gene expression changes were ranked from 
negative to positive with the color scale shown on the side. Both color scales apply to the rest of 
the Figure. The Y-axis is the running enrichment score for cohesin binding (see METHODS for 
details). Distribution of cohesin-bound genes among 13,587 genes examined is shown as a 
beanplot [129] at the top, and the number of cohesin-bound genes and p-values are shown 
underneath.  In the right panel, Lack of correlation between the mutant expression changes and 
randomly chosen genes are shown as a negative control.  

(This part was done by Daniel Newkirk). 



41 

 

 
 
Figure 2-4. Cohesin binding signals at specific gene regions. 

(A)  Diagram showing the definition of gene regions, promoter, gene body, and downstream.   
(B) Cohesin binding site distribution in cohesin target genes as defined in Table 1. Cohesin 
binding to the promoter (―P‖), gene body (―B‖), and downstream region (―D‖) are indicated for 
each cohesin target gene in red (upregulated) and blue (downregulated) boxes. (C) Signal 
intensity profiles of Rad21 ChIP-seq at specific gene regions in wild type and Nipbl mutant 
MEFs. Preimmune IgG ChIP-seq signals are shown as a negative control. Experimentally 
determined CTCF binding peaks in MEFs [39] are also indicated. Examples of genes that are 
bound by cohesin and changed expression in Nipbl +/- MEFs (top) and those genes that did not 
change expression (bottom) are shown. No cohesin binding peaks were found at the Srp14 

gene region. 
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Figure 2-5. Cohesin plays a direct role in adipogenesis gene regulation. 

(A) RT-q-PCR analysis of gene expression changes in Nipbl +/- mutant MEFs and MEFs treated 
with siRNA against Nipbl and Rad21 (* P<0.05, ** P<0.01). Cohesin binding status is also 
shown. P: promoter, B: gene body, and D: downstream as in Figure 5 with the exception of IL6. 
For IL6, the cohesin binding site in the downstream region is 3 kb away from TSS.  (B) A 
schematic diagram of genes involved in the adipogenesis pathway. Genes that changed 
expression in Nipbl +/- mutant MEFs are circled, and those bound by cohesin and examined in 
(A) are shown with shaded circles. 
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Figure 2-6. The long distance interaction involving the Cebpβ promoter is decreased in 
Nipbl +/- MEFs. 

(A) Comparison of Rad21 binding peaks in wild type (WT) and Nipbl +/- mutant MEFs with 
SMC1 and SMC3, CTCF, and Mediator subunit 12 (Med12) [39] (GSE22562), pol II 
(GSE22302), H3K4me3 (GSE26657), and H3K4me1 (GSE31039) in WT MEFs in the genomic 
region surrounding the Cebpβ gene. The positions of primers for the 3C analysis (a, b, c and the 
promoter as the bait) are indicated. These regions were chosen based on the overlapping peaks 
of cohesin and CTCF, and/or cohesin, pol II and Med12 with H3K4me1/me3. The interaction 
observed by 3C in (B) is shown in a solid line and other interactions examined but weak are 
shown in dotted lines at the top.  (B) The 3C analysis of Cebpβ promoter interactions with 
regions a, b, and c (as indicated in (A)). The chromatin interactions between WT and Nipbl 
mutant MEFs (top panel) and between control and Nipbl siRNA-treated MEFs (bottom) were 
quantified and normalized as described in METHODS. 

(3C in WT and mutant cells were done by Richard Chien; 3C in siRNA treated cells were done 
by Yen-Yun Chen.) 
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Figure 2-7.  Nipbl heterozygous mutation and Nipbl siRNA depletion in mES cells 
generate different expression patterns 

(A) Overlap of up- and down- regulated genes in Nipbl mutant mES cells and Nipbl siRNA 
treated mES cells. (Fold change >1.2, P<0.05)  (B)  Overlap of up- and down- regulated genes 
in Nipbl siRNA treated and Rad21 siRNA treated mES cells. (Fold change >1.2, P<0.05)  (C) 
Expression heatmap of the top 200 most up- and down-regulated genes in Nipbl siRNA treated 
cells, and compare these genes’ expression with Rad21 siRNA treated cells and Nipbl mutant 
mES cells.  (D)  Expression heatmap of genes involved in pluripotency in Nipbl siRNA treated 
cells, Rad21 siRNA treated cells and Nipbl mutant mES cells. 
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Table 2-1. The list of PCR primers 
 

 
Unique regions ChIP primers 

 
pax2-F CTGGCACTGACATCTTGTGG 

 
pax2-R TGGGACCTGTAGTCCTGACC 

 
anapc13-F TCCTAAGCCGTCCTGTAGTCC 

 
anapc13-R GGGTGTCCATCATCTGAGTCC 

 
alox8-F GTATGAGGTGGGCCTGAGTG 

 
alox8-R AAGCCCTGCCTAAATGTGTG 

 
ebf1-F AACTGAGCCTTAGGGGAAGC 

 
ebf1-R TCAGGGTTCAATCTCCAAGG 

 
cebpb-F AGAGTTCTGCTTCCCAGGAGT 

 
cebpb-R GGAAACAGATCGTTCCTCCA 

 
il1R2-F TGGAGGCAGTGGAAGAATCA 

 
il1R2-R ATCCTTGGCAGTGAACCAGA 

 
fez1-F GAGGGTGGGACGTATTTCAGT 

 
fez1-R CAGCCTTCTTTCCCTCACAA 

 
pcdhb22-F GCAGTAATGCCAGCAATGG 

 
pcdhb22-R TCCAGTTGGTTGGGTTTCAT 

 
RT-qPCR primers   

 
Rnh1-F (Housing keeping gene) TCCAGTGTGAGCAGCTGAG 

 
Rnh1-R (Housing keeping gene) TGCAGGCACTGAAGCACCA 

 
Nipbl-F AGTCCATATGCCCCACAGAG 

 
Nipbl-R ACCGGCAACAATAGGACTTG 

 
Rad21-F AGCCAAGAGGAAGAGGAAGC 

 
Rad21-R AGCCAGGTCCAGAGTCGTAA 

 
Cebpb-F GCGGGGTTGTTGATGTTT 

 
Cebpb-R ATGCTCGAAACGGAAAAGG 

 
Cebpd-F ACAGGTGGGCAGTGGAGTAA 

 
Cebpd-R GTGGCACTGTCACCCATACA 

 
Ebf1-F GCGAGAATCTCCTTCAAGACTTC 

 
Ebf1-R ACCTACTTGCCTTTGTGGGTT 

 
Il6-F TAGTCCTTCCTACCCCAATTTCC 

 
Il6-R TTGGTCCTTAGCCACTCCTTC 

 
Avpr1a-F TGGTGGCCGTGCTGGGTAATAG 

 
Avpr1a-R GCGGAAGCGGTAGGTGATGTC 

 
Lpar1-F ATTTCACAGCCCCAGTTCAC 

 
Lpar1-R CACCAGCTTGCTCACTGTGT 

 
Adm-F TATCAGAGCATCGCCACAGA 

 
Adm-R TTAGCGCCCACTTATTCCAC 

 
Cebpb 3C primers   

 
cebpb-promoter ACTCCGAATCCTCCATCCTT 

 
cebpb-region-b CCTGCCCTGTATCAAAGCAT   

 
cebpb-region-a CTGCCCAAATCAGTGAGGTT   

 
cebpb-region-c CCTCTGTGAGGTCTGGTCGT  

 
cebpb-promoter-R GGTGGCTGCGTTAGACAGTA 

 
cebpb-region-a-R GTTGTATCCCAAGCCAGCTC 

 
cebpb-region-b-R CTCCCCACTCTGTTCAGGAC 

 
cebpb-region-c-R TAACAGCAGGGATGGGTTCT 
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Table 2-2. Nipbl and Rad21 depletion levels in mutant and siRNA-treated MEFs 

Gene Nipbl+/- mutant Nipbl siRNA Rad21 siRNA 

Nipbl 0.68±0.00 0.68±0.00 1.04±0.05 

Rad21 0.94±0.02 0.99±0.02 0.26±0.02 

CTCF 0.95±0.05 0.96±0.07 0.84±0.07 
 

Table 2-3. Gene expression changes and cohesin binding status in MEFs 

 Total 

Cohesin binding 

Gene region Promoter Gene body 
 
Downstream 

 
None 

Total 218 115 61 83 20 103 

Up-regulated 62 30 14 22 6 32 

Down-regulated 156 85 47 61 14 71 
                (Fold change>1.2, p-value<0.05) 

 

 

Table 2-4. Ontology analysis of cohesin target genes in MEFs 

Biological processes enriched in cohesin target genes with cohesin binding at either promoters 
or gene regions.  ―Gene number‖ is the number of cohesin target genes that belong to a specific 
category; ―Expected number‖ is the expected gene numbers that belong to a specific category at 
random. 

Altered gene expression in Nipbl+/- MEFs associated with cohesin binding to the 
promoters 
Biological 
process 

P 
value 

Enrich-
ment 

Gene 
number 

Expected 
number 

Genes 

development 2.96E
-04 

2.38 18 7.55 Avpr1a, Dner, Fgf7, Thbd, Hoxa5,Hoxb5, 
Cebpa, Cebpb, Rcan2, Lama2, Ebf1, Klf4, 
Hunk, Tgfb3, Irx5, Odz4, Ptpre, Lpp 

metabolism 2.90E
-03 

1.50 33 22 Dner, Acvr2a, Hoxa5, Hoxb5, Trib2, Satb1, 
Cebpa, Cebpb, Gstm2, Amacr, Cd55, Dhrs3, 
Grk5, Ell2, Serpinb1a, Cyp1b1, Chst1, 
Hsd3b7, Aldh1a7, Npr3, Man2a1, Klf4, Hunk, 
Prkd1,Prdx5, Ercc1, Irx5, Odz4, Sox11, Ptpre, 
Ccrn4l, Rgnef, Bcl11b 

cell 
communication 

2.96E
-03 

1.82 21 11.53 Dner, Acvr2a, Trib2, Cd55, Grk5, Hunk, Odz4, 
Ptpre, Rgnef, Avpr1a, Fgf7, Thbd, Fam43a, 
Rcan2, Socs3, Lama2, Cxcr7, Tpcn1, Rerg, 
Tgfb3, Lpp 

immune system 6.44E
-03 

2.06 14 6.81 Dner, Cd55, Hunk, Ptpre, Thbd, Lama2, 
Cxcr7, Cebpa, Cebpb, Gstm2, Klf4, Prdx5, 
Fcgrt, Cd302 
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Altered gene expression in Nipbl+/- MEFs associated with cohesin binding to the gene regions 

Biological 
process 

P 
value 

Enrich
ment 

Gene 
number 

Expected 
number 

Genes 

immune system 6.60E
-06 

2.34 30 12.83 Klf4, Dner, Thbd, Cd55, Lama2, Cd302, 
Cxcr7, Hunk, Cebpa, Cebpb, Gstm2, Fcgrt, 
Prdx5, Fmod, Crlf1, Prelp, Svep1, Plac8, 
Heph, Swap70, Mxra8, Sdc2, Colec12, 
Pcolce2, Flt4, Gbp1, Hck, Dusp14, Cd109, 
Ptpre 

cell adhesion 1.33E
-05 

3.05 19 6.22 Dner, Cd55, Lama2, Fmod, Prelp, Svep1, 
Plac8, Heph, Mxra8, Sdc2, Colec12, Pcolce2, 
Flt4, Hck, Ptpre, Rerg, Vcan, Odz4, Rgnef 

cell 
communication 

1.65E
-05 

1.89 41 21.72 Dner, Cd55, Lama2, Fmod, Prelp,  Svep1, 
Heph, Sdc2, Colec12, Pcolce2, Flt4, Hck, 
Ptpre, Rerg, Vcan, Odz4, Rgnef, Thbd, Cxcr7, 
Hunk, Crlf1, Dusp14, Cd109, Rcan2, Socs3, 
Fam43a, Trib2, Grk5, Tpcn1, Avpr1a, Fgf7, 
Acvr2a, Figf, Myh3, Tob1, Acvrl1, Moxd1, 
Tgfb3, Lpp, Wnt4 

development 4.81E
-05 

2.11 30 14.22 Dner, Lama2, Fmod, Prelp, Heph, Sdc2, 
Colec12, Pcolce2, Flt4, Ebf1, Hck, Ptpre, 
Vcan, Odz4, Thbd, Hunk, Crlf1, Rcan2, 
Socs3, Avpr1a, Fgf7, Figf, Myh3, Tgfb3, Lpp, 
Klf4, Cebpa, Cebpb, Hoxa5, Hoxb5, Irx5 

metabolism 1.91E
-03 

1.38 57 41.44 Dner, Heph, Pcolce2, Flt4, Hck, Ptpre, Odz4, 
Hunk, Klf4, Cebpa, Cebpb, Hoxa5, Hoxb5, 
Irx5, Cd55, Svep1, Rgnef, Dusp14, Cd109, 
Trib2, Grk5, Acvr2a, Acvrl1, Moxd1, Prdx5, 
Swap70, Satb1, Amacr, Dhrs3, Ell2, Npr3, 
Man2a1, Prkd1, Cyp1b1, Serpinb1a, Chst1, 
Hsd3b7, Aldh1a7, H6pd, Serpine2, Cyp7b1, 
P4ha2, Larp6, Mrps11, Aox1, Hdac5, Cpxm1, 
Eno2, Sox11, Prkcdbp, Ccrn4l, Ercc1, Pqlc3, 
Bcl11b 
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Table 2-5  Ontology of changed genes in Rad21 siRNA and Nipbl siRNA treated mES cells 

 

Category Sample Count % P Value Fold  

Up-regulated cytoskeletal protein binding Rad21 siRNA  106 4.65 1.21E-15 2.22 

Nipbl siRNA 70 3.78 8.93E-09 2.06 

Down-
regulated  

transcription Rad21 siRNA  155 11.76 2.08E-05 1.37 

Nipbl siRNA 230 15.52 1.41E-18 1.73 

mitochondrion Rad21 siRNA  170 12.9 7.97E-28 2.35 

Nipbl siRNA 150 10.12 2.53E-13 1.80 

tRNA metabolic process Rad21 siRNA  25 1.9 1.74E-07 3.42 

Nipbl siRNA 25 1.69 2.92E-06 2.93 
 

Table 2-6  Ontology of changed genes in Nipbl+/- mES cells 

 

Category Count % P Value Fold 

Down-
regulated 

pattern specification process 8 11.94 1.31E-05 9.64 

Homeobox 7 10.45 2.38E-05 11.75 

cell motion 8 11.94 6.38E-05 7.53 

axon guidance 5 7.46 1.64E-04 17.52 
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Table 2-7  30 developmental related genes down-regulated in the Nipbl+/- mES cells. 

Gene Description 
Functions  in 
development Gene Description 

Functions  in 
development 

Ankrd6 
ankyrin repeat 
domain 6  Brain, heart  Lix1  

limb expression 1 
homolog (chicken)  

cortex and 
hindbrain 

cdh2 
cadherin 2; similar to 
N-cadherin 

neural differentiation, 
myogenesis Mbnl1  

muscleblind-like 1 
(Drosophila)  muscle 

cdh4 
cadherin 4, R-
cadherin axon guidance Meis2 Meis homeobox 2  brain and eye  

Chrdl1 chordin-like 1 CNS, ossification mmp9 
matrix 
metallopeptidase 9 skeleton 

Cntfr 
ciliary neurotrophic 
factor receptor  CNS Pbx1 

pre B-cell leukemia 
transcription factor 1 

AP patterning, 
ventricular septum 

Ebf1 early B-cell factor 1 
Adipogenesis, B 
lymphopoeisis, CNS  Pknox2 

Pbx/knotted 1 
homeobox 2 development 

Efnb1 ephrin B1 

axon guidance, 
neural crest 
migration Pmp22  

peripheral myelin 
protein 22  myelin formation 

Efnb2 ephrin B2 
axon guidance, 
lymph vessel rxrg 

retinoid X receptor 
gamma development 

Emx2 

empty spiracles 
homolog 2 
(Drosophila) cerebral cortex Slit3 

slit homolog 3 
(Drosophila) 

axon guidence, 
CNS 

Fjx1 
four jointed box 1 
(Drosophila)  

Limb, dendrite 
extension Sp8 

trans-acting 
transcription factor 8  

cerebral cortex, 
DV patterning 

Flrt2  

fibronectin leucine 
rich transmembrane 
protein 2  

cranialfacial 
morphogenesis Tgfb2 

transforming growth 
factor, beta 2 

axon guidance, 
hematopoesis, 
heart 

Fst Follistatin Pattern specification Tnc tenascin C 
Neuron plasticity, 
olfactory bulb 

Gfra1 

glial cell line derived 
neurotrophic factor 
family receptor alpha 
1  CNS Zeb2 

zinc finger E-box 
binding homeobox 2 

CNS, neural crest, 
myogeneic 
differentiation 

Hoxa1 homeo box A1 AP patterning, CNS Zic2 
zinc finger protein of 
the cerebellum 2 

Neural tube 
closure 

HoxB1 homeo box B1 
AP patterning, facial 
nerve Zic5 

zinc finger protein of 
the cerebellum 5 

Neural tube 
closure 
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NIPBL’s function in the nucleolus 
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Abstract 

 

            NIPBL haploinsufficiency is the major cause of Cornelia de Lange Syndrome (CdLS).  

The canonical function of NIPBL is to load cohesin onto chromatin.  Since cohesin subunit 

mutations also cause CdLS or a CdLS-like disorder, the dogma is that CdLS is caused by 

dysfunction of the NIPBL-cohesin pathway.  It is unclear how NIPBL mediates cohesin loading 

and whether it has any additional function(s) that may contribute to CdLS pathogenesis.  We 

found that NIPBL binds to RNA and localizes to the nucleolus and interacts with ribosomal DNA 

(rDNA) repeats in an RNA-dependent manner.  Mouse Nipbl depletion inhibits nascent 

ribosomal RNA transcription, suggesting that NIPBL haploinsufficiency affects nucleolar function 

and ribosome biogenesis.  Nucleolar localization of Nipbl is affected by environmental stresses, 

and stress decrease Nipbl’s association with rDNA.  These results suggest that Nipbl plays a 

role in the nucleolar stress response pathways. 
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Introduction 

 

   Cohesin is a multifunctional protein complex essential for higher-order chromatin 

organization in all eukaryotes.  The cohesin complex is composed of four evolutionarily 

conserved subunits: two SMC (Structural Maintenance of Chromosomes) family proteins 

designated SMC1 and SMC3, and the non-SMC proteins Rad21 and SA1/2.   Cohesin mediates 

sister chromatid cohesion and functions in DNA damage repair and gene regulation 

[79,104,152,153].  It is loaded onto the chromatin at the end of telophase in mammalian cells by 

a loading factor complex composed of NIPBL and MAU2 [19,49,109].   

   Disruption of the cohesin pathway can result in developmental disorders such as Cornelia 

de Lange Syndrome (CdLS) (OMIM 122470,300590, 610759, 614701, 300882).  CdLS patients 

demonstrate multisystemic abnormalities including growth and mental retardation, upper limb 

malformations, and heart and gastrointestinal defects [154,155].   CdLS is estimated to occur in 

about 1:10,000 births.  Approximately 60% of CdLS cases are caused by mutations in the 

NIPBL gene, with a smaller percentage of cases caused by mutations in the SMC1, SMC3 and 

Rad21 genes (cohesin subunits) as well as the HDAC8 gene (a deacetylase that affects the 

cohesin acetylation cycle) [26,65,66,68,69,70].  Although NIPBL is responsible for loading 

cohesin, patients with NIPBL mutations and cohesin mutations do not always share the same 

phenotypes.  For example, NIPBL mutations cause limb abnormalities; however, patients with 

mutations in SMC1 or SMC3 usually have normal limbs and show mild mental retardation 

[65,66,67,68,69].  Distinct phenotypes between NIPBL and cohesin mutations raise the 

possibility that NIPBL may function beyond cohesin loading. 

    A SMC1 missense mutation found in CdLS was introduced into budding yeast and caused 

defects in ribosomal RNA production and protein translation, suggesting that cohesin plays a 

role in ribosome biogenesis [156].  On the other hand, NIPBL (called Scc2 in yeast) missense 
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mutation found in CdLS caused abnormal nucleolar morphologies in budding yeast [157].  

Whether NIPBL has any functional significance regarding ribosome biogenesis in mammalian 

cells has not been investigated.  The nucleolus is a non-membranous sub-nuclear compartment 

that forms around clusters of ribosomal DNA (rDNA) [158].  The main function of the nucleolus 

lies in the rapid production of ribosomal subunits.  The nucleolus contains a ―tripartite structure‖: 

the Fibrillar Center (FC), the Dense Fibrillar Component (DFC), and the Granular Component 

(GC) (Fig. 3-1) [158].  The three structures are functionally distinct. The FC is the site for pre-

ribosomal RNA (pre-rRNA) transcription and is enriched in RNA polymerase I (Pol I) 

machineries.  Pre-rRNA is processed in the DFC, which contains many RNA processing factors 

such as snoRNA and fibrillarin.  The GC is the site where pre-ribosome assembly takes place, 

which contains ribosome assembly factors such as B23 (nucleophosmin).  The nucleolus also 

acts as a sensor for different types of environmental stresses [158,159].  In response to stress, 

the nucleolus often undergoes dramatic reorganization that resulted in the disruption of the 

tripartite structure [158].  The ribosomal biogenesis shuts down as a protective mechanism for 

the cell to conserve energy, and p53 becomes activated in order to repair damages or undergo 

apoptosis [158,159].     

  Here we report that a sub-population of NIPBL protein localizes specifically to the FC/DFC 

regions in the nucleolus and is involved in ribosome biogenesis.  NIPBL appears to have strong 

binding preference at rDNA transcribed regions and positively affects pre-rRNA level.  

Interestingly, NIPBL localization in the nucleolus is dependent on RNA.  Consistent with this, we 

discovered that NIPBL binding to rDNA is partially RNA-dependent, and NIPBL directly interacts 

with rRNA. The results reveal a novel RNA-mediated mechanism of NIPBL recruitment to DNA.  

Nucleolar localization of Nipbl is affected by environmental stresses, and Nipbl’s association 

with rDNA decreases upon stress. Our results demonstrate that NIPBL plays a functional role in 

mammalian nucleoli. 
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Materials & Methods 

 

Cells and cell lines 

           Primary mouse embryonic fibroblasts (pMEFs) derived from E15.5 wild type and Nipbl 

mutant embryos were described previously [76].  In summary, mice heterozygous for Nipbl 

mutation were generated (Nipbl +/-) from a gene-trap-inserted ES cells.  This mutation resulted 

in a net 30-50% decrease in Nipbl transcripts in the mice, along with many phenotypes 

characteristic of human CdLS patients [76].  Wildtype immortalized MEFs were described 

previously [160].  Wild type and Nipbl +/- pMEFs, immortalized wildtype MEFs, U2OS and 293t 

cells were cultured at 37°C and 5% CO2 in DMEM (Gibco 31600-034) supplemented with 10% 

fetal bovine serum and penicillin-streptomycin (50U/mL).  The KD3 human immortalized 

myoblasts were maintained as previously described [161]. 

Antibodies 

            Rabbit polyclonal antibodies against NIPBL and MAU2 proteins were raised against 

bacterially-expressed recombinant polypeptides and antigen affinity-purified.  NIPBL-N antibody 

targets the sequences near the N terminus (a.a. 540 -919) while NIPBL-C antibody targets the C 

terminus (a.a. 2430 -2804) of human NIPBL variant A (NP_597677.2).  MAU2 antibody targets 

a.a. 125-467 of human MAU2 (NP_056144.3).  Rad21, SMC1, SMC3 antibodies and the 

preimmune IgG control were published previously [111].   The rest of antibodies used in this 

study and the applications were listed in table 3-2. 
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Drugs used to induce nucleolar stress 

            All drugs were added to cell culture media and incubated for different lengths of time in 

37°C tissue culture incubator.  Actinomycin D (Sigma) were used at a final concentration of 

50ng/ml and incubated for 2 hrs.  2mM of AICAR (Abcam ab120358) was added to cell culture 

and incubated for 12 hours.   Cells were treated with 0.5mM H2O2 (Ricca chemical, 381916) for 

3 hrs.  mTOR inhibitor INK128 (Active Biochem, A-1023) was used at 100 nM and treated cells 

for 24 hrs. 

Immunofluorescence staining  

        MEFs and 293t were grown on coverslips in 24 well plates, fixed with 2% 

paraformaldehyde in PBS for 10 minutes, extracted with 0.2% triton X-100 in PBS for 4 minutes, 

and blocked in PBS/ 2.5% BSA/ 5% heat inactivated horse serum (Life Technologies 26050-

070)/ 5% goat serum (Life Technologies 16210-064) for 1 hr at room temperature.  Primary and 

secondary antibodies were diluted in 1X PBS/ 1% BSA/ 5% heat inactivated horse serum/ 5% 

goat serum. Coverslips were incubated in primary antibodies for 1 hr at room temperature 

followed by three PBS washes.  Coverslips were incubated in secondary antibodies for 45 

minutes at room temperature followed by three PBS washes. Then coverslips were stain with 

DAPI, washed by water and mounted by antifade (Life Technologies P-7481).  For RNase 

treated cell staining, MEFs grown on coverslips were first treated with 100ug/ml RNase A (Life 

Technologies 12091-021) for 10 minutes at room temperature, then followed by the staining 

protocol mentioned above.  Staining in KD3 cells were done using a different protocol.  Cells 

were fixed in 4% paraformaldehyde in PBS for 10 min, then blocked/ extracted in SNBP/ 0.1% 

Gelatin/ 4% heat inactivated horse serum/ 4% goat serum/ 0.1% triton-X for 30 min at 37°C.  

SNBP buffer is PBS with 0.02% saponin, 0.05% NaN3 and 1% BSA.  Primary and secondary 

antibodies were diluted in SNBP/ 0.05% gelatin/ 1% heat inactivated horse serum/ 1% goat 
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serum.  Coverslips were incubated in primary antibodies for 30 min at 37°C followed by three 

SNBP washes.  Then coverslips were incubated in secondary antibodies for 30 min at 37°C 

followed by three SNBP washes.   Then coverslips were stain with DAPI, washed by water and 

mounted by antifade.  Antibodies used for staining and specific dilutions were listed in table 3-2. 

Nucleolar fractionation  

        Nucleolar fractionation in MEFs was done according to the following protocol 

(http://www.lamondlab.com/pdf/noprotocol.pdf) with some modifications.  5 x 107 cells have 

been used for each nucleolar fractionation.  All buffers (S1, S2 and S3) were reduced to half 

except for buffer A (5 ml).  5ml of cytoplasmic extract and 3ml of nuclear extract were obtained 

from 5 x 107 cells. The pelleted nucleoli were resuspended in 100 μl buffer S2.  Same volume of 

each fraction was loaded onto SDS-PAGE gel for further analysis. 

siRNA depletion 

          MEF cells were transfected using HiPerFect (Qiagen catalog) following the 

manufacturer’s protocol.  Media with siRNA and transfection reagents were removed 6 hours 

post transfection and fresh media were added. Second round of transfection was performed 24 

hours after first transfection.  Cells were harvested 48 - 72 hours after the first transfection.   

Nipbl siRNA sequences are as followed:  Nipbl-1: 5’-GTGGTCGTTACCGAAACCGAA-3’; Nipbl-

2: 5’-AAGGCAGTACTTAGACTTTAA-3’. Rad21 siRNA sequence: 5’-

CTCGAGAATGGTAATTGTATA-3’.  Control siRNA sequence: 5’- 

AATTCTCCGAACGTGTCACGT-3’. 

FU labeling 

       5-fluorouridine (Sigma, F5130) was added to cell culture with final concentration of 2mM, 

followed by 5 min incubation in cell culture incubator.  After 5 min, cells were removed of 5-

http://www.lamondlab.com/pdf/noprotocol.pdf


57 

 

fluorouridine and kept in growth media for 30 min in cell culture incubator.  After 30 min, cells 

were fixed and followed by immunofluorescence staining.  

Chromatin immunoprecipitation 

            Approximately 6 x 106 cells were used per IP. Cells were cross-linked with 1% 

formaldehyde for 10 min at room temperature.  Glycine was added to a final concentration of 

0.125 M to stop cross-linking. Cells were washed twice with PBS and collected by scraping.  

Approximately 2 x 107 cells were resuspend in 1ml of Farnham lysis buffer (5 mM PIPES pH 8.0 

/ 85 mM KCl / 0.5% NP-40/ protease Inhibitors), centrifuged for 5min 2000rpm at 4°C.  In terms 

of RNase treated ChIP, pellets were re-suspended in 1ml RIPA buffer (PBS / 1% NP-40 / 0.5% 

sodium deoxycholate / 0.1% SDS/ protease Inhibitors).  RNase A was added to the lysate with 

final concentration of 500ug/ml.  Both the lysate with and without RNase A were incubated at 

37°C for 1 hour.  SDS was added to the lysate after RNase treatment to a final concentration of 

0.5% to facilitate sonication.  For other ChIP experiments in the study, sample pellets were 

resuspended in SDS buffer (50mM Tris-HCl pH 8.0/ 10mM EdTA/ 1% SDS) after Farnham lysis 

and subjected to sonication.  The lysates were sonicated using bioruptor (Diagenode UCD-200) 

to fragments averaged around 300-500bp.  The extracts were diluted with ChIP dilution buffer 

(0.01% SDS, 1.1% Triton X-100, 1.2 mM EDTA, 16.7 mM Tris-HCl (pH 8.1), 167 mM NaCl) with 

protease inhibitors and centrifuged for 10 min at 10,000 g at 4 °C.  Extracts were precleared for 

1 h with protein A-Sepharose (GE Healthcare) supplemented with 1mg/ml BSA.  10% of the 

extract for each sample was taken as input DNA.  Antibodies was added to the extracts for each 

IP and incubated overnight at 4°C on a rotator platform.  Amount of antibodies used in ChIP is 

documented in table 3-2. The next day, the antibody-bound complexes were 

immunoprecipitated with protein A-Sepharose beads for 1 h and subsequently washed with low-

salt buffer (0.1% SDS/ 1% Triton X-100/ 2 mM EDTA/ 20 mM Tris-HCl  pH 8/ 150 mM NaCl), 
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high-salt buffer (0.1% SDS/ 1% Triton X-100/ 2 mM EDTA, 20 mM Tris-HCl  pH 8/ 500 mM 

NaCl), lithium salt buffer (0.25 M LiCl/ 1% Nonidet P-40/ 1% deoxycholate/ 1 mM EDTA/ 10mM 

Tris-HCl pH 8), and TE (10mM Tris-HCl/ 1 mM EDTA pH 8.0).  DNA was eluted off the beads 

with 200ul of elution buffer (1% SDS/ 0.1 M NaHCO3) on a rotator platform at room temperature 

for 1 hour.  The eluates were collected and reverse crosslinked overnight at 65°C along with the 

input lysates.   Quantitative PCR (q-PCR) was performed using the CFX96 real-time PCR 

detection system (Bio-Rad) with SYBR premix Ex Taq II (Clontech RR820B).  ChIP DNA was 

purified with Qiagen PCR purification kits.  ChIP signal was normalized by subtracting the 

preimmune IgG ChIP signal, and then divided by input DNA signal.  

UV cross-linking and immunoprecipitation 

         UV cross-linking and immunoprecipitation (CLIP) was done according to the previous 

studies with some modifications [162,163].  The detail protocol of individual nucleoide CLIP 

sequencing (iCLIPseq) is also published [164].   The modifications are described as the 

following.  After cell lysis, 15ul RQ1 DNase (Promega M610A) and 2ul RnaseOut (Life 

Technologies 10777-019) were added to the lysate and incubate at 37°C for 3min.  RNaseOut 

were added to the lysate in order to maximize the recovery of intact RNAs.  Approximately 5 μg 

of antibodies were used in each IP.  For CLIP followed by RT-qPCR, 2 x 106 cells and 50 μg of 

protein A dynabeads (Life Technologies) were used per IP.  After IP overnight and the washes, 

beads were resuspended in 25 μl RNase free water. 5min incubation at 95°C was done with 

gentle shaking.  Then the 25 μl supernatant were divided into two tubes for reverse transcription 

using the protocol of SuperScript II reverse transcription (Life Technologies).  Reverse 

transcriptase was added into one tube (RT+) but not the other (RT-).  For the comparison of the 

CLIP signals between the two treatments (eg., control and Nipbl siRNA-treated cells), 20% of 

the cell samples were taken as input and subjected to total RNA extraction.  The same volumes 
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of eluted total RNA were taken for reverse transcription.  The IP signals from different 

treatments were normalized to the input during data analyses.   For CLIP-SDSPAGE, 107 cells 

and 100 μl protein A beads slurry were used per IP.  Amount of antibody used per IP is 

documented in Table 3-2.                 

RT-qPCR 

           Total RNA was extracted using the Qiagen RNeasy Plus kit.  First-strand cDNA synthesis 

was performed with SuperScript II reverse transcriptase (Life Technologies).  Quantitative PCR 

(q-PCR) was performed using the CFX96 real-time PCR detection system (Bio-Rad) with SYBR 

premix Ex Taq II (Clontech RR820B).  Standard curves were generated for each primer pair 

using a serial dilution of cDNA or ChIP Input DNA.  Values were generated based on threshold 

cycles (Ct) with respect to the efficiency of each primer pair.  Pre-rRNA expression is 

normalized to Rnh1 (house-keeping gene) expression. 
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Results 

 

A sub-population of Nipbl resides in the nucleolus 

        By immunofluorescent staining using antibody specific for the C- terminus of human NIPBL 

protein, we found that a subpopulation of Nipbl specifically localizes to the nucleolus in mouse 

embryonic fibroblasts (MEFs) (Fig. 3-2A).  Nipbl forms multiple small foci within the nucleolus 

marked by the nucleolar protein B23 (Fig. 3-2A left).  B23 specifically resides in the GC region, 

the most outer layer of the tripartite structure.  Nipbl foci appear to be internal to the B23-

positive region, suggesting that the Nipbl foci are either in the FC or DFC region (Fig. 3-2A left).  

Further co-staining analysis with fibrillarin, a marker for the DFC region, revealed that the Nipbl 

foci are contained within the fibrillarin-positive area (Fig. 3-2A, right, and inset). This suggests 

that the Nipbl foci are in the FC region, the site for rRNA transcription.  Similar Nipbl foci were 

also observed in mouse fetal brain tissues (Fig 3-2B), indicating that Nipbl foci are present in the 

nucleolus in both in vitro cell culture and in vivo tissue samples.  Furthermore, nucleolar 

localization of NIPBL was observed in human KD3 immortalized myoblasts (Fig. 3-2C) and 

osteosarcoma U2OS cells (Fig. 3-2D).   

          In order to demonstrate the specificity of NIPBL-C antibody, Nipbl mutant MEFs and Nipbl 

siRNA-treated MEFs were used for immunostaining.  Significant decrease or loss of the 

nucleolar Nipbl was observed in both Nipbl mutant and siRNA-depleted MEFs (Fig. 3-4A).   

Nipbl expression was partially reduced in mutant MEFs compared to the wild type MEFs as 

determined by RT-qPCR at the level comparable to that in siRNA-treated cells  (Fig. 3-4B).   

While only 10% to 25% of the wildtype and control siRNA-treated cells are without notable Nipbl 

nucleolar foci, 35-55% of mutant cells or cells treated with siRNAs (siRNA1 or siRNA2) lost 

Nipbl nucleolar foci (Fig. 3-4C).  These results strongly support the notion that the nucleolar foci 
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detected by NIPBL-C antibody are bona fide Nipbl protein.  When Nipbl is depleted, it does not 

affect the B23 signals or the overall nucleolar structure (Fig.3-4D).   

To further substantiate the above observation, cytoplasmic, nuclear and nucleolar 

fractions were isolated from MEFs (Fig. 3-3A) and 293T (Fig. 3-3B) and were subjected to 

western blot analysis using antibody specific for the N-terminal fragment of NIPBL [165].  The 

results confirm that a subpopulation of Nipbl/NIPBL is indeed present in the nucleolar fraction 

consistent with the immunofluorescent results using the NIPBL-C antibody.  Taken together, our 

results demonstrate that a subpopulation of NIPBL/Nipbl localizes and forms foci in the FC 

region of the nucleolus in human and mouse cells. 

          

Nipbl binds to the transcribed rDNA region and positively regulates pre- rRNA level 

         Since a subpopulation of Nipbl localizes to the FC region of the nucleolus where the rDNA 

repeats cluster, we examined whether Nipbl binds to rDNA.   We performed ChIP-qPCR 

analysis using NIPBL-C antibody.  We found that Nipbl binds to rDNA, preferentially at the rRNA 

coding region, rather than the intergenic spacer regions, in both mouse and human cells (MEFs 

and 293T cells, respectively) (Fig. 3-5B, 3-5D).  NIPBL binding to the rDNA transcribed regions 

was also oberved in a recent NIPBL ChIP-seq analysis in human mammary cells using an 

antibody directed against the C terminus of Xenopus Nipbl [151].  In contrast, ChIP signals of 

cohesin and CTCF are much weaker at the rRNA coding region compared to the unique cohesin 

binding sites in the Ebf1 and Cebpβ gene regions (Fig. 3-5B).  The cohesin binding sites in the 

Ebf1 and Cebpβ gene regions contain CTCF motifs (Cebpβ: Fig. 2-2A; Ebf1: This binding site is 

-7Kb upstream of Ebf1, which contains CTCF motif).  Interestingly, Nipbl binds weakly to these 

two CTCF-positive cohesin binding sites compared to the rRNA coding regions (Fig. 3-5B).   

Although Nipbl is required for cohesin loading at virtually all cohesin binding sites (Fig. 2-2A, B), 

Nipbl binds to chromatin independent of cohesin, and Nipbl and cohesin binding signals do not 
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always show a linear correlation.  Thus, the strong binding of Nipbl at the rDNA region with very 

low cohesin ChIP signal may reflect the cohesin-independent function of Nipbl at the rDNA 

region.   

        Since Nipbl localizes to the FC region, the site for rRNA transcription, and binds strongly to 

rDNA, we assayed whether Nipbl plays a role in regulating rRNA transcription.   FU labeling of 

nascent rRNA transcripts in MEFs were performed in conjunction with Nipbl and B23 

immunostaining.  Signal intensities of the nucleolar Nipbl in each cell were compared to the FU 

or B23 signal.  The Nipbl signal positively correlates with the FU signal reflecting the rRNA 

transcritpional activity (R=0.626) (Fig. 3-6B).  In contrast, the Nipbl staining intensity does not 

correlate with that of B23 (R=0.01) (Fig. 3-6B).  RT-qPCR analyses of the pre- rRNA transcripts 

(5’ETS and ITS) showed the significant decrease after Nipbl depletion (Fig. 3-6C).  Both FU 

labeling and RT-qPCR of pre- rRNA showed that Nipbl plays a positive role in regulating pre–

rRNA level.  Although Myc was shown to stimulate rRNA synthesis [166] and cohesin promotes 

Myc expression [167], there is no significant Myc gene expression change in Nipbl+/- MEFs [76].  

Unlike Eco1 mutation in yeast [156], there was no significant defect in expression of genes 

involved in ribosome biogenesis by Nipbl haploinsufficiency, suggesting that the phenotype is 

due more to the direct effect on Pol I transcription rather than an indirect effect on upstream 

genes [76].  

 

Nipbl binds to ribosomal RNA 

        Since RNA is highly enriched in nucleoli, we tested whether the presence of RNA affects 

Nipbl localization in the nucleolus. We found that the RNase treatment completely dispersed 

Nipbl nucleolar foci (Fig. 3-7).  The nucleolar protein B23 is not affected by RNase treatment 

(Fig. 3-7A, 3-7B) while fibrillarin is also dispersed by RNase treatment (Fig. 3-7C, 3-7D).  The 
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results reveal that nucleolar proteins utilize different mechanisms to associate with the nucleolus, 

and Nipbl is one of the proteins whose nucleolar localization is dependent on RNA.        

        Since Nipbl depends on RNA to associate with nucleoli, it is possible that Nipbl interacts 

with RNA.  By performing RNA IP after UV crosslinking (CLIP), we detected minimum binding of 

Rad21 or CTCF with 18S rRNA though it was higher than the preimmune IgG control (Fig. 3-8A).  

In contrast, robust binding of both 18S and 28S rRNAs was observed with Nipbl CLIP (Fig. 3-8A 

and B). Nipbl depletion by two different siRNAs resulted in significant decrease of Nipbl binding 

to both 18S and 28S rRNAs, confirming the specificity of the CLIP signals (Fig. 3-8B).  Nipbl 

depletion level was shown (Fig. 3-4B).  Furthermore, Rad21 depletion does not affect Nipbl 

binding to rRNA, indicating that Nipbl binding to RNA is not mediated by cohesin, consistent with 

the lack of significant RNA binding by cohesin (Fig. 3-8A and C).  Rad21 depletion level was 

around 70% by RT-qPCR (data not shown).  Nipbl CLIP followed by radiolabeling of RNA and 

SDS-PAGE analysis revealed that the majority of radiolabelled RNAs clustered above 250kDa, 

corresponding to the size of Nipbl.  Although Nipbl antibody used also co-precipitates Mau2, the 

binding partner of Nipbl, no radiolabeling was observed around 66kDa, corresponding to Mau2 

(Fig. 3-8D) [19].  The results indicate that Nipbl, but not Mau2, directly binds to RNA.   

        Since the association of Nipbl to the nucleoli requires RNA, we tested whether RNA is 

necessary for Nipbl association with rDNA.  Nipbl ChIP in MEFs was performed with and without 

RNase treatment.  RNase decreased Nipbl binding to the rDNA regions, but not to the unique 

cohesin binding sites (Ebf1-In, Cebpβ and Cepbδ) (Fig. 2-2A, 2-5A, 3-5B, 3-9A).  Consistent 

with our observation that B23 localization to the nucleolus is RNase-insensitive (Fig. 3-7A), 

B23’s association with rDNA is not affected by RNase treatment (Fig. 3-9B).  The results 

indicate that Nipbl binding to the rDNA region is dependent on RNA.  This demonstrates for the 

first time that RNA is involved in determining the binding specificity of Nipbl. 
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Nipbl responds to nucleolar stresses 

            One of nucleolus’ functions is to sense and respond to environmental stresses.  Upon 

environmental stresses, we found that Nipbl in the nucleolus changes its localization (Fig. 3-10, 

11).  AICAR is an AMP analog that mimics the energy depleted state in cells, thus creating 

metabolic stress [168].  INK128 is an mTOR inhibitor, which creates nutrient stress [169].  H2O2 

induces oxidative stress and low concentration of actinomycin D specifically inhibits Pol I 

transcription [170,171].  When MEFs were treated by H2O2, AICAR and actinomycin D, Nipbl 

nucleolar foci become clustered to the ―nucleolar cap‖ structure (Fig. 3-10A, 3-10B, and 3-11A) 

[172].  Actinomycin D is known to relocalize FC/ DFC components to nucleolar caps [172], 

consistent with our finding that Nipbl is an FC component.   Consistently, fibrillarin, a DFC 

protein, also relocalized to caps in response to actinomycin D treatment; while B23, a protein in 

GC region, was unaffected (Fig. 3-11A).   Mouse upstream binding factor (mUBF) is part of the 

Pol I initiation complex which binds to rDNA promoter and facilitates rRNA transcription.  UBF 

resides in the FC region of the nulcleoli and relocalizes to the nucleolar cap upon pol I inhibition 

[172].   Consistent with this, UBF relocalized to the nucleolar cap together with Nipbl upon 

AICAR treatment (Fig. 3-10B).  Interestingly, Nipbl relocalizes and clusters to the center of the 

nucleolus following the INK128 treatment (Fig. 3-10A bottom panel).  In KD3 cells, H2O2 

treatment almost completely displaced NIPBL from the nucleolar foci (Fig. 3-11B).  This effect is 

different compared to the formation of nucleolar caps in MEFs (Fig. 3-10A, middle panel).  The 

results indicate that NIPBL/Nipbl change its localization in the nucleolus in response to different 

types of stresses, indicating that NIPBL/Nipbl is part of the stress response in the nucleolus.   

           It is known that environmental stresses shut down rRNA synthesis, and we showed that 

Nipbl physically binds to rRNA and associate with rDNA in an RNA-dependent manner.  Thus it 

is possible that when rRNA transcript is decreased upon stress, Nipbl’s association with rDNA is 

also affected.  We performed ChIP analyses comparing Nipbl binding to rDNA in MEFs with and 
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without stress.  We found that both H2O2 and AICAR treatment resulted in significant decrease 

of Nipbl binding to rDNA (Fig. 3-12).  Our results raised the possibility that decrease of Nipbl 

binding to rDNA is part of the Pol I silencing pathway central to the nucleolar stress responses in 

mammalian cells.   
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Discussion 

 

             Our findings demonstrate that Nipbl, besides affecting Pol II genes through cohesin 

(chapter 2), can also function in the nucleolus to regulate pol I transcription.   We found that 

Nipbl is a positive regulator of rRNA synthesis and is also part of the nucleolar stress response 

pathway.  We found that Nipbl binds to the rDNA region and stimulates rRNA synthesis.  In 

response to stress, Nipbl dissociates from rDNA and relocalized to the nucleolar cap or to the 

nucleoplasm, contributing to rRNA transcriptional repression.  The rRNA-dependent Nipbl 

binding to rDNA region may represent an important feedback mechanism to ensure rapid 

upregulation or cessation of rRNA synthesis (Fig.3-13).   

 

The positive feedback model of rRNA transcription regulation by Nipbl  

            Our findings support a model that rRNA facilitates Nipbl binding to rDNA chromatin, and 

binding of Nipbl to rDNA further stimulate the production of rRNA, thus forming a positive 

feedback loop (Fig. 3-13 top panel).  Ribosomal RNA transcription is repressed by different 

types of stress involving distinct stress response pathways.  Nipbl dissociates from rDNA in 

response to the reduced amount of rRNA, resulting in the Nipbl relocalization.   Dissociation of 

Nipbl from rDNA attenuates the rRNA production (Fig. 3-13 bottom panel).  We compare the 

action mode of Nipbl to that of SIRT7, which deacetylates Pol I subunit PAF53 to facilitate Pol I 

complex binding to rDNA and thus promotes rRNA synthesis [173].   Similar to Nipbl, SIRT7 

binds to rRNA and requires rRNA to associate with the nucleolus [173].  SIRT7 also uses this 

feedback mechanism to reinforce transcriptional repression in response to stress [173].  

Whether SIRT7 and Nipbl functionally interact with each other requires further investigation.  

Interestingly, a recent study succeeded in assembling synthetic nucleoli and discovered that 
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active rRNA transcription is required for the formation of a functional nucleolus [174].  Without 

on-going rRNA transcription, nucleolar proteins will not be recruited and no tripartite structure 

can be formed [174].  The utilization of the feedback loop allows a rapid, switch-like effect on 

rRNA transcription in response to environmental cues.   The similarity between SIRT7 and Nipbl 

mode of action, and the nucleolar assembly pathway indicates that positive feedback utilizing 

ribosomal RNA might be a common theme in the nucleolar regulatory pathways.    

 

Functional roles of cohesin and related factors in the nucleolus 

          Studies have shown that cohesin and associated factors play functional roles in the 

nucleolus [156,175,176,177].  ESCO2 is an acetyltransferase that can acetylate SMC3, which is 

important for establishment of cohesion [23].  Roberts syndrome (RBS) is a disease caused by 

ESCO2 mutations [23].  RBS patient fibroblasts showed impaired ribosome biogenesis and 

abnormal nucleolar morphology [156].  The phenotypes can be corrected with the introduction of 

wildtype ESCO2, demonstrating that ESCO2 is important for nucleolar structure and ribosome 

biogenesis [156].  SMC1 mutations were found to cause a mild form of CdLS [68,69].  The 

effects of ESCO2 and SMC1 mutations found in RBS and CdLS were assessed by introducing 

similar mutations in the corresponding yeast homologs, eco1 and smc1, respectively [157].  

eco1-W216G, a Roberts syndrome mutation, and smc1-Q843, a CdLS mutation, both cause 

defective ribosome biogenesis and nucleolar morphology in S. cerevisiae, although defects 

caused by smc1-Q843 is not as severe as eco1-W216G mutation [156].  Interestingly, however, 

while eco1-W216G affects many Pol II genes that are involved in protein translation [156], 

ribosome biosynthesis is not a pathway enriched in ontology analyses in Nipbl +/- in MEFs 

(Table 2-4).  A recent study showed that rDNA replication origin activity is also disrupted in the 

eco1-W216G mutant [177].  When fob1, a gene that codes for rDNA-specific replication fork 
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blocking protein, is deleted from the eco1-W216G mutant, not only DNA replication got restored, 

rRNA transcription is also recovered [177].  This shows that Eco1 can regulate rRNA 

transcription through affecting rDNA replication [177].  In contrast, our results suggest that Nipbl 

is directly acting on Pol I transcription.  Thus ESCO2 and Nipbl affect nucleolar functions 

through distinct molecular pathways.   

           A mutation found in the human NIPBL gene associated with CdLS was introduced into 

the yeast homolog scc2 (scc2-D730V), which caused abnormal nucleolar morphology [157].  

However, this mutation failed to affect rRNA transcription or protein translation in S. cerevisiae 

[156].  On the contrary, we observed that Nipbl reduction lowered RNA transcripts without 

affecting the overrall nucleolar structure (Fig. 3-5, 3-3D).  This might reflect the difference 

between the point mutation and haploinsufficiency, which cause different severities of the 

disease phenotypes [67].  Alternatively, how Nipbl functions might be different in budding yeast 

compared to mammalian cells.  

            Although Nipbl is the cohesin loading factor, strong Nipbl binding sites do not always 

correlate with strong cohesin binding sites [151,178].  At the rDNA transcribed region, cohesin 

subunit Rad21 binds weakly compared to Nipbl, while Nipbl appears to coat the entire 

transcribed region (Fig. 3-4, 3-8A, 3-10).  Previous studies demonstrated cohesin binding to 

rDNA in both yeast and mammalian cells at the non-transcribed spacer region [101,179].  

Furthermore, robust rRNA binding activity appears to be specific to Nipbl but not Rad21 (Fig. 3-

4).  Taken together, the Nipbl nucleolar pathway may be independent of cohesin.  However, 

whether other cohesin subunits besides Rad21 bind to the coding region of rDNA, and whether 

they associate with rRNA have not been tested.     
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The possible contribution of NIPBL nucleolar functions to CdLS pathogenesis 

         There is a class of diseases called ribosomopathy, which includes syndromes with 

mutations of genes involved in ribosome biogenesis [166].  Interestingly, the phenotypes of 

many ribosomopathies overlap with those seen in CdLS [166].  Recently the RBS patient cells, 

in which ESCO2 is mutated, were found to exhibit impaired ribosomal biogenesis, suggesting 

that RBS is a ribosomopathy though the underlying mechanism is not well understood [156].  L-

leucine had been used for treatment of various ribosomopathies [180,181], and also rescues 

developemtnal phenotypes in ESCO2 depleted zebrafish [175].  This further supports the idea 

that RBS is a ribosomopathy.  Our data indicates that Nipbl regulate rRNA synthesis and 

participate in the nucleolar stress response pathway.  Perhaps some of CdLS phenotypes such 

as smaller body size and skeletal abnormalities may be caused by impaired ribosome 

biogenesis.  A recent study also showed that L-leucine can ameliorate the developmental 

defects of Nipbl-depleted zebrafish [182].  These evidences suggest that CdLS may also be a 

ribosomopathy.  However, whether the actual protein translation is affected by Nipbl depletion in 

mammalian cells remains to be tested.   
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Figure. 3-1 Schematic diagram of the tripartite structure in nucleolus 

(Modified from published paper [158].) 
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Figure. 3-2 Nipbl localization in nucleoli in mouse and human cells. (Immunofluorescence) 

(A) Nipbl and B23 costain in MEFs (Left); Nipbl and fibrillarin costain in MEF (Right).  (B)  Nipbl 
staining in E15.5 mouse embryonic brain sections.  (C)  NIPBL and B23 costain in KD3 
immortalized myoblasts.  (D)  NIPBL and B23 costain in U2OS cells.   
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Figure. 3-3 Nipbl localization in nucleoli in mouse and human cells (Biochemical analyses) 

 (A)  Cellular fractionation which separates the cytoplasmic, nuclear and nucleolar fractions in 
MEFs followed by Western blotting.  (B)  Cellular fractionation in 293T followed by Western 
blotting.    
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Figure. 3-4  Nipbl nucleolar foci decrease in Nipbl siRNA- treated MEFs and Nipbl +/- 
MEFs 

(A) Nipbl staining in wildtype and Nipbl +/- MEFs (left).  Nipbl staining in control and Nipb siRNA 
treated MEFs (right).  (B)  Depletion level determined by RT q-PCR.  Numbers in the table 
represents ―amount of Nipbl when control is set as 1‖ ± ―standard deviation‖.   (C)  Quantification 
of proportion of cells that have or don’t have nucleolar Nipbl foci.  (D) Nipbl and B23 co-staining 
in MEFs treated with control and Nipbl siRNA. 
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Figure. 3-5  Nipbl binds to the rDNA transcribed region 
(A) Schematic diagram showing location of primer sets at the mouse rDNA region.  (B) Nipbl, 
Rad21 and CTCF ChIP at rDNA region and two cohesin sites (Ebf1 and Cebpb) in MEFs.  (C)  
Schematic diagram showing location of primer sets at the human rDNA region.  (D) Nipbl ChIP 
at rDNA region and other known cohesin/ NIPBL sites.  D4Z4 is known to be bound by both 
cohesin and NIPBL [101].  Scc2#2 is a known NIPBL site identified by us previously (data not 
shown).  Myc- P2 is a known cohesin binding site.   
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Figure. 3-6  Nipbl positively affects rRNA transcripts level 

(A)  Example of a MEF cell labeled with FU and triple- stained with BrdU, Nipbl, and B23 
antibody.   (B)  Quantification of Nipbl nucleolar staining versus FU labeling signals (left).  N= 55.  
Quantification of Nipbl nucleolar staining versus B23 nucleolar staining (right).  N=50.  (C)  RT-
qPCR checking the pre- rRNA transcripts (5’ETS and ITS) level after Nipbl depletion in MEFs.  
The siRNA used here is Nipbl-2 siRNA.  Result is averaged from 4 independent experiments. 
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Figure. 3-7  Nucleolar localization of Nipbl is dependent on RNA. 

(A)  Control (no treatment) MEFs stained with Nipbl and B23 antibodies.  (B)  RNase- treated 
MEFs stained with Nipbp and B23 antibodies.  (C)  Control (no treatment) MEFs stained with 
Nipbl and fibrillarin antibodies.  (D)  RNase- treated MEFs stained with Nipbp and fibrillarin 
antibodies. 
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Figure. 3-8  Nipbl binds to rRNA 

(A) CLIP analyses using Nipbl, Rad21 and CTCF antibodies for immunoprecipitation. RT-qPCR 
was done to check 18S rRNA amount in MEFs.  (B)  CLIP signal Comparison between Control 
and Nipbl-1 siRNA treated cells (Left).  CLIP signal Comparison between Control and Nipbl-2 
siRNA treated cells (right).  (C)  CLIP signal Comparison between Control and Rad21 siRNA 
treated MEFs.  (D)  CLIP followed by RNA radiolabeling and western blotting in both MEFs and 
293T.     
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Figure. 3-9  RNA-dependent binding of Nipbl to rDNA chromatin 

(A) Rnase treatment followed by Nipbl ChIP in MEFs.  (B)  Rnase treatment followed by B23 
ChIP in MEFs.   
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Figure. 3-10  Nipbl’s nucleolar localization is affected by H2O2, INK128 and AICAR.  

(A) Costaining of Nipbl and B23 in MEFs followed by H2O2 and INK128 treatment.  (B)  
Costaining of Nipbl and Ubf in MEFs followed by AICAR treatment. 
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Figure. 3-11  Nipbl’s nucleolar localization is affected by actinomycin D and H2O2. 

(A)  Costaining of Nipbl and B23 (top panel) and Nipbl and fibrillarin (bottom panel) after 
actinomycin D treatment.  (B)  Costaining of NIPBL and B23 in KD3 followed by H2O2 treatment. 
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Figure. 3-12  Nipbl binding to rDNA chromatin decreases upon nucleolar stresses 

(A) ChIP after H2O2 treatment in MEFs.  (B)  ChIP after AICAR treatment in MEFs. 
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Figure. 3-13  Model of Nipbl’s function in the nucleolus 

          Under normal circumstances, presence of pre-rRNA facilitates Nipbl binding to rDNA.  
Binding of Nipbl to rDNA further stimulates production of pre-rRNA.   
          When under adverse environment, stress signals to Pol I machineries to decreased 
affinity for the rDNA chromatin.  rRNA production is in terms decreased.  Decreased rRNA 
amount weakened Nipbl binding to rDNA chromatin, thus further strengthening the inhibition of 
rRNA transcription.    

 

 

 



83 

 

Table 3-1 The list of PCR primers 

  
Primer sequence 

ChIP- 
qPCR 

RT-
qPCR 

Species 
 
Source 

RI F CCTGTGAATTCTCTGAACTC V   Mouse  

RI R CCTAAACTGCTGACAGGGTG       [113] 

rDNA-ncRNA F TGTTCGGGCGGGACGATG V   Mouse  

rDNA-ncRNA R AGGTGTCGCCCGACAATG       [183] 

5'ETS F CCAAGTGTTCATGCCACGTG V V Mouse  

5'ETS R CGAGCGACTGCCACAAAAA       [184] 

18S F GAGGCCCTGTAATTGGAATGAG V V Mouse/ 
Human  

 

18S R GCAGCAACTTTAATATACGCTATTGG     [185] 

ITS F CCGGCTTGCCCGATTT V V Mouse  

ITS R GCCAGCAGGAACGAAACG       [184] 

28S F TTGAAAATCCGGGGGAGAG V V Mouse/ 
Human  

 

28S R ACATTGTTCCAACATGCCAG     [186] 

rDNA445 F CCCGTGAGGAGTGATTTCTAA V   Human  

rDNA445 R CGTGGGCCGGGCTGGTCTC       [101] 

Rnh1 F TCCAGTGTGAGCAGCTGAG  V Mouse Self 
made 

Rnh1 R TGCAGGCACTGAAGCACCA    

H42.9  
(rDNA-TSS) F CCCGGGGGAGGTATATCTTT V   Human 

 

H42.9  
(rDNA-TSS) R CCAACCTCTCCGACGACA       

[187] 

Ebf1- In F CACTATGGAATCCGCTCAGG V   Mouse Self 
made Ebf1- In R CTCGCGGACAGTTTCTGATT       

Cebpb F AGAGTTCTGCTTCCCAGGAGT V   Mouse Self 
made Cebpb R GGAAACAGATCGTTCCTCCA       

Cebpd F CTCAGCAAGCCACAATTTCA V   Mouse Self 
made 

Cebpd R GCTCTGGCATTTCTTCTTGG       

D4Z4 F CCGCGTCCGTCCGTGAAA V   Human  

D4Z4 R TCCGTCGCCGTCCTCGTC       [101] 

Scc2#2 F CGGGGTTTCCTACTTAGCAGAGCA V   Human Self 
made Scc2#2 R AAAGCCGCACCTATTCCAAACAAG       

Myc-P2 F AGGGCTTCTCAGAGGCTTG V   Human Self 
made 

Myc-P2 R TGCCTCTCGCTGGAATTACT       
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Table 3-2 Antibodies and their applications in the study 

Antibody Vendor Immunostaining Western blot 
ChIP/  
CLIP 

Nipbl- C (In-house) 1:200 - 1:500 1:1000 5ug 

Nipbl- N (In-house) - 1:1000 - 

Mau2 (In-house) - 1:100 - 

B23 
GeneTex 
GTX10530 1:100 1:500 5ug 

Fibrillarin 
GeneTex 
GTX24566 1:500 1:2000 - 

Ubf 
Santa Cruz sc-
13125X 1:200 1:2000 - 

RPA194 
Santa Cruz sc-
48385 - 1:200 - 

SMC1 (In-house) - 1:5000 - 

SMC3 (In-house) - 1:5000 - 

Rad21 (In-house) - 1:5000 5ug 

CTCF Millipore 07-729 - 1:2000 10ul 

α- tubulin Sigma T9026 - 1:2000 - 

BrdU 
GeneTex 
GTX27384 1:100 - - 

Pre- IgG (In-house) - - 1ul 
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Chapter Four 

 

D4Z4 Heterochromatin and FSHD 

 

 

 

 

 

Part of this chapter was published in a paper entitled-  

―Genetic and Epigenetic Characteristics of FSHD-Associated 4q and 10q D4Z4 that are Distinct 

from Non-4q/10q D4Z4 Homologs‖ 

Weihua Zeng,* Yen-Yun Chen,* Daniel A. Newkirk, Beibei Wu, Judit Balog, Xiangduo Kong, 

Alexander R. Ball Jr., Simona Zanotti, Rabi Tawil, Naohiro Hashimoto, Ali Mortazavi, Silv`ere M. 

van der Maarel, and Kyoko Yokomori.¶  

 

* These authors contributed equally to the work. 

¶ Corresponding author. 
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Abstract 

 

            Facioscapulohumeral dystrophy (FSHD) is one of the most prevalent muscular 

dystrophies. The majority of FSHD cases are linked to a decreased copy number of D4Z4 

macrosatellite repeats on chromosome 4q (FSHD1). Less than 5% of FSHD cases have no 

repeat contraction (FSHD2), most of which are associated with mutations of SMCHD1. FSHD is 

associated with the transcriptional derepression of DUX4 encoded within the D4Z4 repeat, and 

SMCHD1contributes to its regulation. We previously found that the loss of heterochromatin mark 

(i.e. histone H3 lysine 9 tri-methylation (H3K9me3)) at D4Z4 is a hallmark of both FSHD1 and 

FSHD2. However, whether this loss contributes to DUX4 expression was unknown.  We found 

that the suppression of H3K9me3 resulted in displacement of SMCHD1 at D4Z4 and increases 

DUX4 expression in myoblasts.  The results indicate the significance of the loss of D4Z4 

heterochromatin in FSHD pathogenesis, supporting the notion that FSHD is an epigenetic 

abnormality disease.  To investigate whether there are additional heterochromatin changes in 

FSHD and possibly define the disease-specific epigenome, we attempt to examine potential 

alterations of H3K9me3 and H3K27me3 as well as HP1γ and cohesin’s association with 

chromatin in primary FSHD myoblasts compared to the control myoblasts in a global scale.  We 

also utilize KD3, an immortalized human myoblasts cell line to interrogate the epigenetic 

changes associated with myotube differentiation.  These experiments will further our 

understanding of the relationship between gene expression and epigenetic landscapes 

associated with myogenesis and FSHD development.  
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Introduction 

 

 FSHD is an autosomal dominant muscular dystrophy characterized by progressive 

wasting of facial, shoulder, and upper arm musculature [88]. The majority of FSHD cases (>95%) 

are caused by monoallelic partial deletion of D4Z4 repeat sequences at the subtelomeric region 

of chromosome 4q (4qter D4Z4) (FSHD1 (OMIM 158900)) [88,90].  D4Z4 is a 3.3 kb 

macrosatellite repeat that contains an open reading frame for the double-homeobox 

transcription factor DUX4 retrogene (OMIM 606009) [92,93,94]. There are only one to ten D4Z4 

repeats in the contracted allele in FSHD1, in contrast to 11~150 copies in the intact allele. In the 

more rare form of FSHD (<5% of cases), there is no D4Z4 repeat contraction (FSHD2) [91,188]. 

A recent study found that the SMCHD1 gene (OMIM 614982) is mutated in >80% of FSHD2 

cases (OMIM 158901) [100]. 

             FSHD occurs only in individuals with a 4qA haplotype with specific single-nucleotide 

polymorphisms in the chromosomal region distal to the last D4Z4 repeat (creating a non-

canonical polyadenylation signal for the DUX4 transcript) [97,189,190,191] with some 

exceptions [192]. While multiple transcripts encoding different parts of the DUX4 protein have 

been identified [193], expression of the full-length DUX4 transcript (DUX4fl) is most closely 

associated with FSHD [94,97]. Overexpression of DUX4fl caused differentiation defects in 

human myoblasts and mouse C2C12 muscle cells, and FSHD-like phenotypes in zebrafish 

[96,194,195]. Furthermore, though the DUX4fl expression can occasionally be observed in 

unaffected individuals at very low levels (suggesting the presence of additional disease modifier 

genes), activation of a subset of the DUX4fl target genes has been observed in patient cells in 

multiple studies, supporting the significance of DUX4fl in FSHD [93,196,197,198,199]. 
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            The chromatin environment plays a significant role in gene regulation in normal 

development and disease [200].  Epigenetic alteration of D4Z4 chromatin was found to be a 

common link between FSHD1 and FSHD2 [101,188].  D4Z4 repeats contain transcriptionally 

repressive heterochromatin harboring DNA hypermethylation and histone H3 lysine 9 

trimethylation (H3K9me3) together with H3K27me3 [101,188] . Using chromatin 

immunoprecipitation (ChIP) analysis, we found a specific loss of H3K9me3 at the D4Z4 repeat 

sequences in both FSHD1 and FSHD2 patient proliferating cell cultures [101]. Importantly, this 

change is highly specific for FSHD; no significant change of H3K9me3 was observed in other 

muscular dystrophies, some of which share similar clinical phenotypes [101].  This change is 

seen not only in affected muscle cells, but also in patient fibroblasts from skin biopsies and 

lymphoblasts from blood samples [101]. This indicates that the loss of H3K9me3 is not an 

epiphenomenon of dystrophic muscle. Although D4Z4 DNA was also shown to be 

hypomethylated in FSHD, we showed that the H3K9me3 loss is not a downstream consequence 

of DNA hypomethylation since H3K9me3 is intact in the phenotypically unrelated 

immunodeficiency-centromeric instability-facial anomalies (ICF) syndrome, in which D4Z4 is 

severely DNA-hypomethylated [101] due to mutations in the DNA methyltransferase 3B 

(DNMT3B) gene [201,202].  Nevertheless, the loss of DNA methylation and H3K9me3 indicate 

the perturbation of heterochromatin structure at D4Z4 in FSHD, strongly suggesting that FSHD 

is an epigenetic abnormality disease associated with the impairment of heterochromatin at D4Z4. 

We also found that the heterochromatin binding protein HP1γ and the higher-order chromatin 

organizer cohesin are co-recruited to D4Z4 in a H3K9me3-dependent and cell type-specific 

manner, and are lost in FSHD as a consequence of the loss of H3K9me3 [101].  FSHD-specific 

loss of heterochromatin in this region is thought to contribute to the derepression of DUX4 

[93,94,97]. However, this hypothesis has not been explicitly tested.  In this study, we report the 

effect of the inhibition of H3K9me3 on DUX4fl expression.  We found that decreased H3K9me3 
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results in the reduced SMCHD1 binding to D4Z4 and derepression of DUX4fl expression, 

demonstrating the significance of the loss of the H3K9me3 heterochromatin at D4Z4 in gene 

regulation. 

              Besides DUX4, there were evidences of global expression changes associated with 

FSHD [203,204].  There may be other key genes important for FSHD pathogenesis.  HP1γ is 

known to have the property to spread gene silencing [205] and also has been suggested to 

promote chromatin interactions [206].  Cohesin is known to mediate long distance chromatin 

interactions to regulate gene expression [79].  One possibility for the involvement of D4Z4 

heterochromatin in gene regulation is that it makes contact with, and represses, distant target 

genes via long-distance chromatin: chromatin interactions by spreading a silencing effect in 

normal cells (Fig. 4-1).  We hypothesize that in FSHD the loss of H3K9me3, and therefore of 

HP1γ and cohesin, results in the loss of these chromatin interactions, thereby causing abnormal 

derepression of these distant target genes that leads to the dystrophic phenotype.  In order to 

test this hypothesis, we began performing epigenomic analyses on primary FSHD and control 

myoblasts to investigate the possible global distribution changes of H3K9me3, H3K27me3, 

HP1γ, and cohesin associated with the disease.  If D4Z4 affects gene silencing at other distant 

regions by HP1γ and cohesin, we expect to see similar loss of H3K9me3/ HP1γ/ cohesin in 

FSHD at these regions.  It is also possible that we may be able to identify an epigenetic 

signature specific to FSHD.  
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Materials & Methods 

 

Cells and antibodies 

             KD3 human myoblasts immortalized by the expression of telomerase, cyclin D1, and 

mutated cyclin-dependent kinase 4 are grown and differentiated as previously described [161].   

The primary myoblasts (listed in table 4-1) were kindly given by Drs. Rabi Tawil and Marina 

Mora.  Primary myoblasts were grown in F10 (Life Technologies) supplemented with 20% FBS, 

10 ng/ml bFGF (Biopioneer), 20 ng/ml dexamethasone, and 50U/ml penicillin-streptomycin. 

Passaging ratio for primary myoblasts is between 1:2 ~ 1:4.  Freezing media for primary 

myoblasts consists of 90% serum and 10% DMSO.  Rad21 antibody was previous described 

[111].  H3K9me3 (309M3A) antibody [207] was a kind gift from Dr. Shohei Koide.  All antibodies 

were listed in Tables. 4-3 and 4-4.  

Chaetocin, auranofin and H2O2 treatment 

           KD3 myoblasts that reached approximately 80% confluency were treated with 0.4 mM 

chaetocin (Sigma C9492) and harvested after 24 hrs. Cells were also treated with the 

Thioredoxin Reductase (TrxR) inhibitor auranofin (Sigma A6733) (1μM) for 24 hrs or 0.5 mM 

H2O2 for 3 hrs.  The effects of different treatments on D4Z4 H3K9me3 and DUX4fl expression 

were analyzed by ChIP-PCR and RT-nested set PCR as described in Table 4-2. 

Lentiviral shRNA transduction 

         Non-Target shRNA Control (Sigma: SHC002) and the lentiviral shRNA against human 

SUV39H1 (TRCN0000157251, Sigma) were transfected into 293T cells along with Lentiviral 

packaging plasmids, using Lipofectamine 2000 (Life Technologies). Supernatants were 



91 

 

collected 36 and 60 hours posttransfection, passed through a 0.45 μm nitrocellulose filter and 

applied on KD3 cells in the presence of polybrene (1μg/mL). The next day, cells were selected 

with puromycin for 48 hours (2μg/ml, Sigma). 48 hours after infection, cells were transferred to 

10 or 15 cm dishes and maintained 2 days before harvesting for experimental purposes. 

DUX4 nested RT-PCR 

          Total RNA was extracted using the Qiagen RNeasy Plus kit. Two to five μg of RNA was 

used for double-stranded cDNA synthesis according to manufacturer’s protocol (Life 

Technologies) with the exception of using enzymes purchased from New England Biolabs. 

cDNA was purified by Qiagen PCR purification kit and eluted in 40 μl EB buffer. The nested 

PCR was done using the primer sets (182 - 183 and 1A - 184) previously published [94]. The 

PCR cycling protocol is as follows: 95 °C 2 min, 95 °C 30 sec, 62 °C 30 sec, 72 °C 1 min 40 sec 

(repeat 34 times), then 72 °C 10 min. PCR enhancer system (Invitrogen 11495-017) was used 

for the nested PCR. The PCR products were loaded on agarose gel and the observed bands 

were cut out for sequencing to confirm the DUX4 identity. At least 3 independent experiments 

were performed and the representative experiment was shown. 

ChIP analysis for manual PCR  

        The ChIP analysis was performed based on the protocol from the Upstate ChIP assay kit 

with some modifications.  Approximately 6 x 106 cells were used per IP. Cells were cross-linked 

with 1% formaldehyde for 10 min at room temperature.  Glycine was added to a final 

concentration of 0.125 M to stop cross-linking. Cells were washed twice with PBS and collected 

by scraping.  Approximately 2 x 107 cells were resuspend in 1ml of Farnham lysis buffer (5 mM 

PIPES pH 8.0 / 85 mM KCl / 0.5% NP-40/ protease Inhibitors), centrifuged for 5min 2000 rpm at 

4°C.  In terms of RNase treated ChIP, pellets were re-suspended in 1ml RIPA buffer (PBS / 1% 
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NP-40 / 0.5% sodium deoxycholate / 0.1% SDS/ protease Inhibitors).  RNase A was added to 

the lysate with final concentration of 500ug/ml.  Both the lysate with and without RNase A were 

incubated at 37°C for 1 hour.  SDS was added to the lysate after RNase treatment to a final 

concentration of 0.5% to facilitate sonication.  For other ChIP experiments in the study, sample 

pellets were resuspended in SDS buffer (50mM Tris-HCl pH 8.0/ 10mM EdTA/ 1% SDS) after 

Farnham lysis and subjected to sonication.  The lysates were sonicated using bioruptor 

(Diagenode UCD-200) to fragments averaged around 300-500bp.  The extracts were diluted 

with ChIP dilution buffer (0.01% SDS, 1.1% Triton X-100, 1.2 mM EDTA, 16.7 mM Tris-HCl (pH 

8.1), 167 mM NaCl) with protease inhibitors and centrifuged for 10 min at 10,000 g at 4 °C.  

Extracts were precleared for 1 h with protein A-Sepharose (GE Healthcare) supplemented with 

1mg/ml BSA.  10% of the extract for each sample was taken as input DNA.  Antibodies was 

added to the extracts for each IP and incubated overnight at 4°C on a rotator platform.  Amount 

of antibodies used in ChIP is documented in table 4-3. The next day, the antibody-bound 

complexes were immunoprecipitated with protein A-Sepharose beads for 1 h and subsequently 

washed with low-salt buffer (0.1% SDS/ 1% Triton X-100/ 2 mM EDTA/ 20 mM Tris-HCl  pH 8/ 

150 mM NaCl), high-salt buffer (0.1% SDS/ 1% Triton X-100/ 2 mM EDTA, 20 mM Tris-HCl  pH 

8/ 500 mM NaCl), lithium salt buffer (0.25 M LiCl/ 1% Nonidet P-40/ 1% deoxycholate/ 1 mM 

EDTA/ 10mM Tris-HCl pH 8), and TE (10mM Tris-HCl/ 1 mM EDTA pH 8.0).  DNA was eluted 

off the beads with 200ul of elution buffer (1% SDS/ 0.1 M NaHCO3) on a rotator platform at 

room temperature for 1 hour.  The eluates were collected and reverse crosslinked overnight at 

65°C along with the input lysates.   Quantitative PCR (q-PCR) was performed using the CFX96 

real-time PCR detection system (Bio-Rad) with SYBR premix Ex Taq II (Clontech RR820B).  

ChIP DNA was purified with Qiagen PCR purification kits.  ChIP signal was normalized by 

subtracting the preimmune IgG ChIP signal, then divided by input DNA signal.  Alternatively, 
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H3K9me3 ChIP was normalized with pan-histone H3 antibody ChIP (Abcam ab1791) as 

recently described [208].  Primers were listed in table 4-2. 

Immunostaining in KD3 cells 

            Cells were fixed in 4% paraformaldehyde in PBS for 10 min, then blocked/ extracted in 

SNBP/ 0.1% Gelatin/ 4% heat inactivated horse serum/ 4% goat serum/ 0.1% triton-X for 30 min 

at 37°C.  SNBP buffer is PBS with 0.02% saponin, 0.05% NaN3 and 1% BSA.  Primary and 

secondary antibodies were diluted in SNBP/ 0.05% gelatin/ 1% heat inactivated horse serum/ 

1% goat serum.  Coverslips were incubated in primary antibodies for 30 min at 37°C followed by 

three SNBP washes.  Then coverslips were incubated in secondary antibodies for 30 min at 

37°C followed by three SNBP washes.   Then coverslips were stained with DAPI, washed by 

water and mounted by Antifade (Life Technologies).  Antibodies used for staining and specific 

dilutions were listed in Table 4-3. 

Sample preparations for epigenomic analyses 

             ChIP-sequencing (ChIPseq) was done using the protocol from Dr. Richard Myers 

available online (http://myers.hudsonalpha.org/documents/Myers%20Lab%20ChIP-

seq%20Protocol%20v042211.pdf).   Antibodies used for the epigenomic analyses were listed in 

Table 4-4. RNA-sequencing (RNAseq) was done according to the published paper [135].  

Recombinant H3K9me3 antibody (309M3A) [207] was a kind gift from Dr. Shohei Koide.  

309M3A antibody needs to be linked to streptavidin beads before used for ChIP. The linkage 

protocol was described in Dr. Koide’s paper [207].  NanoString assays were done according to 

the published paper [209].  DNase-seq will be done according to the published protocol [210].  

http://myers.hudsonalpha.org/documents/Myers%20Lab%20ChIP-seq%20Protocol%20v042211.pdf
http://myers.hudsonalpha.org/documents/Myers%20Lab%20ChIP-seq%20Protocol%20v042211.pdf
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Results 

 

Inhibition of H3K9me3 results in DUX4fl expression  

              We previously determined that SUV39H1 histone methyltransferase (HMTase) is 

responsible for H3K9me3 at D4Z4 in HeLa cells [101]. Based on these results, we treated 

immortalized human KD3 myoblasts with chaetocin, a SUV39 HMTase inhibitor (Fig. 4-2). We 

confirmed that H3K9me3 is present at D4Z4 in this cell line, and found that the chaetocin 

treatment indeed decreased H3K9me3 at D4Z4 (Fig. 4-2A, left). Consistent with this, chaetocin 

treatment resulted in transcriptional derepression of DUX4fl (Fig. 4-2A, right). The identity of the 

DUX4fl-specific PCR product was confirmed by sequencing.  Chaetocin was also shown to 

inhibit TrxR [211].  Upregulation of HMOX1 is a marker for TrxR inhibition [212,213].  We found 

that HMOX1 is indeed upregulated in cells treated with chaetocin similar to cells treated with 

auranofin, a TrxR inhibitor, indicating that chaetocin under our condition also inhibits TrxR (Fig. 

4-2D). Unlike chaetocin, however, treating cells with auranofin failed to affect H3K9me3 at D4Z4 

or DUX4fl expression, indicating that the observed chaetocin effect on H3K9me3 and DUX4fl 

expression at D4Z4 is not due to TrxR inhibition (Fig. 4-2B).  Since TrxR inhibition leads to 

oxidative damage induction [211], and oxidative stress has been shown to be associated with 

FSHD [214], we also treated cells with H2O2.  This failed to exhibit any effect on DUX4fl 

expression, indicating that the chaetocin treatment’s effect on DUX4 expression is not the result 

of oxidative stress (Fig. 4-2B, right).  Chaetocin was also shown to affect G9a HMTase [215].  

Under our treatment condition, we found that H3K9me3 at the c-Myc region, which was shown 

to be mediated by G9a in HeLa cells [216], was also suppressed, suggesting that G9a is also 

inhibited (Fig. 4-2E).  Thus, although G9a depletion had no effect on H3K9me3 at D4Z4 in HeLa 

cells[101], we cannot exclude the possibility that G9a may contribute to D4Z4 heterochromatin 
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organization in the context of myoblasts.  Nevertheless, we observed H3K9me3 reduction at 

D4Z4 in SUV39H1 shRNA-transduced cells, strongly supporting the significant role of SUV39H1 

in H3K9me3 at D4Z4 in myoblasts (Fig. 4-2C left).  Importantly, SUV39H1 depletion led to 

DUX4fl induction (Fig. 4-2C, right). Taken together, the results indicate that the inhibition of 

H3K9me3 at D4Z4 under these experimental conditions contributes to the de-repression of 

DUX4. 

Inhibition of H3K9me3 results in the loss of SMCHD1 binding 

            SMCHD1 was found to bind to D4Z4 and depletion of SMCHD1 results in transcriptional 

de-repression of DUX4fl [100].  Since SMCHD1 associates with the H3K9me3 domains of the 

inactive X chromosomes to modulate chromatin compaction [217], we tested whether H3K9me3 

also dictates SMCHD1 association at D4Z4. Both chaetocin treatment and SUV39H1 shRNA 

depletion resulted in the significant loss of SMCHD1 binding to D4Z4 (Fig. 4-3). Neither 

treatment affected the SMCHD1 protein level (Fig. 4-3 right). Thus, the results indicate that one 

important downstream effector of H3K9me3 is SMCHD1, and suggest that the loss of H3K9me3 

at D4Z4 in FSHD contributes to decreased SMCHD1 binding to D4Z4 leading to DUX4fl 

expression. 

FSHD Epigenomic analyses 

          Previously our lab found that the loss of H3K9me3/ HP1γ/ cohesin to be an epigenetic 

feature associated with FSHD at the D4Z4 region [101].  Whether this signature loss of 

heterochromatic feature affects the gene expression or epigenome in a global scale is unknown.  

In order to characterize the epigenomic landscapes associated with FSHD, we began to 

examine the H3K9me3 and H3k27me3, as well as HP1γ and cohesin binding genome-wide in 

primary FSHD and control myoblasts by conducting ChIP sequencing using specific antibodies.  
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We are using two normal myoblasts, three FSHD1 and three FSHD2 myoblasts, and the cells 

were listed in table 4-1.  These cells have been tested and show at least 70% of cells positive of 

Desmin, a marker of the myo-lineage [218].  To associate the epigenetic changes with 

expression patterns, we also performed RNA pol II (RNAPII) ChIP-seq and RNA sequencing 

(RNA-seq) in the same cell samples.  Since microRNAs (miRNAs) are known to play a role in 

muscle development [219], we examine the miRNA expression patterns in the primary 

myoblasts by NanoString assay.  We are in the data collection phase of the project, as shown in 

table 4-5.  The boxes shaded in grey represent the samples that we completed data collection 

and are ready to begin the data analysis.  The boxes that are left in white represent those 

samples that are still in the process of data collection.  This project is in collaboration with Dr. Ali 

Mortazavi here at UCI.  We hope by these experiments we will be able to find distinct 

epigenomic patterns associated with FSHD, and identify the distant genomic loci possibly 

controlled by the D4Z4 heterochromatin.   

KD3 as a model to study human myogenesis 

              Primary myoblasts are difficult to maintain, have limited dividing potential and are prone 

to alterations of characteristics when grown in culture.  Thus it is highly desired to have a model 

cell line to study human myogenesis in detail.  A protocol for human myoblasts immortalization 

has been created by Shiomi. et al [161].  The KD3 cell line has been created with the 

introduction of mutated Cdk4, cyclinD1 and telomerase [161].  The KD3 line has normal ploidy, 

high proliferation activity and can be easily induced to differentiate [161].  We aim to establish 

the KD3 line as a model for human myogenesis.  We have verified that the muscle 

differentiation markers were induced after 3 days of differentiation (Fig. 4-5A).  The cells were 

also fused together and became multinucleated (Fig.4-5A), demonstrating that the cells formed 

myotubes successfully.  RNA-seq analyses demonstrated upregulation of transcripts associated 
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with muscle differentiation, such as MYBPH, MYOG, and MYH3 (Fig. 4-5B).   Genes that are 

involved in cell cycle progression such as CENPF and BUB1 were downregulated upon 

differentiation (Fig. 4-5B).  ID1, which had been shown as a negative regulator of myogensis 

[220], was indeed downregulated in myotubes (Fig. 4-5B).  RNAPII binding to MYOG is 

increased upon differentiation and ID1 decreased, corresponding to the gene expression 

changes (Fig. 4-5C).  These evidences demonstrated that KD3 differentiation faithfully 

recaptures the human myogenesis process, and may serve as a good model to study human 

myogenesis.  We are in the process of investigating the epigenetic changes in these cells upon 

differentiation.  We are performing ChIPseq analyses for H3K9me3, H3K27me3, HP1γ, cohesin, 

CTCF and RNAPII for undifferentiated and differentiated KD3 (Table 4-5).  We prepared two 

sets of samples (cells prepared at different times) in terms of undifferentiated and differentiated 

cells.  RNA-seq and NanoString experiments for miRNA expression were done, and DNase-seq 

for capturing the open chromatin is in progress.  The samples that had been finished with 

sequencing were colored with grey; the samples that are still in process were left white (Table 4-

5).  KD3 data will be compared to those of primary normal and FSHD myoblasts in collaboration 

with Dr. Ali Mortazavi here at UCI.  All NanoString and DNase-Seq procedures were/ will be 

performed by Dr. Weihua Zeng in the Mortazavi lab.   
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Discussion 

 

 In the current study, we demonstrated the significance of the H3K9me3 heterochromatin 

in DUX4 gene regulation and SMCHD1 assembly at D4Z4, demonstrating for the first time the 

biological relevance of the loss of H3K9me3 in FSHD pathogenesis.  The epigenomics study for 

FSHD and KD3 differentiation is undergoing, and the experimental plans will be discussed.  

H3K9me3 affects DUX4fl expression            

           Although the loss of H3K9me3 at D4Z4 observed in both FSHD1 and FSHD2 patients 

was postulated to contribute to disease-specific gene alterations [101], this has not been 

experimentally proven. We previously demonstrated that SUV39H1 plays a critical role in 

mediating H3K9me3 at D4Z4 [101]. Using immortalized myoblasts, we showed that DUX4fl 

expression is indeed increased when H3K9me3 is inhibited either by a chemical inhibitor or by 

shRNA against SUV39H1. This provides important evidence that H3K9me3 plays a role in 

DUX4fl repression, supporting our hypothesis that disruption of D4Z4 H3K9me3 

heterochromatin affects gene expression in FSHD. While these immortalized cells retain 

differentiation capability in vivo and in vitro with expression of appropriate marker genes [161], 

further analysis is necessary to determine to what extent loss of H3K9me3 affects expression of 

DUX4 and other genes in the context of primary patient muscle cells and tissues. Furthermore, 

other H3K9 HMTases, such as G9a, may contribute to H3K9me3 regulation at D4Z4 in a 

myogenic context, though SUV39H1 depletion alone was shown to have a significant effect on 

DUX4fl expression in our study. 
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H3K9me3 affects SMCHD1 binding at D4Z4 

           SMCHD1, an epigenetic gene silencer mutated in >80% of FSHD2 patients and severe 

cases of FSHD1, binds to D4Z4 and its depletion results in expression of DUX4fl [100,221]. How 

SMCHD1 is recruited to D4Z4 chromatin, however, was unclear. We found that suppression of 

H3K9me3 affects SMCHD1 association with D4Z4, indicating that SMCHD1 is a component of 

D4Z4 H3K9me3 heterochromatin.  This raises the possibility that SMCHD1 binding to D4Z4 is 

already impacted by the loss of H3K9me3 in FSHD even in those FSHD1 and FSHD2 cases in 

which the SMCHD1 gene is intact, and this may be further worsened in the cases with the 

haploinsufficiency mutations of SMCHD1. It will be important to test whether SMCHD1 binding 

to D4Z4 is indeed reduced in primary patient myoblasts. Because SMCHD1 was found to 

mediate DNA methylation [98,99,222], it is possible that SMCHD1 contributes to DNA 

hypermethylation observed at D4Z4, which is lost in FSHD [188]. Thus, we propose that 

H3K9me3 contributes to the recruitment of SMCHD1, which in turn mediates DNA methylation 

at D4Z4 (Fig. 4-4).  Although SMCHD1 associates with the inactive X chromosome through 

interaction with XIST RNA in the chromatin domains enriched for H3K27me3 (though 

H3K27me3 itself is not required), it also associates with the H3K9me3 domains via the HP1 

binding protein HBiX1 [217]. Thus, it would be interesting to further examine the relationship 

between SMCHD1 and HP1γ/cohesin that assemble at D4Z4 in an H3K9me3-dependent 

manner [101]. Nevertheless, our results suggest that such diminished binding of downstream 

effectors of H3K9me3 may be a key event leading to pathogenic alteration of DUX4 gene 

expression (Fig. 4-4) and possibly of additional target genes in FSHD. 

Hyper-variability in the characteristics of primary myoblasts  

              While growing and expanding the primary myoblasts for high- throughput sequencing, 

we noticed a great deal of variability among the samples.  Each sample has different dividing 
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speed and morphological characteristics.  Some samples have very low percentage (<30%) of 

cells that are desmin- positive, indicating that the samples were contaminated with non-

myogenic cell populations, or the samples changed characteristics before we tested them.  The 

cells also change properties throughout time. Some samples started with a large population of 

desmin-positive cells but the population diminished after a few passages; while other samples 

retained the large desmin-positive population even after 10 rounds of passaging.  Proliferation 

rate and cell morphology may or may not change throughout passages.  The percentage of 

desmin-positive cells, the proliferation speed and the morphological changes do not seem to 

correlate with each other.  We strived to do the experiments using the samples that had high 

proliferation rate, strong desmin staining and homogenous morphology, but there were always 

unpredictability even the samples were cultured the same way.  In order to get the data of high 

quality from these cells, it is best to monitor the properties of these cells regularly (eg. check the 

expression of markers genes) and obtain enough cells for experiment with the lowest passage 

number as possible.     

Epigenomic analyses of primary FSHD and normal myoblasts and immortalized KD3 

myoblasts  

            With the genomic data in hand, we are in the process of analyzing whether there is 

systematic difference between control, FSHD1 and FSHD2 in terms of both epigenetic marks 

and gene expression patterns.  Regions with the concomitant loss of H3K9me3, HP1γ, and 

cohesin will be identified and tested for possible chromatin interactions with D4Z4 region using 

both chromatin conformation capture and fluorescent in situ hybridization.  SUV39H1, cohesin 

and HP1γ will be depleted in normal myoblasts (or KD3) to assay the effect on chromatin 

interactions as well as the effect on gene expression of the interacting loci.   The KD3 ChIPseq 

and DNase-seq data are being compared to RNA-seq and NanoString data to determine 
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whether there are epigenetic changes associated with gene expression change when myoblasts 

undergo differentiation.   By correlating epigenetic and gene expression changes, we may be 

able to determine the nuclear reprogramming critical for muscle cell differentiation and 

development of muscular dystrophy.  Another goal is to generate immortalized myoblasts for 

FHSD using the protocol that generated the KD3 cells [161].  If we have immortalized myoblasts 

for both normal and FSHD, it would be easy to induce differentiation to compare the normal and 

FSHD cells differentiation process.  By this method we may be able to find important molecular 

nuances that we would miss with primary cells that are hyper-variable.   
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Figure 4-1. Model of how H3K9me3/ HP1γ/ cohesin loss can regulate epigenetic status 
and expression at distant locations 

Since we observed a specific loss of H3K9me3/ HP1γ/ cohesin in FSHD [101], this is a possible 
model for the spreading of the epigenetic change at D4Z4 to other genomic regions in FSHD. 
HP1γ and cohesin may contribute to the physical interactions of the heterochromatic D4Z4 
region with other genomic regions leading to the spreading of the silencing effect to putative 
target genes in normal cells. In FSHD, the loss of H3K9me3 (but not H3K27me3), HP1γ, and 
cohesin from D4Z4 results in loss of chromatin interaction and derepression of these genes 
leading to muscular dystrophy. 

(The model had been published in [101]) 
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Figure 4-2. Inhibition of H3K9me3 results in DUX4fl upregulation.  

(A) The effect of chaetocin on H3K9me3 at D4Z4 and DUX4 expression in KD3 myoblasts. Left: 
H3K9me3 ChIP-PCR analysis of D4Z4 and rDNA regions in DMSO and chaetocin-treated KD3 
cells. Right: RT-PCR analysis of DUX4fl expression. Nested set RT-PCR analysis of DUX4fl 
expression as described (Snider et al., 2010) in KD3 human myoblasts treated with DMSO only 
or chaetocin as indicated at the top. The PCR products were sequenced to confirm their identity. 
GAPDH RT-PCR serves as a control. (B) Comparison of the effects of chaetocin and auranofin 
treatments on D4Z4 H3K9me3 and DUX4 expression. Left: H3K9me3 ChIP-PCR analysis of the 
D4Z4 region in auranofin- and chaetocin-treated cells. Right: DUX4fl and GAPDH RT-PCR 
analyses as in (A). Untreated control, H2O2, DMSO-treated, auranofin, or cheatocin-treated 
cells werecompared. (C) The effect of SUV39H1 depletion on D4Z4 H3K9me3 and DUX4 
expression. Lentiviral shRNA against SUV39H1 was used for depletion. Left: RT-qPCR analysis 
of SUV39H1 depletion in control and SUV39H1 shRNA-treated cells. Middle: ChIP-PCR 
analysis of H3K9me3 at D4Z4 in control and SUV39H1 shRNA-treated cells. Right: Top, DUX4fl 
and GAPDH RT-PCR as in (A); Bottom, western blot analysis of control and SUV39H1-depleted 
cells with antibodies specific for H3K9me3 and H2A.  (D) HMOX1 is induced in response to 
either chaetocin or auranofin, suggesting that TrxR is also inhibited by chaetocin treatment.  (E) 
H3K9me3 at the c-Myc region, which is primarily mediated by G9a in HeLa cells, is inhibited in 
chaetocin-treated KD3 myoblast cells, suggesting the possible cross-inhibition of G9a in addition 
to SUV39H1. 
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Figure 4-3. Inhibition of H3K9me3 results in the loss of SMCHD1 binding. 

Left: ChIP-PCR analysis of SMCHD1 binding at D4Z4 in chaetocin and SUV39H1 shRNA-
treated cells. Y-axis: (SMCHD1 ChIP – preimmune IgG)/input, which was further normalized by 
histone H3 ChIP. Right: western blot analysis of cheatocin- (top) or SUV39H1 shRNA- (bottom) 
treated cells compared to DMSO (control) or control shRNA-treated cells, respectively, using 
antibodies indicated. Histone H2A (top) and actin (bottom) served as a loading control. 
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Figure 4-4. Schematic models of H3K9me3 heterochromatin at D4Z4.  

(A) The heterochromatin domain of D4Z4 is marked by DNA hypermethylation, H3K9me3 and 
K27me3. HP1γ and cohesin are recruited to this region in a mutually dependent manner, which 
requires H3K9me3 mediated primarily by SUV39H. SMCHD1 is also recruited to this domain in 
an H3K9me3-dependnent manner, and may contribute to DNA methylation. Possible interaction 
between SMCHD1 and HP1γ is shown with a question mark.  (B) The H3K9me3 
heterochromatin assembled at D4Z4, which is specifically lost in FSHD, contributing to DUX4fl 
expression. 

(The model shown here has been published in [114]) 
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Figure 4-5. KD3 differentiation and gene expression 

(A) Immunostaining in undifferentiated KD3 (myoblasts) (Day 0) and after induction of 
differentiation for 3 days (myotubes) (Day 3).  (B) Comparison of RNA-seq data from MB 
(myoblasts) and MT (myotubes).  Differentially expressed genes were highlighted in red.  (C) 
UCSC genome browser examples of RNA-seq and RNAPII (RNA polymerase II) at two loci, 
MYOG and ID1. 

(The KD3 stainings were done by Dr. Alexander Ball Jr.) 
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Table 4-1  Myoblasts used for epigenomic analyses, and the percentage of cells that are 
desmin staining positive.  

Cells Cell type Desmin % Comments 

CM135 Normal 95% 
 01-189-0022469 Normal 95% 
 FM191 FSHD1 80% 
 10868 FSHD1 70% 
 9155 FSHD1 95% Female, age 55, FSHD 29kb 

01-230-0012334 FSHD2 95% Male, age 59 

01-200-0012062 FSHD2 95% 
 01-163-001 NMD1881 FSHD2 95% SMCHD1 mutation 

 

Table 4-2. The list of PCR primers 

Primers for RT-PCR Reference 

DUX4-182 CACTCCCCTGCGGCCTGCTGCTGGATGA 

 [94] DUX4-183 CCAGGAGATGTAACTCTAATCCAGGTTTGC 

DUX4-1A GAGCTCCTGGCGAGCCCGGAGTTTCTG 

 [94] DUX4-184 GTAACTCTAATCCAGGTTTGCCTAGACAGC 

GAPDH F TCGACAGTCAGCCGCATCTTCTT  Self made 
  GAPFH R GCGCCCAATACGACCAAATCC 

SUV39H1 F GTCGTTAGCCGTGGGGAAAG  Self made 
  SUV39H1 R GATACCGAGGGCAGGGCAGG 

HMOX1-F AACTTTCAGAAGGGCCAGGT  Self made 
  HMOX1-R TGTTGCGCTCAATCTCCTC 

Primers for ChIP  Reference 

rDNA445 F CCCGTGAGGAGTGATTTCTAA 

 [101] rDNA445 R CGTGGGCCGGGCTGGTCTC 

D4Z4 F  CCGCGTCCGTCCGTGAAA 

 [101] D4Z4 R  TCCGTCGCCGTCCTCGTC 

C-Myc F GAAGGTATCCAATCCAGATAGCTGTGC 

 [216] C-Myc R GAGCGTGGGATGTTAGTGTAGATAGGG 
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Table 4-3. Antibodies and their applications in the study           

Antibody Vendor Immunostaining Western blot ChIP 

Desmin Dako M0760 1:100 - - 

Myogenin DSHB F5D 1:20 - - 

Myosin heavy chain DSHB MF20 1:20   

SMCHD1 Abcam ab31865 - 1:1000 10 μl 

H3k9me3 Millipore 17-625 - 1:1000 5  μl 

Histone H3 Abcam ab1791 - - 3.5 μl 

Histone H2A Abcam ab18255 - 1:1000 - 

Actin Sigma A4700 - 1:1000 - 

 

Table 4-4.  Antibodies used in the epigenomic analyses 

Antibody Vendor ChIP 

Rad21 (In house) 5 μg 

CTCF Millipore 07-729 10 μl 

H3K9me3 (309M3A) (Given by Dr. Shohei Koide, Univ. Chicago) 0.5 μg  

H3K27me3 Millipore 17-622 5 μl 

RNAPII Santa Cruz SC-47701X 2.5 μl 

HP1γ Millipore 17-646 5 μl 
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Table 4-5.  FSHD epigenomic analyses 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4-6.  Undifferentiated and differentiated KD3 epigenomic analyses 

 

 

 

 

 

 

 

 

(Total Reads/Mapped Reads/Peaks) 
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Chapter Five 

 

Conclusions 
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            The goal of my thesis work lies in understanding how impaired NIPBL and cohesin 

functions leads to human diseases.  I studied two diseases models- the Cornelia de Lange 

syndrome (CdLS), and the Facioscapulohumeral muscular dystrophy (FSHD).  I obtained 

informative results which augments our current knowledge of the relationship between NIPBL 

and the cohesin complex.  I established the functional significance of D4Z4 heterochromatin in 

FSHD.  I also discovered a novel function of NIPBL, which provided new directions for future 

research endeavors and therapeutic opportunities.  

 

The effect of Nipbl haploinsufficiency on cohesin function in a CdLS mouse model 

            The first aim of my thesis was to elucidate how Nipbl haploinsufficiency affects cohesin’s 

gene regulatory role.  We found that genome-wide cohesin binding is lessened by the reduction 

of Nipbl, including both unique gene regions and repeat sequences.   Multiple genes in the 

adipogenesis pathway are direct targets of cohesin, and their expression is affected by Nipbl 

haploinsufficiency.  Since the CdLS mice are observed to have less body fat, we providing a link 

between Nipbl haploinsufficiency and the actual phenotype.  We demonstrated that one of the 

adipogenesis genes, Cebpβ, has reduced chromatin interaction between promoter and a 

putative enhancer in the Nipbl mutant.  This shows that a partial reduction of NIPBL can impact 

chromatin interaction.  Thus it is likely that there is a global decrease of chromatin interactions 

that causes abnormal gene expression in CdLS.  Our data provided a plausible mechanism of 

how reduced NIPBL caused the actual disease phenotype.    

 

A novel role of NIPBL in the nucleolus and its relevance to CdLS 

          The second part of my thesis involved characterizing NIPBL’s function in nucleolus. I 

found that NIPBL binds to both rRNA and rDNA and positively affects rRNA transcription. This is 

the first time that NIPBL has been shown to physically bind RNA.  It is known that cohesin can 
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bind to eRNA (enhancer RNA) of the enhancers adjacent to estrogen response genes [223]. 

Ligand-activated estrogen receptor (ER) upregulates transcription of eRNAs, which act in cis to 

promote upregulation of nearby ER target genes. The eRNAs bind to cohesin and increase 

cohesin recruitment to the enhancer regions in response to the ER ligand estradiol, and 

stimulate the enhancer–promoter interactions in MCF7 breast cancer cells [223].  Nipped-B 

(NIPBL homolog in drosophila) has been shown to promote enhancer-promoter interaction as 

well [143].  The rDNA locus has a defined enhancer upstream of the rDNA coding region [224].  

Thus one can imagine a possible scenario at the rDNA locus, which rRNA facilitates NIPBL 

binding to rDNA and possibly bridges the interaction between rDNA locus and enhancer to 

further stimulate rRNA production.  To test this, we can deplete NIPBL or treat cells with RNase 

and perform 3C experiments.  The fact that NIPBL interacts with rRNA makes us wonder 

whether NIPBL can interact with other RNA species as well.  Therefore we propose to perform 

iCLIP-seq (individual nucleotide resolution CLIP followed by high throughput sequencing) 

[162,163] to identify other possible RNA species that may bind to NIPBL.  Furthermore, we 

found several putative RNA binding domains in NIPBL (Fig. 5-1).  Using various deletion 

mutants, it is possible to substantiate the RNA binding activity of NIPBL by mapping and 

characterizing the RNA binding domain(s) of NIPBL.  We also demonstrated that NIPBL 

participates in the nucleolar stress response pathway.  It would be informative to identify the 

NIPBL interacting proteins with and without stress to identify the pathways that NIPBL is 

involved with, and the possible functions NIPBL plays in response to stress.   NIPBL’s novel role 

in the nucleolus implies that some of the CdLS phenotypes might be the result of impaired 

ribosome biogenesis, suggesting that CdLS may be a type of ribosomopahty.  The findings also 

suggest that ribosome biogenesis can be targeted for CdLS disease treatment.    
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Cohesin/NIPBL at heterochromatin and FSHD as a possible cohesinopathy 

          In contrast to the global decrease of cohesin binding in CdLS, we found that cohesin 

binding is specifically impaired at the D4Z4 heterochromatin in FSHD.  Furthermore, we 

previously obtained evidence that cohesin plays an active role in D4Z4 heterochromatin 

organization [101].   Thus, the third aim of my thesis was to understand the function of D4Z4 

heterochromatin in FSHD to explore possible heterochromatin-associated function of cohesin.  I 

found the D4Z4 heterochromatin is important in repressing DUX4, whose expression causes the 

muscular dystrophic phenotypes.  Although I failed to demonstrate the role of cohesin in DUX4 

regulation, I found that another SMC homolog SMCHD1 is recruited to D4Z4 in an H3K9me3-

dependent manner to regulate DUX4 expression.  A recent study indicated that SMCHD1 is 

recruited to H3K9me3 domains through interaction with HBiX1, an HP1 binding protein, and 

contributes to the compaction of the inactive X chromosome [217].  This raises the intriguing 

possibility that in normal cells SMCHD1 is recruited to D4Z4 by the H3K9me3/HP1γ/cohesin 

heterochromatin, the loss of which in FSHD results in decreased binding of SMCHD1 and 

subsequent derepression of the DUX4 gene.  To test this hypothesis, we should deplete HP1γ 

and cohesin and determine how this affects SMCHD1 recruitment to D4Z4.  SMCHD1 binding to 

D4Z4 is decreased in FSHD2 since it is mutated in FSHD2 [100].  However our data showed 

that H3K9me3 recruits SMCHD1, and that H3K9me3 is lost in both FSHD1 and FSHD2, which 

would suggest that SMCHD1 binding to D4Z4 in FSHD1 cells is also impaired.  Thus we plan to 

perform SMCHD1 ChIP in FSHD1 and normal myoblasts at D4Z4 to see if indeed this is the 

case.  To clarify the relationship of the protein factors present at D4Z4 regions would lead to a 

fuller understanding of how cohesin functions at heterochromatin regions.   

 

        Taken together, my thesis research provided mechanisms of how defective cohesin/ NIPBL 

pathways can lead to abnormal developmental phenotypes in genetic diseases.  Cohesin/ 
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NIPBL’s functional significance in different contexts such as gene activation, gene silencing and 

at distinct nuclear compartments have been explored.   This study contributes to a deeper 

understanding of cohesin and NIPBL functions in organizing chromatin structure.    
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Figure. 5-1 Schematic diagram of NIPBL isoforms A and B   
Putative RNA binding domains identified by BindN [225] and SPOT-seq [226] are also indicated. 
(The figure is modified from [227]). 
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