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Abstract

Essays in Development and Education Economics
by
Elizabeth A Ramirez Ritchie
Doctor of Philosophy in Agricultural and Resource Economics
University of California, Berkeley
Professor Elisabeth Sadoulet, Chair

This dissertation contains three empirical studies on the impact of three distinct government
policies, ranging from the provision of agricultural insurance in Mexico to improved pollution
controls on school buses in California. All three papers take advantage of administrative data
from the respective programs and use selection on unobservables designs to obtain causal
estimates for the impacts of these programs. Chapter 1 estimates the impact of an index-
based agricultural insurance offered to small-holder farmers by the Mexican government on
their income and consumption following a negative weather shock, as well as investment
decisions for the subsequent growing season. Chapter 2 analyzes how the nutritional quality
of the meals provided through the National School Lunch Program (NSLP) affects students’
academic outcomes, as measured by standardized test scores. By studying the nutritional
quality of these meals, as opposed to simply their availability, this analysis provides and
important contribution to the body of literature on the educational benefits of the NSLP.
In Chapter 3, I study the impact of the California Lower-Emission School Bus Program
(LESBP), which seeks to lower the pollution emissions of school buses through replacements
and retrofits, on students’ school attendance and standardized test scores.

The first chapter of this dissertation, co-authored with Alain de Janvry and Elisabeth
Sadoulet, examines the ex-post, shock-coping impact of weather index insurance from a
pioneering, large-scale insurance program in Mexico to cover smallholder farmers as a social
safety net. Exploiting insurance thresholds as a source of plausibly exogenous variation in
insurance payments, we find evidence that these payments allow farmers to cultivate a larger
land area in the growing season following a weather shock. Households in municipalities
receiving payments also have larger per capita expenditures and income in the subsequent
year. These results suggest that the insurance payments can make smallholder farmers
more resilient to shocks, although some of the full impact may be offset by reductions in
remittances from abroad that act as informal insurance.

In the second chapter, coauthored with Michael Anderson and Justin Gallagher, we pro-
vide evidence on a topic of intense policy interest: improving the nutritional content of public
school meals. Debate on this topic is frequently motivated by the health of school children,



and, in particular, the rising childhood obesity rate. Medical and nutrition literature has
long argued that a healthy diet can have a second important impact: improved cognitive
function. We test whether offering healthier lunches affects student achievement as measured
by test scores. We estimate difference-in-difference style regressions that take advantage of
frequent changes in lunch-vendors California school districts and find that students served by
healthy school-lunch vendor score higher on California state achievement tests. We do not
find any evidence that healthier school lunches lead to a decrease in obesity rates. The test
score gains, while modest in magnitude, come at very low cost, making this a cost-effective
way to increase academic performance.

In the third and final chapter, I study the impact of a government program aimed at
replacing old school-buses with inadequate pollution controls. Air pollution has been found
to negatively impact children’s health, which in turn can affect their academic achievement by
causing absences from school, among other mechanisms. School buses are important sources
of exposure, both because older models lack adequate pollution controls, and because they
are more prone to self-pollution than other vehicles. As a result, the state of California
established the LESBP to provide funding to replace and retrofit buses of model year prior
to 1986. I find that bus replacements increase attendance in the average school district, with
some evidence of larger effects in areas that are out of compliance for PM 10 and PM 2.5. 1
find no effect of the program on standardized test scores.
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Chapter 1

Weather index insurance and shock

coping: Evidence from Mexico’s
CADENA program!

1.1 Introduction

Weather is an important determinant of income for rural populations in developing countries.
The short-term impacts of weather shocks can compound into long-term reductions in in-
vestments and growth, often resulting in poverty traps (Dercon and Christiaensen, 2011). In
the absence of formal insurance markets, smallholder farmers typically resort to self-insuring
through their choices of low-risk and low-profit investments (Rosenzweig and Binswanger,
1993; Barnett et al., 2008). They also turn to coping strategies, such as selling assets, that re-
duce their ability to generate income in the future (Rosenzweig and Wolpin, 1993). All in all,
the risk management and shock coping mechanisms used by the poor to protect themselves
against uninsured weather risks are typically insufficient and contribute to low production
and poverty.

This relationship between weather shocks and poverty is of particular concern given the
likelihood that extreme weather realizations, particularly unusually warm temperatures but
also drought and floods in some regions, will become more common as a result of climate
change (IPCC, 2013). Both extreme temperature and precipitation events have the poten-
tial to substantially depress rural incomes through their effects on agricultural production
(Rosenzweig et al., 2002; Schlenker and Roberts, 2009; Lobell et al., 2011). Indeed, there
is evidence that decline in yields attributable to increased climate variability has prompted
outmigration from affected areas, suggesting that these impacts on agricultural production
are economically significant (Cai et al., 2016; Feng et al., 2010). Agricultural insurance has

'An earlier version of the material in this chapter was made available as World
Bank Policy Research Working Paper No. 7715. This version can be found online at
https://openknowledge.worldbank.org/handle/10986,/24632.


https://openknowledge.worldbank.org/handle/10986/24632

been proposed as a potential adaptation to mitigate the negative impacts of climate change
on agricultural production (Lobell and Burke, eds, 2010), while recent scholarship has also
acknowledged the challenges that these efforts have faced.

Traditional indemnity-based insurance, where individual damages have to be assessed by
a certified loss adjuster, is considered too costly to apply to smallholder farmers in developing
countries (Hazell, 1992). Index-based weather insurance has emerged as a tool with the
potential of providing small-scale farmers with coverage against covariate weather shocks
(Barnett and Mahul, 2007; Alderman and Haque, 2008). In this case, payments are triggered
by indicators of weather events, such as rainfall or an average small area yield, falling below
(or above) a verifiable threshold, without the need for individual assessment of losses. While
greatly promising, demand for index insurance as currently defined and implemented has
been low at market prices (Cole et al., 2013). See also the review papers by Miranda and
Farrin (2012), Carter et al. (2017), and Jensen and Barrett (2016). The most important
barriers to adoption are basis risk, whereby some risks are uninsured due to discrepancy
between measured weather indicators and what happens in a farmer’s field (McIntosh et
al., 2015; Clarke, 2016), and high cost due in part to lack of data in calculating a fair price
(Carter, 2012). Other research has found that low demand can be attributed in part to lack
of trust and liquidity constraints (Cole et al., 2013), as well as the predominant format of
individual policies for farmers who may be part of cooperatives (de Janvry et al., 2014).

Most of the evidence regarding the impact of weather index insurance has focused on its
effect on ex-ante investment decisions. Many of these studies find that farmers offered index
insurance take on riskier but more profitable investments consistent with risk management
theory. Studies in India have found that these changes come in the form of shifting production
towards riskier, but higher yielding crops or varieties (Mobarak and Rosenzweig, 2013; Cole
et al., 2017). Others have found index insurance to increase fertilizer use on maize in Ghana
(Karlan et al., 2014) and on tobacco in China (Cai, 2016). However, the impact of index
insurance on the adoption of high-value crops is not uniformly positive. Giné and Yang
(2009) find that bundling index insurance with a loan to purchase higher-yielding groundnut
and maize varieties actually reduces adoption relative to the case where only the loan is
provided. Additional theoretical work by Carter et al. (2016) has identified the conditions
under which index insurance can have the largest impact on technology adoption. Janzen
and Carter (2016) is one of the few papers that focuses on the ex-post, shock coping value
of index insurance. They find that the provision of insurance reduces potentially costly
strategies to cope with shocks by pastoralists in Kenya, such as lowering consumption (for
the poorer households) and selling livestock assets (for the richer households).

We study the ex-post impact of payments provided through weather index insurance in
the context of a large-scale government-funded insurance program. This program, which
goes by the name of CADENA, was pioneered by the Mexican government as a social safety
net for severe weather shocks. CADENA insures smallholder farmers and has achieved
widespread coverage by having state and federal governments, rather than individual farmers,
pay the insurance premiums. By 2013, CADENA insured approximately 12 million hectares
of cropland (FAO, 2014). The expansive coverage and relatively long tenure of the CADENA
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program stand in contrast to the Randomized Control Trial settings in which the impact of
index insurance has generally been studied.

Our paper also contributes to the more limited literature on the ex-post effect of weather
index insurance on shock coping by smallholder farmers. While a more complete evaluation
of the program would also incorporate its effect on risk management practices, the condi-
tions of the program rollout do not support a research design that could identify these effects.
Nevertheless, we believe that understanding the ex-post effects of insurance payments pro-
vides valuable insights for understanding index insurance. Moreover, we also contribute to
the literature on the use of index insurance as part of a social safety net. A recent paper by
Jensen et al. (2017) finds that investments resulting from purchases of livestock index insur-
ance in Ethiopia generate benefits that persist over the medium term. They also find that
the average cost of the index insurance is similar to that of cash transfers but the marginal
cost is much lower, suggesting that it may be a more cost-effective method of expanding so-
cial protection schemes. To identify the effect of insurance payments, we exploit thresholds
built into the insurance program in a regression discontinuity design. This design allows
us to compare municipalities that received similar weather shocks such that differences in
observed ex-post outcomes are attributable to insurance payments alone and do not rely on
assumptions about how the program was rolled out over time. Consequently, the effects we
estimate are net of any risk management effects induced by introduction of the insurance.

While certain data limitations affect the robustness of our estimates, this analysis provides
evidence that insurance payments allow farmers to cultivate larger land areas in subsequent
growing seasons, consistent with the presence of credit constraints that result in diminished
investment following a weather shock, though we cannot completely rule out the hypothesis
that receiving an insurance payment results in learning about the reliability of the insurance.
The insurance payments also result in higher household expenditures per capita, indicating
welfare gains, although some of the benefits may be offset by a reduction in private transfers
from abroad.

The remainder of the paper is organized as follows. Section 1.2 provides background
about the CADENA program and outlines the data used in the evaluation. Section 1.3
describes the empirical strategy, while sections 1.4 and 1.5 present and discuss the results,
respectively. Section 1.6 provides falsification tests in support of the identification strategy,
and section 1.7 concludes.

1.2 Background and Data

With a rural population of approximately 27 million and two-thirds of the country’s poor
living in rural localities (INEGI, 2010), reducing exposure to weather risks is an important
component of poverty reduction efforts in Mexico, and climate change is only increasing its
importance. Models linking crop yields to weather suggest that climate impacts have sub-
stantially reduced yield gains for wheat in Mexico over the period 1980-2008 (Lobell et al.,
2011). Worldwide, the authors project that climate trends have reduced maize production,



an important staple crop in Mexico, by approximately 3.8% over this same time period.
To address the joint problems of poverty and uncertainty arising from climate change, the
federal government began the CADENA weather index insurance program in 2003, admin-
istered through the Ministry of Agriculture (SAGARPA). The purpose of this program is to
provide relief to smallholder farmers when crop failures occur and to do so in a way that
makes government expenditures more predictable than standard relief programs. The federal
government promotes the use of insurance by subsidizing up to 90% of premium payments
paid by state governments,? while gradually reducing the percentage of funds it contributes
to ex-post relief via the Direct Support scheme (Apoyos Directos).

CADENA began with drought index insurance covering small maize and sorghum farmers
in one state of Mexico. It has expanded significantly since its inception in both geographic
scope and breadth of coverage.® It now offers weather index insurance for a variety of perils
(e.g., drought, flood, and hail), as well as area-based yield index insurance that provides
payment when the average yield in an area, as determined by a random sample of plots, falls
below a given threshold. CADENA also offers traditional and remote sensing index insurance
for livestock (Arias et al., 2014). Between 2003 and 2011, the Mexican government, both
state and federal, paid approximately USD 382 million in CADENA premiums. During this
time period, the CADENA program made transfers of USD 353 million to insured farmers,
of which index insurance accounted for about 20% (Arias et al., 2014). This analysis will
focus on the drought index insurance because it has historically been CADENA’s largest
component, and it is the only type of insurance for which we have the weather station
and thresholds associated with each policy. Drought insurance is also of particular interest
given that 80% of the weather shocks resulting in severe agricultural losses in Mexico can
be attributed to drought (Fuchs and Wolff, 2011). In what follows we simply refer to this
insurance as index insurance.

Through the index insurance component of the program, CADENA currently insures
farmers growing staple crops on less than 20 hectares of rainfed land, who are then auto-
matically enrolled in the program at no cost to them (SAGARPA, 2014). Individual farmers
are not directly insured. Instead, state governments buy insurance policies associated with
a particular crop and municipality. Each policy is assigned a corresponding weather station
and provides coverage during three pre-determined phases of the production cycle that run
from planting, to growing, and to harvesting. If precipitation as measured by the designated
weather station falls below the threshold in any of the three phases, the insurer makes pay-

2Subsidies from the federal government depend on the marginality index of the insured municipality, as
computed by CONAPO (Consejo Nacional de Poblacién).

3CADENA'’s staggered rollout is a result of a number of factors. First of all, only municipalities suffi-
ciently close to a weather station were eligible for index insurance. As the program expanded to traditional
insurance, the coverage area also expanded. Secondly, climactic models to assess risk for individual munic-
ipalities were developed gradually. Lastly, states also had the choice of which municipalities to insure and
these choices could have changed over time.

4Some policies are managed by the federal government for cases in which the state declines coverage, but
the federal government deems the municipality a high priority area.



outs to the state, which in turn transfers these to eligible farmers in the insured area.® In
figure 1.1, we provide an example of the policy thresholds and actual precipitation (cumu-
lative and daily) for two municipalities. The municipality in panel a would not receive a
payment from that policy because its cumulative precipitation has exceeded the insurance
threshold in each phase of the growing cycle. In contrast, the municipality shown in panel
b, would receive payment because its cumulative precipitation in the first phase fell below
the insurance threshold for that phase. Because of restrictions regarding the maximum dis-
tance between the weather station and the insured area, a municipality may be insured by
multiple policies each linked to a different station. Conversely, multiple municipalities can
have policies linked to a single weather station.

5States have some discretion in using these funds, such as directing them towards investments that will
benefit the affected communities or providing temporary employment to individuals in affected communities.



Figure 1.1: Example insurance thresholds and realized rainfall
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The data for this evaluation come primarily from four sources. The policy data from
SAGARPA include the area insured by crop type (i.e., maize, beans, sorghum, barley), the
rainfall thresholds and corresponding stations, and record of all payments for each insured
municipality for the period 2005 to 2013. The stations and thresholds associated with a
given municipality can change from year to year. Weather data from the National Water
Commission (CONAGUA) allow us to calculate the precipitation at each of the weather
stations linked to an insurance policy, which in turn is compared to the policy thresholds
and used to determine if that policy should have paid out. To determine the effect of
insurance payments on yields and areas planted, we use agricultural production data from
SAGARPA detailing the annual hectares sowed, hectares harvested, and total production
in metric tons at the municipality-crop level. Lastly, to study the economic impacts of
the insurance, we use national household income and expenditure surveys (ENIGH) which
are carried out every other year with the latest one available in 2014. These household
expenditure and income surveys are repeated cross-sections of households with a rotating
sample of municipalities.® Households are surveyed between the months of August and
November and the income, expenditure, and remittance variables refer to the previous three
months. Lastly, the analysis sample when using ENIGH data is limited to households living
in rural localities. The Mexican Statistical Institute (INEGI) defines rural localities as those
with less than 2,500 inhabitants. Although the policy data is available at the level of the
weather station, data on insurance payouts, and agricultural and economic outcomes are
available only at the municipality level. Hence, our analysis will be carried out at the
municipality level.

1.3 Empirical Strategy

This evaluation of the CADENA program focuses on the effect of insurance payouts on post-
shock production decisions and other coping mechanisms. To identify this effect, we limit our
sample to municipalities that were insured through drought index insurance policies between
the years 2005 and 2013. Using weather data provided by CONAGUA, we match policies to
their corresponding weather stations and calculate the total precipitation recorded at that
station within each of the three phases of the production cycle designated in the policy. We
then subtract the policy-specific precipitation threshold from the realized precipitation to
obtain deviations from the threshold for each of the three phases, X,.csti = precipmesti —
threshold,,.sti, where m indexes the municipality, ¢ the crop, s the weather station, ¢ the
year, and ¢ the phase. A policy results in payment if precipitation at the corresponding
weather station falls below the pre-determined threshold in any of the three phases.

In an ideal setting, we would observe insurance payments and all relevant outcomes for
precisely the area covered by the policy. The running variable in this setting would be the

5The rotating sample means that in any given year some insured municipalities will not be included in
the analysis sample because they do not have income or expenditure data, which substantially decreases the
sample of municipalities for analyzing economic outcomes.



minimum deviation from the threshold at a given weather station over the three phases of
the policy: Xynest = mineqr,2,33{ Xmesti }- However, we only observe payment and outcome
variables at the municipality level, so we define the running variable at the municipality-
crop-year level as the minimum deviation from the threshold over all the weather stations
associated with a given municipality, Xyt = mingeg(m){ Xmest}. Given the data limitations,
we have to account for the fact that there is substantial heterogeneity in the intensity of the
treatment among municipalities receiving payment because some municipalities may have
received payouts on 25% of their insured area and others may have received payment on
100%. In addition, there exists variation in terms of the percentage of agricultural land in
the municipality that is insured via CADENA since the policy is limited to land cultivated
by producers with less than 20 hectares of land.

Thus, the treatment variable (T") is defined as the total number of hectares (across all
weather stations linked to a given municipality) that received a payout divided by the number
of hectares of land devoted to that crop in a given municipality:

h i,
(1.1) Toe = Rapatmet

amc

To account for the fact that municipalities that received insurance payments may have
different weather realizations than those that do not, we instrument treatment with an
indicator for falling below the threshold and limit our sample to a narrow bandwidth from
the normalized threshold of zero. This regression will give causal estimates so long as the
precipitation measured at the weather station cannot be manipulated to obtain payouts,
such that potential outcomes are smooth over the normalized threshold. We will provide
evidence that this assumption holds in section 6.

We begin by estimating the first stage of our regression via the following equation:

(12) Tmct =9+ BOcht + ’VOcht + WOcht ' cht + 58 + Umet

where Z,,; = 1{X,,s < 0} is an indicator for falling below the threshold amount of rainfall
and serves as an instrument for treatment, while J§ is a crop fixed effect. We then estimate

the equation below, using the instrumented treatment variable m obtained from equation
1.7

(13) Ymet+1 — 1 + 62SLSTmct + ’Ycht + 7T‘vact : Tmct + 50 + Emet

The coefficient Pogrs measures the marginal effect of a change in the percentage area
receiving payment in municipality m at time ¢ on the outcome of interest y,,.¢1 at time t+1.

"For agricultural outcomes, we look at the effect on agricultural outcomes for a given crop, and the
treatment variables is defined as the percentage of land devoted to that crop that received payment. For
non-agricultural outcomes, we use the total percentage of land area receiving payment, irrespective of the
crop.



Outcomes of interest include area planted, yield, expenditure, income, and remittances. The
analysis is restricted to insurable crops (i.e., maize, beans, sorghum, and barley) unless we
explicitly note otherwise. Household level regressions using ENIGH data are estimated with
a similar set of regressions, where observations are no longer indexed by crop ¢, but are now
indexed by h to indicate an individual household.

1.4 Results

1.4.1 Descriptive statistics

We begin by looking at some descriptive statistics for the analysis sample in table 1.1. The
analysis sample for the agricultural outcomes is composed of 976 unique municipalities over 8
years with a total of 4,311 observations. As mentioned before, the way in which the ENIGH
sample is constructed results in a smaller number of unique municipalities for our economic
regressions (192),% but there are multiple observations (households) per municipality for a
total sample size of 5,879. Given its roles as a social safety net, CADENA is designed to
ensure relatively rare events. We confirm this in panel a, where we see that the mean of the
running variable (deviation from the precipitation threshold) is 71 mm, suggesting that in
an average year a municipality can expect to receive rainfall well in excess of the threshold.
Additionally, only 11% of the observations in our sample have rainfall realizations that fall
below the insurance threshold.” Turning to panels b and ¢, we see evidence that points to
a strong first stage, which will be formally tested in a subsequent section. Specifically, the
mean of the running variable is well above zero for municipalities that do not receive payment
in a given year (panel b), and only four percent of these observations receive rainfall below
the threshold. We contrast these results with municipalities that receive payment in that
year (panel c¢), and we see that the mean of the running variable is negative (i.e., precipitation
falls below the threshold) and 77% of these observations have rainfall realizations that should
trigger insurance, as would be expected if these rainfall thresholds are generally enforced.
Policy rules to deal with missing data may explain the imperfect compliance we observe.
Specifically, the policy rules state that missing data is filled in with a secondary weather
station, which we do not observe, so long as the number of days with missing information
does not exceed 20% at a weather station. Despite the imperfect implementation, there is a
strong first stage, which we will formally show by estimating equation 1.1.

8Given the large number of municipalities that get dropped from the ENIGH panel, we present summary
statistics for the two different samples in appendix table A.1.1. While the municipalities in the ENIGH
sample have much larger populations, they are very similar along other dimensions with only the education
variables showing even marginally significant differences.

9If we repeat this calculation with rainfall data from before CADENA’s rollout, we find that about 8.7%
of observations fall below the most recent CADENA thresholds, a similarly low percentage.
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Table 1.1: Summary statistics

Variable Observations Municipalities Mean Std. Dev.

Panel a: All

Minimum deviation (mm) 4311 976 71.07 83.09
Min deviation < 0 (%) 4311 976 0.11 0.32
% ha receiving payment 4311 976 0.04 0.16
Hectares sowed (annual) 4311 976 4042.5  6995.6
Yield (metric tons/ha) 4311 976 2.10 1.74
Income p.c. (MXP) 5879 192 5983.1  7223.5
Expenditure p.c. (MXP) 5879 192 5879.7 72444
Remittances p.c. (MXP) 5879 192 253.4 1125.9

Panel b: Payment = 0

Minimum deviation (mm) 3900 943 80.24 81.28
Min deviation < 0 (%) 3900 943 0.04 0.20
% ha receiving payment 3900 943 0 0

Panel ¢: Payment = 1

Minimum deviation (mm) 411 267 -15.85 37.23
Min deviation < 0 (%) 411 267 0.77 0.42
% ha receiving payment 411 267 0.45 0.32

Note. Rainfall and agricultural variables in panel a come from the agricultural panel, which has municipal-
level observations and consists of policy data merged with agricultural production data, as do the statistics
in panels b and c. The economic variables in panel A come from the economic panel, which consists of
household level observations from ENIGH merged with policy data. Economic variables are measured in
nominal Mexican Pesos (MXP).

To understand the severity of shocks covered through CADENA’s drought index insur-
ance, we explore in more detail the relationship between rainfall and yields prior to the
introduction of CADENA. In figure 1.2, we plot a local regression of log yield on total pre-
cipitation in the growing season.!® The points on the graph represent the average yield in
50 mm bins, taking observations over all crops and municipalities in our sample period.!!
As can be seen, there is a positive relationship between precipitation and yields until about

10We define the growing season as the period covered by the insurance policy once CADENA comes into
effect.
1A plot using residuals of a regression of log yield on crop fixed effects looks very similar.
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1,000 mm of precipitation. To put this result in context, the average insurance threshold
is about 230 mm of precipitation over the entire growing season, and the average yield at
this level of precipitation is about 37% of the median yield.!> We take this as evidence
that farmers who depend on rainfed agriculture suffer losses when precipitation falls below
the thresholds established in the insurance policies. This fact is useful to contextualize the
effects we observe in subsequent analyses.

Figure 1.2: Pre-CADENA: log yield in ¢ as a function of total precipitation
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Note. This figure depicts the relationship between log yield and precipitation for insurable crops (maize,
beans, barley, and sorghum) before CADENA is rolled out in each municipality beginning in 2001 (e.g., if a
municipality is insured for the first time in 2008, we include observations up to 2007). The last year included
in the sample for any municipality is 2012. Each circle depicts the average of log yield for all observations
(municipality-crop-year) within 50 mm precipitation bins. The size of the circle represents the number of
observations. The blue line depicts a loess smoother, while the gray shaded area represents the 5% confidence
interval.

12The thresholds are defined separately for three different parts of the growing season. For illustrative

purposes, we sum the three thresholds for each municipality and average over all municipalities to obtain
230 mm.
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1.4.2 Agricultural outcomes

To ensure the validity of the research design, we must first verify that our treatment variable
changes discontinuously across the insurance threshold. In panel a of figure 1.3, we group
municipality-level observations into 5 mm bins based on the value of the running variable,
and plot the probability that a municipality receives any insurance payment in each bin.
We see that the probability of receiving any payment at the municipality level increases
by approximately 50 percentage points at the insurance threshold. Meanwhile, panel 1.3b
gives a graphical representation of the first stage, showing a 20 point increase in the average
percentage of hectares that receive payment (at the municipality level) when rainfall falls
below the insurance threshold. Given that the average treated municipality receives payment
for about 45% of its agricultural land, this result is equivalent to the 50% increase in the
probability of receiving any payment seen in panel a.
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Figure 1.3: First Stage — Change in insurance payment at threshold
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Note. The figures plot the local average of the respective outcome variable in 5 mm bins. The size of the
circle indicates the number of observations in each bin. The lines represent linear regressions on the binned
averages estimated separately on each side of the normalized threshold. The running variable is calculated
by taking the minimum difference between realized rainfall and the threshold at the municipality level. The

sample in these figures is limited to observations within the optimal bandwidth of 50 mm.
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One of the stated aims of the CADENA program is to ensure that farmers who have
suffered negative weather shocks have sufficient resources to purchase inputs for the next
growing season. We cannot observe input purchase, but if the insurance is serving its intended
purposes, these input purchases should be translating into improved agricultural outcomes
in either the area planted or the yields achieved. Thus, we begin this analysis by estimating
the effect of insurance payment on the change in log hectares sowed from ¢ to t + 1 and the
log yield in ¢ + 1. Table 1.2 shows the results of estimating equations 1 and 2 with A log
hectares planted and log yield of insured crops as the outcomes. Column 1 reports the results
for A log hectares planted using the optimal bandwidth, which was calculated following the
procedure in Calonico et al. (2014, 2015).'® Using the 50 mm bandwidth, we find a reduced
form effect of approximately 8% reported in panel b. Panel ¢ reports the two-stage least
squares estimate of 0.39, which is statistically significant at the 5% level. This estimate
implies that for a given crop, increasing the percentage of hectares that received payment
from 0 to 100% would increase the amount of land devoted to that crop by 39% relative to
the previous year. Given that the average treatment municipality receives payment for 45%
of its land, we would expect the average effect of receiving payment to be approximately
17%.

In columns 2 and 3, we show alternative specifications for robustness. Column 2 includes
state fixed effects and a number of district level covariates,'* which are not needed for identi-
fication but could provide greater precision. The point estimates do not change substantially
for the area regression, but in this case, neither does the precision of the estimates. Column
3 shows results for a larger bandwidth of 70 mm, for which the coefficient estimate is similar
in magnitude but no longer significant.'® For the yield regressions, none of the results are
statistically significant and the point estimates are less stable. A land response with no
accompanying yield response is consistent with certain models of farmer behavior that we
will discuss in section 5.

13The optimal bandwidth varied slightly for different outcomes, so we used 50 mm across all outcomes to
maintain consistency.

“These covariates are state fixed effects, municipal land area cultivated by small (< 20 hectares) Pro-
campo beneficiaries, as well as municipal population, average education, percentage of population that is
indigenous, and female work force participation as reported in the 2010 census.

15The first stage is only significant for a smaller bandwidth of 30, but the reduced form results for land
area remained quite similar.
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Table 1.2: Agricultural outcomes (insured crops) at time ¢ + 1

(1) (2) (3) (4) (5) (6)

Panel a: First Stage
Treatment (% ha receiving payment)

Below trigger 0.194**  0.193** 0.197**
(0.0578)  (0.0546) (0.0673)
Panel b: Reduced Form
A log ha planted log yield
Below trigger 0.0765**  0.0786** 0.0571 0.0733  -0.0416 0.107
(0.0357) (0.0334) (0.0404) (0.0596) (0.0642) (0.0755)
Panel c: 25LS
A log ha planted log yield
T 0.394*  0.407** 0.291 0.438 -0.215 0.545
(0.194)  (0.197) (0.201) (0.344)  (0.329)  (0.466)
Bandwidth 50 50 70 50 50 70
Controls N Y N N Y N
N 1916 1916 2502 1916 1916 2502

Note. Standard errors are clustered at the state level. Asterisks indicate statistical significance: * p < 0.10,
* p < 0.05, *** p < 0.01. Observations are at the municipality-crop-year-level. Agricultural production is
for the corresponding insured crop (maize, beans, sorghum, and barley). All regressions include crop fixed
effects. Panel a shows results from the OLS estimation of the first stage, which corresponds to estimating
equation 1. Panel b shows results from the OLS estimation of the reduced form, which corresponds to
estimating equation 2, and panel c displays 2SLS estimates. Columns 1 and 4 are estimated with a linear
polynomial of the running variable on a sample of observations within the optimal bandwidth of 50 mm.
Columns 2 and 5 include state fixed effects and municipality characteristics (e.g., population, % indigenous
from the 2010 census). Columns 3 and 6 are estimated using a linear polynomial on a sample of observations
within an alternative bandwidth of 70 mm.
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In table 1.3, we analyze the impact of insurance payment on total area planted, including
non-insured crops. Using a bandwidth of 50 mm, reported in column 1, we find a point
estimate of 0.288. The estimates are robust and remain significant across the alternate
specifications included in columns 2 and 3. These results suggest that farmers are not simply
displacing uninsured crops to increase cultivation of insured crops, but actually expanding
the total land area under cultivation, presumably by utilizing land that might otherwise have
been left fallow. Nevertheless, the point estimate when considering all crops is about 73%
as large as the estimate when considering only insured crops. In the average municipality,
76% of the land is devoted to insured crops, which suggests that the increase in total land
area is coming almost exclusively from the expansion of insured crops.

Table 1.3: Total area planted at time ¢ + 1
(1) (2) (3)

Panel a: First Stage
Treatment (% ha receiving payment)
Below trigger 0.245**  0.243*** 0.235***
(0.0590)  (0.0559) (0.0768)

Panel b: Reduced Form
A log ha planted (all)
Below trigger 0.0704**  0.0626** 0.0662***
(0.0231)  (0.0225) (0.0227)

Panel c: 25LS
A log ha planted (all)

T 0.288*  (.258** 0.282*
(0.117)  (0.110) (0.146)
Bandwidth 50 50 70
Controls N Y N
N 1503 1503 1947

Note. Standard errors are clustered at the state level. Asterisks indicate statistical significance: * p < 0.10,
* p < 0.05, *** p < 0.01. Observations are at the municipality-year-level. Hectares sowed are defined as
the total hectares growing any rainfed agricultural crop as reported in SAGARPA production data. Panel a
shows results from the OLS estimation of the first stage, which corresponds to estimating equation 1. Panel
b shows results from the OLS estimation of the reduced form, which corresponds to estimating equation
2, and panel ¢ displays 2SLS estimates. Column 1 is estimated with a linear polynomial on a sample of
observations within the optimal bandwidth of 50 mm. Column 2 includes state fixed effects and municipality
characteristics (e.g., population, % indigenous from the 2010 census). Column 3 is estimated using a linear
polynomial on a sample of observations within an alternative bandwidth of 70 mm.
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1.4.3 Economic outcomes

Next, we turn to economic outcomes as measured in the household income and expenditure
surveys. Panel c¢ of table 1.4 reports the 2SLS estimates of the effect of insurance payment
on log expenditures per capita and log income per capita and remittances per capita.®
In column 1, we see the point estimate for log expenditures per capita using the optimal
bandwidth. The point estimate is large at 0.613, although it is only significant at the the 10%
level. Adding covariates, somewhat reduces the magnitude of the point estimate, as seen in
column 2, but it greatly improves precision. Column 4 reports a point estimate for log income
per capita of 0.852, which is significant at the 5% level. Thus, going from a municipality
that receives no payment to the average treatment municipality (i.e., 45% treated) we would
expect increases in expenditure and income per capita of approximately 22-27% and 32-38%,
respectively.!” Columns 5 and 6 report the coefficients for remittances per capita received in
the previous three months. The estimates suggest that the average treatment municipality
receives between 242 and 278 pesos less remittances per capita relative to a municipality
receiving no payment, although only the latter is statistically significant at the 10% level.
The unconditional mean of remittances per capita is approximately 253 pesos. Thus, these
estimates suggest a very large, albeit imprecisely estimated effect.

To better understand these effects, consider the fact that in a set of focus group interviews,
the majority of farmers reported having between 4 and 8 hectares of land. On average,
about half of the insured hectares receive payments of 1,500 pesos/ha, such that the average
household could expect to receive between 3,000 and 6,000 pesos. Meanwhile, we observe
that household income and expenditures per capita increase about 30 to 40% as a result of
payment. The mean of both total household expenditures and total household income in
the sample of rural localities is approximately 20,000 pesos'®, such that an increase of 30
to 40% implies 6,000 to 8,000 pesos in additional income. The timing of the survey is such
that this increase in income should come primarily from increases in the value of the harvest
or investments made in other income-producing activities using the insurance payments. A
minority of the households in the sample may be receiving substantially delayed CADENA
payments within this period of time. Thus, if we ignore the effect on remittances for a
moment, these results suggest that every peso provided in insurance payment results in
1.0 to 2.7 additional pesos of income and/or expenditure for farmers, keeping in mind that
the coefficients underlying this calculation are rather imprecise. Now, the point estimates
suggest that remittances decrease by about 1100 pesos per household (mean household size
of about 4). This result implies that the gross increase in other income sources for treated
households must be approximately 7,100 to 9,100, which in turn changes the rate of return
modestly to be in the range of 1.2 to 3.0 pesos of additional gross income per peso of insurance
payment. This is a large multiplier effect on insurance payouts, comparable to the 1.5 to 2.6

16Remittances are in levels rather than logs due to the large number of zero values for this variable.

17Specifications with a bandwidth of 70 mm are qualitatively similar but are not included for the sake of
brevity.

8This is income received in the past three months.
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range observed for Procampo transfers to a similar smallholder farmer population in Mexico
(Sadoulet et al., 2001).

Table 1.4: Economic outcomes at time ¢ + 1: expenditures and income

(1) (2) (3) (4) () (6)

Panel A: First Stage

Treatment (% ha receiving payment)
Below trigger 0.341** 0.393***

(0.121)  (0.120)

Panel B: Reduced Form
log expenditures p.c.  log income p.c.  Remittances p.c.
Below trigger 0.209 0.195* 0.290*  0.282** -208.4™ -211.8
(0.140) (0.0839) (0.165) (0.0814) (89.73) (144.3)

Panel C: 2SLS

log expenditures p.c.  log income p.c. Remittances p.c.
T 0.613* 0.495*** 0.852** 0.717** -611.9* -538.7

(0.333) (0.186) (0.361) (0.189) (316.0) (340.0)
Bandwidth 50 50 50 50 50 50
Controls N Y N Y N Y
N 2494 2391 2494 2391 2494 2391

Note. Standard errors are clustered at the state level. Asterisks indicate statistical significance: * p < 0.10,
* p < 0.05, ** p < 0.01. Observations are at the household-municipality-level. The treatment variables
vary only at the municipal level. Panel a shows results from the OLS estimation of the first stage, which
corresponds to estimating equation 1. Panel b shows results from the OLS estimation of the reduced form,
which corresponds to estimating equation 2, and panel ¢ displays 2SLS estimates. Columns 1, 3 and 5 are
estimated with a linear polynomial on a sample of observations within the optimal bandwidth of 50 mm.
Columns 2, 4 and 6 include state fixed effects and municipality characteristics (e.g., population, % indigenous
from the 2010 census).

The effect on remittances is in line with the research finding that formal transfers may
substitute informal risk sharing mechanisms or other transfers. Albarran and Attanasio
(2003) show that the cash transfers provided by the PROGRESA program in Mexico crowd
out private transfers. Yang and Choi (2007) and Cox et al. (2004) study this phenomenon
in the context of the Philippines and find that private transfers are highly sensitive to
changes in income. These two studies point to the role of remittances as insurance. As
such, it is reasonable to think that when formal insurance payments are made, the need for
remittances to cope with shocks is diminished. An alternative way of interpreting this result
is that remittances make up for the basis risk inherent in index insurance. Mobarak and
Rosenzweig (2013) find that the presence of basis risk in weather insurance makes subcaste-
based informal risk-sharing a complement to weather index insurance in India. Dercon et
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al. (2014) find similar complementarity between index insurance and informal risk sharing
groups in Ethiopia. In the presence of basis risk, very risk averse individuals may have very
low or no demand for index insurance (Clarke, 2016) because the disutility of the worst
case scenario where they suffer a shock and receive no payouts outweighs the benefits of the
insurance. However, if informal risk sharing networks can make transfers in this worst case
scenario, then index insurance and informal insurance are actually complements.'® It may
be the case that migrants abroad continue to send transfers in response to shocks that do
not result in insurance payments.

1.5 Mechanisms and Discussion

Two potential mechanisms can explain the observed behavior by farmers: learning about
insurance policies and credit constraints. In the first mechanism, farmers either do not
trust that payments will be made in case of a weather shock or there is some ambiguity
about how the policy works. When they receive a payment following a weather shock the
ambiguity and/or uncertainty is resolved, and given the promise of insurance coverage, they
now find it optimal to expand the area under cultivation with insured crops, i.e., we observe
what should have been an ex-ante risk management response. Such a mechanism would be
consistent with recent findings that personal experience with infrequent disaster events is an
important determinant of insurance demand, even when information about the probability
of these events is available (Cai and Song, 2017; Gallagher, 2014a). The second alternative
is that in the presence of credit constraints, farmers who received insurance payments will
have more resources at the beginning of the next planting season relative to those that did
not receive the payments and suffered a similarly bad harvest.

While we cannot definitively rule out either explanation, we show evidence that learning
is unlikely to be the entire story. In table 1.5, we show the results of regressions with
hectares sowed as the outcome that also include indicators for previous payments. Column
1 shows the result of a regression with three treatment lags. We see that the main effect
remains significant and is similar in magnitude to previous estimates, while indicators for
treatment in previous years are not significant. Column 2, includes an indicator for whether
the municipality has ever received treatment in the past and an interaction of the main
effect with this indicator. While the main effect is no longer significant, the point estimate
remains large and the interaction is not significant, although it is large in magnitude. If
learning where the only reason for the observed effects, we would expect the impact of an
insurance payment to be zero if a municipality has received a payment in the past, and is
thus likely to better understand or trust the insurance product. As a result, we conclude
from these results that learning is unlikely to be the only channel through which insurance
payments induce increased investment and income.

9Note that in the case of CADENA, farmers do not make premium payments, so this worst case scenario
will never materialize. However, transfers from abroad can still serve to diminish the basis risk.
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Table 1.5: Total area planted at time ¢ 4 1

(1) (2)
A log ha planted A log ha planted

T 0.441** 0.333
(0.183) (0.235)
T, 0.197
(0.167)
Ty o 0.0150
(0.0267)
Ty s 0.000270
(0.134)
Treated before 0.0127
(0.0273)
Treated before XTt 0.222
(0.316)
N 1916 1916

Note. Standard errors are clustered at the state level. Asterisks indicate statistical significance: * p < 0.10,
* p < 0.05, *** p < 0.01. Observations are at the municipality-crop-year-level. Agricultural production is
for the corresponding insured crop (maize, beans, sorghum, and barley). All regressions include crop fixed
effects and are estimated with a linear polynomial of the running variable on a sample of observations within
the optimal bandwidth of 50 mm.

The credit constraint mechanism is consistent with other papers studying the investment
of cash transfers in Mexico. As previously noted, Sadoulet et al. (2001) find multipliers in
the 1.5 to 2.6 range for Procampo transfers, suggesting that smallholder farmers faced credit
constraints that were eased by the transfers resulting in productive investments. In the
context of the Oportunidades programs, Gertler et al. (2012) find that beneficiaries invested
part of the transfers and increase their agricultural income by about 10% after 18 months of
benefits.

Lastly, we can also consider a model prediction of a farmer’s behavior when receiving
an income transfer, such as an insurance payment. Consider a risk averse farmer in a
two-period model, who has a choice between spending his current wealth (w) on current
consumption or inputs into production, land (A) and a second input such as fertilizer (),
which will determine his consumption in period two. If we further specify that the return
to these inputs depends on a weather realization and we have a constant return to scale
Cobb-Douglas production function, we can simulate this problem and obtain the optimal
level of A and z as a function of income (see appendix A.1.2 for more details). In figure 1.4
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we plot x*/A*, which in a constant return to scale production function is a good indicator
of yield, and A* as a function of wealth in the current period. These quantities are plotted
for a scenario in which index insurance is present (solid line) and one where it is not (dotted
line). In both cases, we see that z*/A* is constant with w, while A* is increasing in w.
Moreover, the increase in A* in response to an increase in wealth is more pronounced in the
scenario where index insurance is present. If we think of an insurance payment as increasing
wealth at the time of planting, the predictions of this particular model are consistent with
our findings of a null, although imprecisely estimated, result on yield, and a positive impact
on land area under cultivation.

Figure 1.4: Optimum input values
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1.6 Falsification Tests

The validity of the research design relies on the assumption that potential outcomes are
smooth across the insurance threshold. Because potential outcomes are unobservable, we
first test this assumption by ensuring that the density of the running variable is continuous
across the threshold. If we were to observe bunching around the threshold, that would suggest
that a municipality can manipulate the amount of rainfall recorded at the weather station
to ensure that it receives a payout. Such a scenario would violate the assumptions on which
the research design rests. Although this scenario is unlikely given that weather stations are
run by a separate government entity and the information recorded is used for a variety of
civilian and military purposes, we can test this assumption using the McCrary (2008) sorting
test. Figure 1.5 is a visual representation of this test. The solid line is the estimated density
of the running variable using local linear regression. The dashed lines represent confidence
intervals for the estimated density. The overlapping confidence intervals imply that there is
no discontinuous change in the density across the threshold. Formally, the p-value for the
McCrary test is 0.49, so we fail to reject the null hypothesis that the density of the running
variable is smooth across the threshold.

Another test of the identifying assumptions can be carried out using pre-CADENA data.
Before CADENA is in place, we should not see any effect of crossing the insurance policy
threshold on outcomes in the following season because no insurance payments would be
made. Table 1.6 shows the results of this exercise. None of the different specifications show
significant results for either outcome, and the point estimates are generally much smaller than
what was obtained when estimating the same equation on the analysis sample. Overall, these
tests suggest that our results are not driven by omitted variable bias.

Table 1.6: Placebo: Agricultural outcomes Pre-CADENA
0 &6 @ 6 ®
A log ha planted log yield
Below trigger -0.000422 0.00206 0.00999 -0.00132 -0.0123  0.0124
(0.0494)  (0.0499) (0.0299) (0.0642) (0.0635) (0.0530)

Bandwidth 50 50 70 50 50 70
Controls N Y N Y N Y
N 3047 3047 4425 3047 3047 4425

Note. Standard errors are clustered at the state level. Asterisks indicate statistical significance: * p < 0.10,
* p < 0.05, *** p < 0.01. Observations are at the municipality-crop-year-level and are restricted to pre-
CADENA years for each municipality. Agricultural data are for the corresponding insurable crop (maize,
beans, sorghum, and barley). All regressions include crop fixed effects. Columns 1 and 4 are estimated with
a linear polynomial on a sample of observations within the optimal bandwidth of 50 mm. Columns 2 and
5 include state fixed effects and municipality characteristics (e.g., population, % indigenous from the 2010
census). Columns 3 and 6 are estimated using a linear polynomial on a sample of observations within an
alternative bandwidth of 70 mm.
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Figure 1.5: Density of running variable across threshold
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Note. The points are binned values of the running variable. The black line represents a local linear smoother,
estimated separately to the left and right of the threshold, while the dashed lines are the 5% confidence
interval.

1.7 Conclusion

This paper contributes to our understanding of the use of index insurance as a social safety
net for smallholder farmers, and more broadly the literature on policy responses to climate
change, by exploring the effects of payments from weather index insurance on ex-post invest-
ment decisions and coping mechanisms. This analysis is valuable because it is carried out
in the context of a large weather index insurance program with almost national coverage.
In contrast to much of the existing evidence on index insurance, we are also able to ob-
serve effects over several years after the start of coverage. There exist some data limitations
that negatively impact the precision and robustness of our results. Nevertheless, we believe
that this analysis provides evidence that index insurance has the capacity of improving the
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welfare of rural households by providing them with resources to invest in the subsequent
planting season, which in turn results in more land planted than would be the case with-
out insurance payments. The payouts may also prevent households from resorting to costly
coping mechanisms, such as reducing consumption, as evidenced by the result for household
expenditures. Lastly, there appears to be some interaction between formal insurance pay-
ments and remittances that reduces the burden of private transfers for relief assumed by
migrants. The potential benefits of index insurance are not only in coping with shocks but
also in better managing risk. Because program implementation did not meet the conditions
for a natural experiment, we were unable to measure these potential benefits. All in all, our
results suggest that index insurance used as a social safety net may be a valuable policy tool
to aid smallholder farmers who potentially face increased weather risk due to a changing
climate.
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Chapter 2

School Lunch Quality and Academic
Performance!

2.1 Introduction

Improving the nutritional content of public school meals in the United States (US) is a topic of
intense policy interest (Confessore 2014). A primary motivation underlying these nutritional
improvements is to increase student health and reduce childhood obesity rates. A question
of comparable import, however, is whether healthier meals affect student achievement. Re-
cent research demonstrates that the provision of subsidized school meals can significantly
increase school test scores (Figlio and Winicki 2005; Dotter 2014; Imberman and Kugler
2014b; Frisvold 2015), but to date little evidence exists on how the quality of school meals
affects student achievement. This question is particularly important in light of recent argu-
ments by policymakers that improved nutritional standards for school meals are ineffective
or counterproductive (Green and Davis 2017).

To determine whether the quality of school meals affects student achievement, we exploit
longitudinal variation in California school districts’ meal vendors and estimate difference-
in-differences type regressions. We combine two principal data sets from the California
Department of Education, one covering breakfast and lunch vendors at the school level and
the other containing school-by-grade-level standardized test results. Our five-year panel
dataset includes all CA public elementary, middle, and high schools with non-missing state
test score data (about 9,700 schools). For each California public school, we observe whether
the district in which the school is located had an outside contract with a meal provider
for the school year, and, if so, the name of the provider and the type of contract. The
vast majority of schools provide meals using “in-house” staff, but a significant and growing
fraction (approximately 12%) contract with outside vendors to provide meals. Crucially for
our research design, there is substantial turnover in vendors at the school-district level during

LAn earlier version of the material in this chapter was made available as NBER Working Paper No.
23218. This version can be found online at http://www.nber.org/papers/w23218
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our sample period. Among schools in our panel that contract with an outside vendor, 62%
switch between preparing meals in-house and contracting with a vendor.

A central obstacle in estimating the effects of healthy meal vendors on academic perfor-
mance is accurate measurement of nutritional quality. We measure the nutritional quality
of vendor school lunches using a modified version of the Healthy Eating Index (HEI). The
HEI is a continuous score ranging from 0 to 100 that uses a well-established food-component
analysis to determine how well food offerings (or diets) match the Dietary Guidelines for
Americans (e.g., Guenther et al. 2013a). HEI is the measure of diet quality preferred by the
United States Department of Agriculture (USDA) (USDA 2006) and has previously been
used by researchers to evaluate menus at fast-food restaurants and child-care centers. We
contracted with trained nutritionists at the Nutrition Policy Institute to calculate vendor
HEI scores for this project.? Using their scores, we classify a vendor as healthy if its HEI
score is above the median score among all vendors in our sample and as standard otherwise.

We find that contracting with a healthy meal vendor increases test scores by 0.03 to
0.04 standard deviations relative to in-school meal provision, after conditioning on school-
by-grade and year fixed effects. This result is highly significant and robust to the inclusion
or exclusion of our time-varying covariates, including demographic characteristics of the
students, school district expenditures, student-teacher ratios, and changes in school leader-
ship. The point estimates are also very similar whether they are estimated on the baseline
sample of all CA schools or samples restricted to those schools that ever contract with
an outside vendor. When estimating effects separately for economically disadvantaged and
non-disadvantaged students, we find modest evidence that the effect of contracting with a
healthy vendor is larger for economically disadvantaged students than for non-disadvantaged
students. There is no evidence that contracting with a standard vendor affects test scores.

We conduct various tests to support the identifying assumption that the exact timing of
vendor contracts is uncorrelated with other time-varying factors that may affect test scores.
The frequent turnover in lunch vendor contracts makes it less likely that an unobservable
factor could explain our test score results, as this factor would need to be highly correlated
with with the timing of new contracts for healthy lunch vendors but not standard vendors.
Event study specifications and “placebo” tests where the treatment activates one year prior
to the actual treatment year provide evidence that test scores are not correlated with future
changes in vendors (i.e., there are no differential trends preceding a new vendor contract).
We also find that changes in observable characteristics of schools are uncorrelated with new
vendor contracts. In particular, there is no evidence that changes in test scores predict when
a school will contract with a vendor.

Introducing healthier school lunches does not appear to change the number of school
lunches sold, which supports our interpretation that the change in test scores is due to the
quality rather than the quantity of the food. At the same time, this result helps to alleviate
concerns that offering healthier lunches could lead to lower consumption by economically
disadvantaged students who qualify for free or reduced price school lunch. Similarly, we do

2http://npi.ucanr.edu/About_Us/
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not find that healthier school lunches lead to a decrease in obesity rates. One explanation
for the null effect on the percent of overweight students is that all school lunches — healthy
vendor, standard vendor, and in-house — are subject to the same USDA calorie requirements.

Although our estimated test score effects are modest on an absolute scale, they are highly
cost-effective for a human capital investment. We calculate a plausible upper bound on the
cost of contracting with a healthy lunch provider, relative to in-house meal preparation, of
approximately $85 (2013 $) per test-taker per school year. Using our preferred estimate of
0.031 standard deviations, this result implies that it costs (at most) $27 per year to raise
a student’s test score by 0.01 standard deviations. Despite assuming high costs, the cost
effectiveness of contracting with healthy vendors matches the most cost-effective policies
highlighted by Jacob and Rockoff (2011), and it compares very favorably when measured
against interventions that achieve larger absolute effects, such as the Tennessee STAR class-
size reduction experiment (Krueger 1999).

2.2 Background and Data

2.2.1 Related Literature

There is a large medical and nutrition literature examining the link between diet and cogni-
tive development, and between diet and cognitive function (e.g., Bryan et al. 2004; Sorhaindo
and Feinstein 2006; Gomez-Pinilla 2008; Nandi et al. 2015). Sorhaindo and Feinstein (2006)
review existing research on the link between child nutrition and academic achievement and
highlight how nutrition can affect learning through three channels: physical development
(e.g., sight), cognition (e.g., concentration, memory), and behavior (e.g., hyperactivity).
Gomez-Pinilla (2008) outlines some of the biological mechanisms regarding how both an
increase in calories and an improvement in diet quality and nutrient composition can af-
fect cognition. For example, “diets that are high in saturated fat are becoming notorious
for reducing molecular substrates that support cognitive processing and increasing the risk
of neurological dysfunction in both humans and animals” (Gomez-Pinilla 2008, p. 569).
Most of the direct evidence on how nutrition affects academic achievement among school-
age children comes from studies of children in developing countries (Alderman et al. 2007
and Glewwe and Miguel 2008 provide reviews).

A number of recent studies have estimated the effect of increased availability of either
breakfast or lunch under the NSLP on student test scores in the US. Many of these studies
find evidence that improved access to breakfast or lunch increased test scores (e.g., Figlio and
Winicki 2005; Dotter 2014; Imberman and Kugler 2014b; Frisvold 2015), while others find no
effect (e.g., Leos-Urbel et al. 2013; Schanzenbach and Zaki 2014). In all of these studies, the
main hypothesized channel between the increased take-up of the school breakfast and lunch
programs and test scores is an increase in calories consumed. The NSLP may also have
broadly increased educational attainment by inducing children to attend school (Hinrichs
2010).
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Our paper focuses on the nutritional quality of the calories provided. We are aware of
just one other study that estimates the effect of food quality on academic test scores. Belot
and James (2011) estimate the effect of introducing a new, healthier school lunch menu in 80
schools during the same academic year in one borough in London, as compared to schools in
a neighboring borough. The authors estimate a positive effect on test scores for elementary
school students, but find that the effect is larger for higher socioeconomic students who do
not qualify for reduced price or free school lunch.

Relative to Belot and James (2011), we provide evidence from a much larger sample
that includes all CA public schools (roughly 9,700 schools), of which 1,188 contract with an
outside lunch provider. Our estimation approach uses within-grade and school variation in
the introduction and removal of healthy and standard lunch providers that occurs in each of
the five years of our panel. Thus, we can account for constant unobserved grade-by-school
effects. Further, the staggered timing of the lunch contracts allows us to flexibly control for
unobserved (calendar) time effects, and to conduct a series of robustness checks regarding the
exogeneity of the timing of the contracts. Finally, like Belot and James (2011), we estimate
the effect of healthier school lunches on the number of lunches served; however, unlike Belot
and James (2011), we are also able to test whether healthier lunch provision changes obesity
rates.

2.2.2 Data Sources

The data for this project come from the State of California Department of Education. We
use information on school-level breakfast and lunch vendors, and school-by-grade-level stan-
dardized test results. We describe each type of information in detail below.

Vendor Data

The vendor meal contract information is provided by the California Department of Education
for the school years 2008-2009 to 2012-2013.2 All food vendor contracts with public (K-12)
schools in California must be approved by the CA Department of Education. The CA
Department of Education retains a list of the schools that contract with an outside meal
provider for each school year, the name of the provider, and the type of contract. A total
of 143 school districts covering 1,188 schools contracted with a total of 45 different vendors
during our sample period. We merged the food vendor contract information with the list
of all public schools (including charter schools) operating in CA during this time period to
create our estimation panel. Overall, 12% of CA public schools contracted for at least one
academic year with an outside company to provide school lunch.

Appendix Table A.2 lists the 45 vendors and the percent of students served by each
vendor (conditional on being served by any vendor). For each vendor, we first calculate

3The data were received as part of an official information request. We thank Rochelle Crossen for her
assistance in facilitating the request and in interpreting the data. Contract information for school years prior
to 2008-2009 was not retained when the CA Department of Education switched computer database systems.
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the number of (STAR) test-takers in districts that are being served by that vendor. This
vendor-level total is then divided by the total number of test-takers being served by outside
vendors. A single vendor serves just over 50% of the students. Altogether, the vendors
with the ten largest student test-taker market shares serve 97.5% of CA students enrolled in
schools that contract with outside school lunch providers.

Nearly all of the contracts (94%) are signed in the summer and cover the entire academic
school year.* The CA Department of Education classifies all food provision contracts as one of
four types: Vendor, Food Service Management Company (FSMC), Food Service Consulting
Company (FSCC), and School Food Authority (SFA). A Vendor contract is when a school
contracts with a private company to provide meals, but school employees (i.e., cafeteria
staff) still handle and serve the food, including any additional prepping and cooking. In a
FSMC contract, a private company prepares the meals and assists in staffing the school with
cafeteria workers who serve the meals. In a FSCC contract, a private company provides
“consulting services” on meal preparation and staffing, but does not provide any personnel
for the jobs. SFA contracts usually denote that one public school district contracts with
another district for meal provision. SFA contracts are unusual and account for just 1% of
the contract-grade years. We do not distinguish between the four types of contracts in the
main analysis of the paper and, unless otherwise specified, we refer to all such companies as
“vendors.”

Detailed vendor contract information is available for a subset of the contracts. Contract
details include meals provided (either lunch or both breakfast and lunch), the dollar value
of the contract, the number of other contract bidders (if any), the names of the companies
which bid for the contract and were not selected, the dollar value of losing contracts, and
the method by which the contract bids were solicited (i.e., sealed bid or negotiation). In the
main analysis, we do not distinguish between vendors that provide both lunch and breakfast
and those that provide only lunch, as this information is only available for a minority of the
contracts.” We use the contract bid information to help construct counterfactual estimates
for the cost to improve state test scores by contracting with healthy lunch providers.

The nutritional quality of the vendor school lunches is assessed using the Healthy Eating
Index (HEI). The HEI is the US Department of Agriculture’s (USDA) preferred measure of
diet quality (USDA 2006), and the USDA uses it to “examine relationships between diet and
health-related outcomes, and to assess the quality of food assistance packages, menus, and the
US food supply” (USDA 2016). HEI has been used by researchers to assess both individual

4A small number of contracts cover less than the complete school year. These contracts correspond to
the calendar year and thus cover only a fraction of the school year (August-December or January-June).
Estimation results are insensitive to the inclusion of these contracts in our sample.

5The contract details are not available for all contracts for two reasons. First, school districts are only
required to provide contract details to the state for the first year of a new contract. A contract can be
renewed up to four times without having to issue a new contract. Second, school officials enter the contract
information via a software program that electronically stores the data in the CA Department of Education
database. In practice, many of the data fields are missing for most of the new contracts. This is because,
until recently, the CA Department of Education didn’t have the staff to review the contract price and bid
data entered into the system.
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diets (e.g., Volpe and Okrent 2012; Guenther et al. 2013b) and the diets of subpopulations
(e.g., Hurley et al. 2009; Manios et al. 2009), as well as food offerings at fast food restaurants
(e.g., Reedy et al. 2010) and child-care centers (e.g., Erinosho et al. 2013). The HEI scores
range from 0 to 100, with higher scores representing healthier diets (or food offerings). Scores
are calculated via a food component analysis done on a per calorie basis (Guenther et al.
2013a).

We contracted with nutritionists at the Nutrition Policy Institute to calculate vendor HEI
scores using sample school lunch menus. Over the course of one year they collected detailed
vendor data, refined the HEI score methodology, and computed the scores. Appendix A.2.1
provides details of the HEI score calculations, and a link to the Nutrition Policy Institute
report includes examples of menus used as part of the analysis.® Menu information was not
available for all of the vendors, and as a result some vendors were not assigned HEI scores.
Appendix Table A.2 shows that this is mostly the case for vendors that contract infrequently
with schools. Overall, HEI scores are calculated for 87.3% of student test-takers served under
vendor contracts. The median vendor HEI score in our sample is 59.9. This median vendor
score is similar to the average HEI score, 63.8, for the US population age two and older
(USDA 2006, p. 21). We define a vendor as healthy if it has a vendor HEI score above the
median vendor score. Healthy vendors are more likely to provide salad bars and sufficient
amounts of fruits, vegetables, whole grains, dairy, and seafood or plant proteins. They serve
fewer processed meats, fast-food items, fried potatoes, chocolate milk, sweets, and chips or
other salty snacks, and their meals tend to contain less refined grains, sodium, and “empty
calories.”” Alternative classifications (e.g., coding any vendor with an HEI score above the
mean vendor score as healthy) generate similar results. While no classification system is
perfect, it is notable that misclassifying healthy vendors as standard, and vice versa, will
only attenuate our estimates.

Academic Test Data and Covariates

To measure academic achievement, we use California’s Standardized Testing and Reporting
(STAR) test data. The STAR test is administered to all students in grades 2 through 11
each spring, toward the end of the academic year. The publicly available test scores are
aggregated at the grade-by-school level. We use test score data from 1998 through 2013.
Beginning with the 2013-14 school year, STAR testing was replaced with the California
Assessment of Student Performance and Progress test.

The STAR test includes four core subject area tests (English/Language Arts, Mathe-
matics, History/Social Sciences, and Science) and a set of end-of-course examinations (e.g.,

6In preparing their analysis, the nutritionists assumed that all vendors met the baseline USDA require-
ments, as they are obligated by law to do so. They also assumed that the average meal contains 650 calories,
and they matched food items to foods available in the USDA food database. The classification of vendors
as healthy or standard was not sensitive to any of these choices.

"Fast-food items include chicken nuggets, pizza or pizza pockets, hamburgers, fried chicken, nachos, hot
dogs, and corn dogs. “Empty calories” are those that come from solid fats, alcohol, and added sugars.
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Algebra 11, Biology). We create a composite test score each year for each school-grade by
calculating the average test score across all of the STAR subjects and the end-of-course tests
taken by students in a particular grade in each school. We use the standard deviation of each
test (which differs by grade and year of test) to standardize each subject and end-of-course
test score before combining the scores into a single composite score.®

Average test scores are also available separately for students who qualify for reduced
price and/or free school lunch under the NSLP. A student is eligible for a free school lunch
if his family’s income is less than 130% of the poverty level, and a reduced price lunch if
her family’s income is between 130% and 185% of the poverty level.® The CA Department
of Education refers to these students, as well as students with parents who do not have
high school diplomas, as “economically disadvantaged” (California Department of Education
2011, p. 48). Students eligible for the reduced price or free lunches are more likely to eat the
lunch offered at the school, for two reasons: the price is lower for them than it is for ineligible
students, and eligible students are less likely to have other lunch options. Furthermore, the
nutritional quality of their home-provided meals may be lower than that of the average
student. Thus, we hypothesize that the academic benefit of having healthier school lunches
may be larger for these students.

Finally, district-level demographic and socioeconomic information is available from the
California Department of Education, including enrollment by race, enrollment in English
learner programs (i.e., English as a second language), and the number of enrolled students
who are economically disadvantaged, as defined by eligibility for free or reduced price lunches.
We use this information to control for time-varying differences within schools in our main
econometric model.

2.3 Empirical Strategy
Our main empirical specification is a panel regression model.
(2.1) Ygst = Bo + dgHealthys + 0sStandardg + X8 4+ Ags + 7 + €gst

The dependent variable y ., is the mean STAR test score across all tests for grade g in school

s in year t. The dependent variable is measured in STAR test standard deviation units.
Our independent variables of interest are indicators for whether a student test-taker is

exposed to a standard or healthy outside lunch provider. Recall that a provider is classified as

8The qualitative results are robust to using only core test results, or in using just the English/Language
Arts exam (which is the only exam taken by students in each grade). However, the point estimates are lower
in specifications that only use test results from the English/Language Arts exam. This is consistent with
other recent studies that separately measure the effect of access to school breakfast on test scores in different
subjects (e.g., Dotter 2014; Imberman and Kugler 2014b).

9Note that eligibility does not imply participation. Dahl and Scholz (2011) estimate that 28% to 49% of
eligible children participate in free or reduced-price school breakfasts, and 63% to 73% of eligible children
participate in free or reduced-price school lunches. Even estimates for disadvantaged children thus represent
“intent to treat” effects rather than full treatment effects.
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healthy if its HEI score is above the median score among providers. The variable Healthy,
equals one if school s contracts with a healthy outside lunch provider in year ¢t and zero
otherwise. The variable Standards equals one if school s contracts with a standard outside
lunch provider in year ¢t and zero otherwise. The “omitted” category for our treatment
indicators corresponds to the case in which the school does not contract with an outside
lunch provider. In this case the school’s employees (i.e., cafeteria workers) both prepare and
serve the lunches.

The model includes school-by-grade (\;s) and year (v;) fixed effects. The school-by-
grade fixed effects control for any characteristics in a given grade and school that are stable
throughout the five-year estimation period (e.g., school catchment area characteristics, school
infrastructure, STAR test differences by grade, or school staffing levels and leadership). Year
fixed effects control for common state-wide factors such as state economic conditions and
differences in the STAR test that vary by year throughout the panel. All specifications also
include an indicator for contracting with a meal vendor of unknown HEI quality, Unscoredg.
This category accounts for 13% of vendors on a test-taker weighted basis. In our regressions
the coefficient on Unscoredg, lies, as we would expect, between the coefficients on Healthy,
and Standard, and sometimes achieves statistical significance. However, we cannot interpret
it since we do not know the fraction of unscored vendors that are healthy, so we treat it as
an additional control.

Most specifications of the model also include X, a vector of district-level control variables
that vary over time. These control variables include the racial composition of students in the
district to which school s belongs, the proportion of students in English learner programs,
and the proportion of economically disadvantaged students. Because the decision to contract
with a lunch vendor (whether healthy or standard) almost always occurs at the district level,
as opposed to the individual school level, it is sufficient to control for district-level covariates
that may be correlated with this decision.!®

Contract typically cover all schools in a district, so we estimate Equation (2.1) with
standard errors clustered at the school-district level. Our preferred specification uses the
number of test-takers for each grade-school-year observation as weights in the regression.
Weighting by the number of test-takers allows us to recover the relationship between the
type of school lunch served and academic performance as measured by the STAR test for
the average student, rather than the average school.

The identifying assumption is that, after controlling for time-invariant school-by-grade
factors, common state factors, and the vector of time-varying, school-level characteristics, a
school’s decision to contract with an outside vendor for school lunch provision is uncorrelated
with other school-specific, time-varying factors that affect student test performance. If this
is true, then we can interpret the estimate for dy (and dg) as the causal effect of contracting

10We also experimented with controlling for similar school-level covariates that we constructed directly
from the STAR data. Controlling for these covariates at the school level has little impact on the coefficient
estimates, but it results in many dropped observations because of frequent missing demographic information
in the STAR data.
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with a healthy (or standard) school lunch provider on student learning, as measured by
performance on the STAR test.

2.4 Results

2.4.1 Vendor Choice and Test-Taker Characteristics

Appendix Table A.3 shows mean test-taker socioeconomic and racial characteristics for school
districts in two different samples: the All School sample and the Contract School sample.
The All School sample includes all school districts in the state of California. The Contract
School sample is limited to the subset of districts that had a school lunch vendor contract
for at least one year in our five-year panel. The means for each test-taker characteristic are
calculated by first taking the five-year (2009-2013) district-level mean. In the All School
sample, the average district mean is then calculated separately for districts that contract
with a vendor (Column 1) and do not contract with a vendor (Column 2) during our panel
(2009-2013). Column (3) calculates the difference in means and reports the standard error
for this difference (in parentheses). The means are statistically different from each other at
the 5% level for five of the six characteristics. For example, districts that contract with a
vendor during our sample period tend to have fewer economically disadvantaged students
and a higher proportion of Asian students.

Appendix Table A.3 also shows that, even among districts that contracted with a vendor
at some time, those districts that contracted with a healthy vendor have different student
characteristics (on average) than those districts that contracted with a standard vendor.
These differences in test-taker characteristics in the two samples affect the generalizability
of any association between test scores and vendor quality. Nevertheless, the differences in
average characteristics between test-takers do not violate the identification assumptions of
Equation (2.1).

Table 2.1 shows how changes in the test-taker characteristics correlate with the timing
of a vendor contract. We cannot interpret an observed correlation between vendor adoption
and test score changes as a causal effect if changes in test-taker characteristics at a school
can predict when a school contracts with an outside vendor. Table 2.1 displays the coefficient
estimates from 12 different regressions using a version of Equation (2.1). In each of the first
five columns, we use a different test-taker characteristic as the dependent variable in place of
test scores. In the last column, we use the fitted values from a regression of test scores on all
five test-taker characteristics (and year and school-by-grade fixed effects) as the dependent
variable. These fitted values summarize all of the test-taker characteristics, weighting each
characteristic in relation to its correlation with test scores. All regressions in Table 2.1
include school-by-grade fixed effects and thus test whether within-school-by-grade changes
in student characteristics correlate with the time at which a school adopted an outside lunch
provider.
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Table 2.1: Correlation: Test-Taker Covariates and the Timing of Vendor Contracts

(1 2) 3) “ 6)) (6)
Dependent variable: White Asian Hispanic  Disadvantaged English Predicted
Learner Test Score
Panel A. All School Sample
Healthy Vendor 0.004 -0.006 0.004 0.000 -0.016 0.005
(0.005) (0.004) (0.003) (0.015) (0.018) (0.010)
Standard Vendor -0.001 -0.001 -0.001 0.027 0.006 -0.024
(0.006) (0.002) (0.005) (0.023) (0.008) (0.019)
N 174,818 174,818 174,818 174,818 174,818 174,818
Panel B. Contract School Sample
Healthy Vendor 0.001 -0.005 0.006 -0.024 -0.013 0.018
(0.007) (0.004) (0.005) (0.019) (0.015) (0.012)
Standard Vendor -0.003 0.000 0.002 0.005 0.003 -0.006
(0.007) (0.004) (0.005) (0.022) (0.007) (0.018)
N 22,133 22,133 22,133 22,133 22,133 22,133

Note. Each column represents a separate weighted regression with weights equal to the number of test takers per
observation. Observations are at the school-grade-year level. Standard errors clustered at the school district level
appear in parentheses. All regressions include year and school-by-grade fixed effects. The contract school sample is
the subset of schools that contract with a vendor at some point during our sample. * p < 0.05, ** p < 0.01, ***
p < 0.001

Panel A of Table 2.1 estimates models using the All School sample,'! while Panel B uses
the Contract School sample.!? The point estimates are small in magnitude and precisely
estimated. None of the estimated coefficients are statistically significant at conventional
levels. The estimate in the last column of Panel A reveals that adoption of a healthy vendor
correlates with a statistically insignificant 0.005 standard deviation increase in predicted
test scores. The estimate for adoption of a standard vendor is also statistically insignificant.
We interpret these results as initial evidence that changes in test-taker characteristics are
uncorrelated with the timing of when a school contracts with a lunch provider. Sections
2.4.3 and 2.4.4 consider additional tests of the validity of our identifying assumption.

2.4.2 Vendor Choice and Test Scores

Table 2.2 shows estimation results for the effect of vendor quality on STAR scores. The first
three columns estimate versions of Equation (2.1) on the All School sample, while the last
three columns use the Contract School sample. Column (1) estimates the effect of contracting

"' This includes all elementary, middle, and high schools in California that report STAR scores.
12This comprises all schools located in districts that had a school lunch vendor contract for at least one
year in our five year panel.
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with a standard or healthy lunch vendor on test scores and includes school and year fixed
effects as controls. Column (2) adds school-by-grade fixed effects, while Column (3) adds
the vector of student test-taker characteristics. The point estimate of the effect of having a
healthy vendor on test scores, relative to no outside vendor, is 0.031 standard deviations and
is highly significant at the 0.1% level in each of the three specifications. Moreover, we are
able to reject the null hypothesis that the coefficients for the healthy and standard vendors
are equal at the 10% level for each specification. The standard vendor coefficient is an order
of magnitude smaller and not statistically different from zero in any specification.

Table 2.2: Vendor Choice and Standardized Test Scores

Dependent variable: Standardized Test Score
Sample: All Schools Contract Schools
€3] 2 3) “) (5) (6)
Healthy Vendor 0.031%** 0.031%** 0.031%*** 0.037%** 0.037*** 0.033***
(0.009) (0.010) (0.010) (0.008) (0.009) (0.009)
Standard Vendor -0.004 -0.005 -0.004 0.008 0.007 0.008
(0.017) (0.019) (0.019) (0.017) (0.019) (0.019)
School-by-grade FEs X X X X
Covariates included X X
R 0.714 0.930 0.930 0.700 0.922 0.922
N 174,818 174,818 174,818 22,133 22,133 22,133
Schools 9,719 9,719 9,719 1,188 1,188 1,188

Note. Each column represents a separate weighted regression with weights equal to the number of test takers per
observation. All regressions are estimated on a common sample that excludes observations with missing covariates.
Observations are at the school-grade-year level. Standard errors clustered at the school district level appear in
parentheses. All regressions include year fixed effects and school fixed effects (unless school-by- grade fixed effects
are specified). The contract school sample is the subset of schools that contract with a vendor at some point during
our sample. * p < 0.05, ** p < 0.01, *** p < 0.001

The estimates for a healthy vendor from the Contract School sample are also statistically
significant at the 0.1% level and are similar in magnitude to those estimated with the All
School sample (ranging from 0.033 to 0.037). The estimates for the standard vendor are
again an order of magnitude smaller and not statistically significant.'3

The fact that we observe very similar point estimates for the vendor coefficients in
Columns (2) and (3) (and Columns (5) and (6)) is consistent with the conclusion from
Table 2.1. If student characteristics were important in predicting when a school contracts
with an outside vendor, then the coefficients in Table 2.1 would be statistically significant
and the vendor estimates in Table 2.2 would likely be sensitive to the inclusion or exclusion
of these controls.

130ur results are also qualitatively similar if we estimate Equation (2.1) without using student enrollment
weights. These results can be found in Appendix Table A.4. The point estimate for those vendors with an
unknown HEI score (not shown in table) are positive, range between 0.01 and 0.02 standard deviations, and
are statistically significant in some specifications. This is not too surprising as we xpect these vendors to be
a mix of standard and healthy vendors.
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Table 2.3 investigates whether the effect of contracting with a lunch provider on STAR
scores is different for economically disadvantaged and economically advantaged students.
Recall that economically disadvantaged students are defined by the CA Department of Ed-
ucation as those students who qualify for reduced price and/or free school lunch under the
NSLP based on family income. We expect that disadvantaged students would be more likely
to eat a school lunch than their classmates who do not qualify for reduced price or free
school lunch. Thus, we hypothesize that the effect on test scores of healthy school lunch
vendors should be somewhat greater for disadvantaged students than for students who do
not qualify for reduced price or free school lunch. Table 2.3 shows evidence consistent with
this hypothesis.

Table 2.3: Vendor Choice and Standardized Test Scores by Socioeconomic Status

Dependent variable: Standardized Test Score
Sample: All Schools Contract Schools
(1) 2 3) 4) (%) (6)
Subgroup: Disadvantaged Advantaged All Disadvantaged Advantaged All
Healthy Vendor 0.035* 0.025 0.028* 0.046** 0.030* 0.035%*
(0.014) (0.015) (0.014) (0.016) (0.014) (0.012)
Standard Vendor 0.004 -0.007 0.000 0.020 0.009 0.016
(0.018) (0.025) (0.020) (0.021) (0.027) (0.022)
R’ 0.897 0.906 0.928 0.880 0.902 0919
N 103,432 103,432 103,432 13,259 13,259 13,259
Schools 7,607 7,607 7,607 940 940 940

Note. Each column represents a separate weighted regression with weights equal to the number of test takers in
the subgroup indicated by the column name. All regressions are estimated on a common sample that excludes
observations with missing test score data for any of the indicated subgroups. Observations are at the school-grade-
year level. Standard errors clustered at the school district level appear in parentheses. All regressions include year
and school-by-grade fixed effects and district-level demographic covariates. * p < 0.05, ** p < 0.01, *** p < 0.001

Table 2.3 again considers both the All School and Contract School samples, but limits the
samples to those schools which report separate average STAR scores for both economically
advantaged and economically disadvantaged students.!? Column (1) of Table 2.3 estimates
the effect of contracting with a lunch vendor on the average test score for economically
disadvantaged students. Column (2) estimates the effect on the average test scores for
economically advantaged students, while Column (3) estimates the effect for all students.
The point estimates for contracting with a healthy vendor are about 40 to 50% larger for the
disadvantaged students in both samples. In the All School sample the estimated coefficients
are 0.035 and 0.025 respectively, while in the Contract School sample they are 0.046 and
0.030 respectively. There is again no evidence that a standard vendor has a statistically
significant effect on test scores relative to having meals completely prepared by school staff.

“Due to privacy restrictions, the CA Department of Education releases the average test score (for a
school-grade-year-subgroup) only if there are at least 10 students of the particular socioeconomic group who
take the test. There is a 40% reduction in the size of the sample due to these sample restrictions.
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2.4.3 Robustness Checks

Table 2.1 presents initial evidence that changes in test-taker characteristics are uncorrelated
with the timing of when a school contracts with a lunch provider. In this section, we further
test the validity of our identifying assumption that a school’s decision to contract with an
outside vendor for school lunch provision is uncorrelated with other school-specific, time-
varying factors that affect student test performance.

Equation (2.2) is an event-study model that tests whether there is a correlation between
test scores and contracting with a vendor in years before the vendor contract begins and in
each year of the contract.

4 4
(22) Ygu=Po+ Y SyHealthyl, + > 05Standardl, + Xuf + Ags + Yt + €gat

T=—4 T=—4

Equation (2.2) is identical to our main estimating equation, except that we replace the single
indicator variables for whether a school contracted with a vendor (Healthys, and Standardg)
with a set of indicators (Healthyl, and Standardl,). Indicators with 7 < 0 are indicators
for the years before a contract with a healthy (or standard) vendor begins. Indicators with
7 > 0 are indicators for the consecutive years after a contract with a healthy (or standard)
vendor begins, while the contract is still in effect.!® The indicator variables for a year before
a contract are normalized to zero when we estimate Equation (2.2). Thus, the estimated
coefficients 07, and dF are interpreted as the change in test scores for students in grade g,
school s, and year t relative to the year before a contract.

Figure 2.1 plots the estimated healthy vendor event time coefficients and the 95% con-
fidence intervals for the All School sample. The z-axis measures event time years (i.e., 7),
and the y-axis measures test scores for all test takers.!6 In a healthy vendor contract year,
there is an increase in test scores of 0.030 standard deviations relative to the year before
a contract.!” There is no evidence that increases in test scores precede contracting with a
vendor, nor is there evidence of an upward pre-trend in test scores. Similarly, none of the
estimated coefficients in the years after a contract begins are significantly different than the
7 = 0 coefficient, suggesting that there are not delayed impacts that take several years to ma-
terialize. Figure 2.2 plots analogous event time coefficients for standard vendors. None of the

5For example, H 6althys_t3 equals unity if a school contracted with a healthy vendor three years later (and
zero otherwise), and Healthy?, equals unity if a school contracted with a healthy vendor three years earlier
and has continued to contract with a healthy vendor each year since (and zero otherwise).

16The post-event coefficients in the figure compare the counterfactual of a contract that remains in effect
indefinitely to one in which there is no contract; e.g., at 7 = 2 we plot 6% + 6% . This aligns the figure with
a standard event study figure in which the policy always remains in effect following the event.

17 As a comparison, the estimate of the effect on test scores for the year of a healthy vendor contract from
Equation (2.1) on the same sample is 0.031 (Column (3) of Table 2.2).

37



standard vendor coefficients, either before or after the contract’s start date, are statistically
significant.!®

There are two caveats to the analysis in Figures 2.1 and 2.2. First, the event study
coefficients toward the ends of our panel are imprecisely estimated because there are fewer
observations available to identify these coefficients.!® We address this concern by also esti-
mating a model that pools the event time coefficients. Second, we do not know whether a
school contracted with a vendor in the years before our five-year panel begins. This could
attenuate our estimates if there are delayed impacts in the test score effect that appear sev-
eral years after contracts begin, because the model would incorrectly assume zero treatment
effect in the pre-vendor years.?’ We conclude that this is unlikely to be a concern, however,
because our event study finds no evidence of delayed impacts.

18We also estimate a model, similar in spirit to Equation (2.2), that regresses an indicator for when a
contract starts on lagged test scores. We run the model separately for healthy, standard, and unknown
contracts, and include four lagged test score variables. This model tests whether changes in test scores
predict vendor adoption, and it uses the full sample because test scores are available in years before 2008-
2009 (the first year of our vendor data). In this model none of the lagged test score coefficients are statistically
significant.

9For example, the indicator for four years before a vendor contract can equal one only if a school
contracted with a vendor in the last year of our panel. By contrast, an indicator for one year after a vendor
contract ends could equal one for four of the five years in our panel.

20For example, Gallagher (2014b) examines the effect on the take-up of flood insurance after a community
is flooded, using a model similar to Equation (2.2). He shows that the estimate for flood insurance take-up
in the year of a flood is about 20% lower if the model fails to control for the lagged effect of a flood that
occurred before the panel period.
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Figure 2.1: The Effect of Healthy Vendors on Test Scores
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Note. This figure depicts point estimates for treatment leads and lags with their corresponding 95% confi-
dence intervals. Negative event time years are for years prior to having a vendor. Positive event time years
are for years after the vendor contract begins (assuming that it continues). The point estimates come from
a weighted regression of Equation (2.2) using the number of test-takers per observation as weights and can
be interpreted relative to having no vendor and relative to the year before a vendor. The event time period
-3 (3) is pooled to include both period -3 and -4 (3 and 4) to improve precision. The regression includes the
same control variables as Table 2.2, Column (3). Standard errors are clustered at the school district level.
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Figure 2.2: The Effect of Standard Vendors on Test Scores
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Notes: This figure depicts point estimates for treatment leads and lags with their corresponding 95% confi-
dence intervals. Negative event time years are for years prior to having a vendor. Positive event time years
are for years after the vendor contract begins (assuming that it continues). The point estimates come from
a weighted regression of Equation (2.2) using the number of test-takers per observation as weights and can
be interpreted relative to having no vendor and relative to the year before a vendor. The event time period
-3 (3) is pooled to include both period -3 and -4 (3 and 4) to improve precision. The regression includes the
same control variables as Table 2.2, Column (3). Standard errors are clustered at the school district level.

Table 2.4 presents the estimation results of six additional specifications that further
test our identifying assumptions and the robustness of our main test score results. All six
specifications can be interpreted relative to our baseline model in Table 2.2, Column (3).
Column (1) presents results for a regression that estimates separate effects for vendors whose
contracts run for the full academic year and those that end earlier. Students take STAR tests
in April, and while most vendor contracts run though June, a small number end between
November and February. If test scores increase solely because students have access to better
food on test days, then we should expect no effect for contracts that end before the test
date. The results in Column (1), however, reveal large and statistically significant effects for
vendors whose contracts end several months before the test date. The coefficient for these
contracts is larger than the coefficient for other healthy vendor contracts, but the difference is
not statistically significant. These result suggest that healthy vendors may improve learning
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rather than simply improving performance on test days.

Columns (2) and (3) of Table 2.4 alter how we define a healthy vendor. Column (2) uses a
second, slightly different, scoring method where the HEI score is supplemented by awarding
additional points for healthy options that exceeded USDA requirements (e.g., salad bars)
and subtracting points for unhealthy options (e.g., fast foods, certain processed foods, and
high-sugar foods). The definition of a healthy vendor remains the same — one that receives a
score above the median. The coefficient estimates for both the healthy and standard vendors
are similar to those in the baseline model.

Column (3) uses the same HEI scores as the baseline model, but considers the scores as
a continuous variable. Specifically, the model is adjusted to include an indicator variable
for having a vendor with a known HEI score (rather than separate healthy and standard
indicators) and an HEI score variable (divided by 100). The HEI score variable is zero if
the school does not contract with a vendor that has a known HEI score, and we recenter
the HEI score so that zero corresponds to the average HEI score for a standard vendor in
our sample (56.0). With this recentering we may interpret the indicator for a vendor having
a known HEI score as the average effect of a standard vendor. The estimated coefficient
for the HEI score variable is positive and statistically significant. The difference in average
HEI scores between healthy and standard vendors is 17.5, so the point estimate implies that
a healthy vendor increases test scores by approximately 0.027 standard deviations relative
to no vendor, or 0.022 standard deviations relative to a standard vendor. The highest and
lowest rated vendors by HEI score are Revolution Foods (92.3) and Kid Chow (26.8). The
model implies that the effects of contracting with each vendor on test scores are 0.050 and
—0.032, respectively.

Column (4) reports a specification in which we aggregate the data to the district-by-year
level, since the variation in vendor quality occurs almost exclusively at the district level.
The estimated marginal effect of a healthy vendor on test scores is similar to that from our
baseline specification.?!

Column (5) of Table 2.4 considers a placebo test where we incorrectly consider the year
before a vendor contract as the year of a contract (Currie et al. 2010). We define healthy
placebo (standard placebo) as equal to one if the school contracts with a healthy (standard)
vendor in the following year. The estimated coefficients for both vendor placebos are close
to zero and not statistically different from zero after controlling for the actual vendor years.
There is no evidence that test scores begin to rise in the year before a school contracts with
a vendor.??

We also consider a second event-study style placebo test where we separately estimate the

2INote that the healthy and standard vendor variables are weighted averages of the school-by-grade level
exposure to the vendors in each year and thus take on values between 0 and 1. The average value for the
healthy vendor variable (conditional on having at least one school in the district that contracted with a
healthy vendor for the year) is 0.95

22This specification also includes unknown vendor placebos. The estimated placebo coefficients are also
close to zero and not statistically significant in a specification that does not condition on the actual vendor
years.
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Table 2.4: Vendor Choice and Standardized Test Scores: Robustness Checks

Healthy Vendor 0.031%* 0.036%** 0.037%* 0.033%* 0.031
(0.010) (0.009) (0.013) (0.012) (0.028)
Standard Vendor -0.004 -0.003 -0.010 -0.003 0.006
(0.019) (0.016) (0.022) (0.019) (0.021)
Healthy Vendor with Contract 0.063%**
Ending Before Test Date (0.018)
Vendor with HEI Score 0.005
(0.014)
HEI Score / 100 0.125%
(0.060)
Healthy Vendor Placebo 0.009
(0.011)
Standard Vendor Placebo 0.012
(0.010)
R’ 0.930 0.930 0.930 0.985 0.930 0.931
N 174,818 174,818 174,818 4,057 174,818 12,117
Schools/Districts 9,719 9,719 9,719 908 9,719 649

Note. Each column represents a separate weighted regression with weights equal to the number of test takers per
observation. In Column (1) the Healthy Vendor indicator equals zero when the Healthy Vendor with Contract Ending
Before Test Date indicator equals unity. To construct the HEI Score regressor we subtract the mean standard vendor
score (56) from HEI Score and rescale it by 1/100 (we also set the variable to zero for unscored vendors and schools
with no vendors). Observations are at the school-grade-year level or, in Column (4), district-year level. Standard
errors clustered at the school district level appear in parentheses. All regressions include year and school-by-grade
(or, in Column (4), district) fixed effects and district-level demographic covariates. * p < 0.05, ** p < 0.01, ***
p < 0.001

correlation between test scores and panel years without a vendor. The econometric model
is similar to Equation (2.2), except that we define 7 > 0 as years after ending a contract.
In this specification, the 7 = 0 event study coefficient, §7;°, is averaged across all years
with a healthy vendor. If our model is correctly specified, we would only expect to measure
a correlation between test scores and a vendor contract for healthy vendors when 7 = 0.2
Appendix Figure A.1 shows that this is indeed the case. All of the estimates for the standard
vendor coefficients are economically small and statistically insignificant. The same is true for
the healthy vendor coefficients, except during years when a school contracts with a vendor
(7 = 0); in those years we estimate a statistically significant effect of 0.030.

Column (6) considers the sub-sample of schools from the Contract Sample that ever
contracted with a standard vendor. As in the contract sample, this sample excludes schools
that never had an outside vendor and further restricts the sample by excluding schools whose

230ne potential exception is that we might expect the estimates for the healthy vendor to be positive
when 7 > 0 if there is a “carry-over” effect on learning in years after the cancellation of a healthy vendor
contract.
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only outside vendors have been categorized as healthy (or unknown quality). Notably, the
healthy vendor coefficient is estimated on a smaller sample of schools, only a fraction of
which ever contract with both a standard and a healthy vendor. Nevertheless, the point
estimate, while not statistically significant, is very similar to the estimate from the larger
All School and Contract School samples. The similarity in the coefficient estimates across
the three samples provides further evidence that our results are not driven by differential
trends in test scores among the schools that contract with a healthy vendor.

2.4.4 Alternative Explanations

Table 2.5 tests several alternative explanations for the observed relationship between health-
ier school lunches and test scores. One concern that our robustness checks above do not
necessarily test is that changes in vendor contracts may coincide with changes in school
leadership or district-wide investments. To address this concern we test whether changes in
school-district expenditures, student-to-teacher ratios, the percentage of students enrolled
in charter schools, or school leadership can explain our results. To conduct these tests we
merge additional data sources with our baseline panel. The new data sources, however,
do not include information for all schools. Table 2.5 thus reports our vendor coefficient
estimates when we restrict the estimation samples to observations with non-missing expen-
diture, student-teacher ratio, superintendent, or charter school enrollment data, and then
shows how the vendor coefficient estimates change when we control for each factor.

Columns (1) and (2) consider a sample with non-missing information for school expendi-
tures and student-teacher ratios. The estimated coefficients for healthy and standard lunch
providers in Column (2) are virtually identical to those without the expenditure and student-
teacher controls in Column (1). Neither the expenditure nor student-teacher coefficient is
statistically significant, and in separate regressions we also find no statistically or economi-
cally significant relationship between either measure and healthy vendor adoption.?*

Columns (3) and (4) consider a sample with non-missing information on changes in dis-
trict superintendents.?® Column (4) includes an indicator equal to unity in years when there
is a new superintendent. The estimated coefficient for the new superintendent variable is
economically small and statistically insignificant, and the vendor point estimates are unaf-
fected by whether we control for having a new superintendent.

24The expenditure and student-teacher ratio data come from the CA Department of Education and are
only available at the district level. We convert the expenditure data to thousands of dollars (2013 §) per
average daily student attendance. Results are similar if we separately control for expenditures and student-
teacher ratio.

25The CA Department of Education only retains information for current superintendents. We contacted
each CA school district in our sample by email and phone between May and July 2017 to obtain historical
information on whether there was a change of superintendent during our panel period. We successfully
obtained information from 55% of the districts in our sample. Among these districts, 59% had at least one
change of superintendent during our panel.

43



Table 2.5: Vendor Choice and Standardized Test Scores: Testing Alternative Explanations

Dependent Variable: Standardized Test Score
Sample: School Expenditures New Superintendent Charter School Population
@ 2 3) “) (©) ()
Healthy Vendor 0.028%** 0.028%** 0.031 0.031** 0.031%%* 0.031%%*
(0.011) (0.011) (0.016) (0.012) (0.010) (0.010)
Standard Vendor -0.005 -0.004 -0.011 -0.011 -0.004 -0.004
(0.019) (0.018) (0.014) (0.027) (0.019) (0.019)
Expenditures 0.001
(0.001)
Student-Teacher -0.001
Ratio (0.001)
New Superintendent 0.002
(0.003)
Percent Charter -0.036
School Enrolled (0.062)
R? 0.930 0.930 0.931 0.931 0.930 0.930
N 168,377 168,377 103,238 103,238 174,798 174,798
Schools 9,312 9,312 5,696 5,696 9,719 9,719

Note. Each column represents a separate weighted regression with weights equal to the number of test takers per
observation. Columns (1) and (2) estimate our model on a sub-sample of the panel with non-missing information
for school expenditures and student- teacher ratio. Columns (3) and (4) estimate our model on a sub-sample with
non-missing information on whether there was a new school district superintendent during our panel period. Columns
(5) and (6) estimate our model on a subsample of schools with non-missing information on charter school enrollment.
Observations are at the school-grade-year level. Standard errors clustered at the school district level appear in
parentheses. All regressions include year and school-by-grade fixed effects and district-level demographic covariates.
*p <0.05, ** p < 0.01, *** p < 0.001

Columns (5) and (6) estimate regressions on a sample of school districts with non-missing
information on the percentage of students enrolled in charter schools. The model in Column
(6) includes a variable for the fraction of students in the district enrolled in a charter school.
School districts with a larger fraction of students enrolled in charter schools may have more
flexibility to deviate from traditional school policies. Controlling for the fraction of charter
school students, however, does not affect our vendor coefficient estimates.?%

26We also estimate our model baseline after first splitting our sample into two groups based on whether
the school is a charter school. The estimated healthy vendor coefficient is also the same to three decimal
places for both samples. The source of the charter school and population data is the CA Department of
Education. 306 districts include at least one charter school during our panel. The average yearly percent of
students enrolled in a charter school for a district during this time period is 7%.
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2.5 Discussion

2.5.1 Student Health

Congress passed the Healthy, Hunger-Free Kids Act (HHFKA) in 2010 with the aim of
increasing the minimum nutritional standards that school lunches must meet. For example,
the number of mandated servings of fruits and vegetables increased, while at the same time
restrictions were placed on the number of servings of French fries (USDA 2012b). A major
goal of the law is to improve the health of school-age children via a reduction in obesity
(USDA 2013).

Previous research has shown that the source of a student’s school lunch can affect obesity
rates. Schanzenbach (2009) provides evidence that public school lunches have contributed
to increases in childhood obesity rates. Students who are more likely to consume public
school lunches, rather than other options such as bringing a brown-bag lunch, gain more
weight. Currie et al. (2010) estimate that less than one academic year of exposure to fast-
food restaurants near schools increases obesity rates for 9th grade students by about 5%.
Currie et al. (2010) and Cutler et al. (2003) both emphasize that large increases in obesity
rates could occur from as few as 100 excess calories per day.

We use the same source of physical fitness information as Currie et al. (2010) to test
whether exposure to healthier school lunch options decreases student obesity. The Physical
Fitness Test (PFT), also called FitnessGram®), is given to students in grades 5, 7, and 9 each
spring in California. Six fitness areas compose the PFT, one of which is body composition.
Schools have the option to complete the body composition portion using one of three mea-
sures: Body Mass Index (BMI), skin fold measurements, or bioelectric impedance analyzer.
For each of these measurements, there is a defined “healthy zone” that varies by age and
gender. The data are aggregated by school and grade level and indicate the percentage of
students who have a body composition measurement in the healthy fitness zone. Following
Currie et al. (2010), we define overweight as the percentage of students falling outside the
healthy zone.

We do not find any evidence that contracting with a healthy lunch provider reduces the
percentage of overweight students. We estimate Equation (2.1), except that we use the per-
centage of students who are outside the healthy fitness zone (whom we label as “overweight”)
as the dependent variable and restrict the sample to grades 5, 7, and 9.2 Columns (1) and
(2) of Table 2.6 show estimation results for all students and economically disadvantaged
students, respectively. On average, 38.6% of the students (41.7% of disadvantaged students)
in our sample are overweight. All four point estimates in Columns (1) and (2) are small and
statistically insignificant. However, a lack of precision prohibits us from excluding an effect
size as large as that found by Currie et al. (2010) (5.2%) for all but one of the coefficient
estimates (All Students, Healthy Vendor). One explanation for why we find no effect on
the percent of overweight students is that both standard and healthy lunch providers faced

2"The Contract School sample for this regression includes 4,006 grade-year observations at 910 schools.
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the same USDA calorie requirements, even prior to the HHFKA (USDA 2012a). Fast-food
restaurants, in comparison, face no constraints on calories.

2.5.2 Number of Lunches Served

The first provisions of the HHFKA became binding beginning with the 2012-13 school year.
One criticism of the law is that improving the health content of lunches may have the
unintended consequence of reducing the number of students eating school lunches (Confessore
2014), possibly because of students’ tastes. A decrease in the number of meals served to
students eligible for reduced price or free lunches would be concerning because these students
are considered most at risk for undernourishment and are a target population of the NSLP.

In order to estimate the impact of vendor quality on the number of lunches served in a
district, we obtained NSLP data from the California Department of Education’s Nutrition
Services Division for the school years 2008-09 through 2012-13. The data report the average
number of total NSLP lunches and the average number of free, reduced-price, and paid
lunches served per operating day in each school district for each month. We use the monthly
averages to calculate a single operating day average for the total number of lunches served
and the number of free or reduced-price lunches served over the course of the academic
year.?®

Columns (3) and (4) of Table 2.6 report the impact of contracting with healthy and
standard vendors on the number of daily lunches served per student. Column (3) estimates
the effects on total lunches, while Column (4) estimates the effects on reduced price and/or
free lunches. These regressions are run with observations at the level of district-year, rather
than school-grade-year, because data on lunch purchases is only available aggregated at the
district level. This constraint imposes minimal cost, however, because the treatment only
varies at the district-year level. The dependent variable is the number of daily lunches
sold per student (in Column (4), we only consider the number of reduced price and/or free
lunches and the number of economically disadvantaged students). We do not find a significant
effect of contracting with a healthy or standard vendor on the total number of lunches or
the number of free and reduced price lunches. For example, the estimated coefficients for
contracting with a healthy or a standard vendor in Column (3) are of a similar magnitude and
imply a statistically insignificant reduction in the number of school lunches of approximately
10% (the sample mean of the dependent variable is 0.45).

The fact that disadvantaged students do not purchase more school lunches when the
school contracts with a vendor supports the interpretation that the observed increase in test
scores is due to the quality and not the quantity of school lunch meals consumed. At the
same time, these findings help allay concerns that healthier lunches may actually lead to a
reduction in the number of lunches served to students and are consistent with recent evidence
in Johnson et al. (2016) that the Healthy Hunger-Free Kids Act increased nutritional quality
without affecting student meal participation rates.

28We provide details of this calculation in Appendix A.2.2.
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Table 2.6: Vendor Choice and BMI, Lunches Sold

Dependent variable: Body Mass Index Number Lunches Sold
(1) @) 3) @)
Subgroup: All Disadvantaged All Disadvantaged
Healthy Vendor -0.32 0.14 -0.049 -0.078
(0.71) (1.32) (0.037) (0.097)
Standard Vendor -1.01 0.47 -0.035 -0.019
(0.84) (1.48) (0.044) (0.119)
Dependent variable mean 38.58 41.67 0.447 0.418
R’ 0.831 0.764 0.760 0.721
N 43,648 18,105 2,778 2,744
Schools/Districts 8,724 8,724 785 785

Note. Each column represents a separate weighted regression. The dependent variable in Columns (1) and (2) is
the percentage of students who are overweight. Observations are at the school-grade-year level and the weights are
equal to the number of physical fitness test takers. The dependent variable in Columns (3) and (4) is the number of
school lunches sold. Observations are at the school district-year level and weights are the total student enrollment in
the district. The first two regressions include school-by-grade fixed effects, while the latter two include district fixed
effects. All regressions include year fixed effects and district-level covariates. Standard errors clustered at the school
district level appear in parentheses. * p < 0.05, ** p < 0.01, *** p < 0.001

The data on number of lunches served allow us to form a rough estimate of the effect of
a school lunch on performance, or the “effect of the treatment on the treated” (TOT). If we
view the treatment as exposure to a meal, rather than exposure to a vendor, the estimates in
Tables 2.2 through 2.4 represent “intent-to-treat” (ITT) effects since a significant fraction of
students do not eat school meals. Column (3) of Table 2.6 reveals that, on average, schools
serve 0.45 lunches per test taker.?? Since vendors do not affect lunches sold, this figure
suggests that the TOT estimate is approximately 1/0.45 = 2.2 times the ITT estimate. The
meals sold data are at the district level. Using a district-level regression result (Column (5)
of Table 2.4) we find an ITT effect of 0.037 that translates to a TOT effect of 0.082. This
effect is statistically significant at the p < 0.01 level.

2.5.3 Policy Counterfactual

Public school administrators interested in improving the level of student learning and in-
creasing test scores face decisions on how best to budget limited school resources. There are
many potential changes in school policy that could improve learning. For example, school

29This approximation should be reasonably accurate as long as there are not many students that eat school
breakfast but bring their own lunches. This group seems likely to be small because lunch participation rates
are much higher than breakfast participation rates; Dahl and Scholz (2011) estimate that the number of
lunches delivered was 2.24 times greater than the number of breakfasts delivered in the most recent year in
their data (2002-2003).

47



administrators could hire more teachers to decrease average classroom size (Krueger 1999),
lengthen the school day (Patall et al. 2010), increase teacher training (Angrist and Lavy
2001), give bonus pay to teachers based on student test scores (Fryer 2011), or increase
student access to free or reduced price breakfast and lunch (Imberman and Kugler 2014b).3°

Policies that direct resources toward teachers have been found to have a relatively large
impact on student test scores in some settings. The Tennessee STAR experiment, which
reduced average class size for primary school students by one-third and led to a 0.22 standard
deviation test score increase, is a frequently cited benchmark. Nevertheless, these types of
policies are often expensive and can be controversial (e.g., incentive pay). The Tennessee
STAR experiment cost approximately $25 million (2013 $), with an implied cost of $3,009
(2013 $) per student placed in a smaller class.! Jacob and Rockoff (2011) highlight both
the need and opportunity for cost-effective policies; lower-cost policies with modest effects
on student test scores may generate a better return than costly policies with larger absolute
effects.

We take advantage of contract-specific winner and loser bid information submitted to
the CA Department of Education to calculate the cost of contracting with healthy lunch
providers. The average price per lunch in healthy meal vendor contracts is $2.59. Two
comparisons suggest that healthy vendor pricing is competitive with other alternatives. First,
in seven contracts that appear in our data involving 18 bidders, both healthy and standard
vendors bid on the same contract. A regression of log price per test taker on a healthy vendor
indicator and contract fixed effects reveals that healthy vendors bid 19.9% less than other
vendors in these cases, and we can reject the hypothesis that healthy vendors cost at least
6.6% more than other vendors at the 95% confidence level.?? Second, the contract lunch
price of $2.59 is close to the National School Lunch Program reimbursement rate of $2.93
per free lunch, suggesting that healthy school meal vendors do not cost dramatically more
than in-house preparation.

To compute a plausible upper bound on the cost of increasing test scores via healthy
school meal vendors, we assume that healthy school meal vendors cost 25% more than in-
house preparation. This assumption implies that the average school makes a net profit of
30% on its school meal operations when reimbursed by the NSLP. A profit margin of this
size or larger is unlikely because the NSLP specifically forbids the use of these revenues to
fund non-food service operations (GPO n.d., 7 CFR, Section 210.14(a)).

The average healthy vendor meal contract is $426 (2013 $) per test-taker per school
year. Over the 180-day academic year, a healthy school meal contract costs about $2.37 per
test-taker day (this figure is different than the $2.59 meal cost because not every test taker
eats a school meal, and some test takers eat both breakfast and lunch). We assume that

30This list highlights only a handful of policies and is not meant to be exhaustive.

31The original cost estimates reported by Krueger (1999) are adjusted to 2013 $ using the Consumer Price
Index (CPI).

32This regression compares healthy vendors to all other vendors, including those with unknown quality.
Limiting the comparison to known standard vendors, however, generates similar results, with a cost difference
of —21.8% and a 95% confidence interval that reaches 12.5%.
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the contract is 25% more expensive than in-house meal preparation, implying a difference of
$85 per test-taker per school year. To compare cost effectiveness we consider the dollar cost
per 0.1 standard deviations of test score gains. This normalization does not imply that we
can achieve a full 0.1 standard deviation increase with any given policy, including healthy
vendor contracts (though the TOT estimate in Section 2.5.2 is close to 0.1). Rather, we
recognize that policymakers have a menu of policies available for increasing test scores, and
an optimizing policymaker will choose the combination of policies that yields a 0.1 standard
deviation test score increase at the lowest possible cost.

Using a cost difference of $85 per test-taker per school year and an estimated effect of
0.031 standard deviations (Column (3) of Table 2.2), we find that it would cost about $274
per year to raise a student’s test score by 0.1 standard deviations through switching from
in-house preparation to a healthy lunch provider. In contrast, it cost $1,368 per year to raise
a student’s test score by 0.1 standard deviations in the Tennessee STAR experiment. As
additional context we consider recent estimates of the effects of changes in school spending.
Lafortune et al. (2018) and Jackson et al. (2018) estimate that spending changes of $556
and $1,713 (2013 $) per student-year respectively generate 0.1 standard deviation changes
in test scores.®® Thus, even an upper bound on the cost of raising test scores by 0.1 stan-
dard deviations through healthy meals is several times lower than a variety of benchmark
estimates.

2.6 Conclusion

We exploit variation in the nutritional quality of school meals resulting from changes in meal
providers to estimate the effect of nutritional quality on the academic performance of primary
and secondary school students across the state of California. Using difference-in-differences
type specifications, we find that switching to a healthy meal vendor is associated with a
0.031 standard deviation increase in test scores. While this effect is modest in magnitude,
the relatively low cost of healthy vendors when compared to in-house meal preparation makes
this a very cost-effective way to raise test scores.

We conduct a variety of robustness checks, including placebo tests and an event-study
specification, to provide evidence that the timing of changes in meal providers is uncorrelated
with omitted variables that could be driving changes in test scores. There is also no evidence
that the introduction of healthier school lunches led to a change in the number of school
lunches consumed. This supports our view that the observed relationship between healthier
school lunches and test scores is due to the nutritional quality of the meals rather than the
quantity of calories consumed. An analysis of the effects of healthy meal vendors on the

33Lafortune et al. (2018) find that a $1,000 change in spending impacts test scores by 0.12 to 0.24 standard
deviations. At the midpoint of 0.18 standard deviations, this result implies a cost of $556 per 0.1 standard
deviations. Jackson et al. (2018) find that a $1,336 change in spending impacts test scores by 0.078 standard
deviations, or $1,713 per 0.1 standard deviations.
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percentage of students who are overweight finds no effect, but it is possible that these effects
could materialize on a longer time horizon.
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Chapter 3

The Effect of Air Pollution on
Children’s Educational Outcomes: An
Evaluation of California’s
Lower-Emission School Bus Program

3.1 Introduction

3.1.1 Background and Literature Review

An increasingly large body of literature has found a causal link between air pollution and
various health outcomes (Schlenker and Walker, 2016; Anderson, 2015; Currie et al., 2009b;
Moretti and Neidell, 2011; APA: Committee on Environmental Health, 2004). With this
knowledge, many policies aimed at improving air quality have been introduced at both the
federal and state level in the United States. Given that these policies necessarily entail costs,
it is of great importance to quantify their impacts. A large proportion of the literature
on the impact of air pollution has focused on naturally occurring variation (Moretti and
Neidell, 2011; Currie et al., 2009b; Anderson, 2015) or changes induced by policies without
the explicit intent of reducing pollution (Currie and Walker, 2011; Hanna and Oliva, 2015).
Some notable exceptions include papers seeking to quantify the effect of the Clean Air Act
of 1970 (Chay et al., 2003; Greenstone, 2004), which find small impacts. However, as Beatty
and Shimshack (2011) note in their paper on school bus retrofits in Washington state, the
effect of more localized policies may be different if they are better able to target pollution
abatement to areas where exposure may be greatest.

This paper evaluates the impact of the California Lower-Emission School Bus Program
(LESBP) on school attendance and academic test scores in California K-12 schools, and in
doing so adds to the literature on the impact of pollution-reducing policies. The particular
policy and setting are of interest for several reasons. Targeting school buses has the potential
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for large impacts because they contribute disproportionately to air pollution (Sabin et al.,
2005; Hill et al., 2005; Thurston, 2000). The vast majority of school buses in the United
States run on diesel fuel (Monahan, 2006). Diesel exhaust is a mixture of vapors and fine
particulates, many of which are toxic or otherwise harmful to human health. In terms of the
criteria pollutants determined by the U.S. Environmental Protection Agency (EPA), diesel
exhaust contains high concentrations of NOx, PM 2.5 and PM 10. While the amount of
these pollutants that is released into the air can be significantly reduced through technologies
available on more recent bus models, many buses currently in circulation lack these pollution
controls. According to the California Air Resources Board, an average 2007 model year bus
emits 95% less toxic PM and 85% less NOx than a pre-1977 bus. Not only do these pollutants
affect ambient air quality, but through a combination poor maintenance and flaws in design,
the exhaust can enter the cabin of the bus, exposing children to levels of pollution that can
be 5 to 10 times the level of background pollution (Hill et al., 2005; Wargo et al., 2002;
Sabin et al., 2005). This level of exposure is of particular concern given that children have
generally been found to be more vulnerable to the negative health effects of pollution (APA:
Committee on Environmental Health, 2004; Schlenker and Walker, 2016; Thurston, 2000).

The LESBP addresses this problem by providing funds to replace all existing pre-1977
and a substantial portion of the 1977-1986 models currently in the state’s fleet. The pre-
1977 buses have no controls for nitrogen oxides (NOx) or PM emissions, while the 1977-1986
models have minimal controls (California Air Resources Board, 2008). Recent bus models can
combine a number of technologies, such as diesel oxidation catalysts, soot traps, or crankcase
filters. Diesel oxidation catalysts oxidize carbon monoxide and unreacted hydrocarbons to
make carbon dioxide, which is not considered harmful to human health. Meanwhile, soot
traps and crankcase filters, remove soot from the exhaust and prevent the exhaust from
reaching the cabin, respectively. Another alternative is to use a cleaner burning fuel, such as
natural gas instead of diesel. The LESBP program does not require particular technologies,
but outlines a minimum standard in terms of NOx and PM emissions that replacement buses
must meet. All in all, they estimate reductions of approximately 3,000 tons of NOx and 200
tons of PM as a result of the program.

The impact of a school bus retrofit program similar to the LESBP was studied in Beatty
and Shimshack (2011). Using a differences-in-differences design, they find that the program
reduces bronchitis, asthma, and pneumonia among children and adults with chronic condi-
tions, which roughly translates into a cost to benefit ratio (in present value terms) between
7:1 and 16:1. A subsequent paper also studied the impact of bus retrofits and adoption of
ultralow-sulfur diesel in the Puget Sound region and found reductions in a marker for inflam-
mation in the lungs, increased lung function and reduced absenteeism among the children in
the study (Adar et al., 2015).

While there are obvious similarities between my analysis and those previous studies, this
paper still makes important contributions. Both Beatty and Shimshack (2011) and Adar
et al. (2015) only analyze schools in the Puget Sound region of Washington State, while
the analysis sample in this paper consists of all public schools in the state of California.
The Puget Sound area has a higher average income, smaller minority population, and is
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less densely populated than most urban areas in the United States Beatty and Shimshack
(2011). Thus, studying the effects of a bus replacement program in a population with greater
income and ethnic heterogeneity may yield additional insights. Secondly, California has some
of the highest levels of pollution in the United States. The five cities with the highest 24-hr
PM2.5 and ozone concentrations in the country were all located in California (American
Lung Association, 2014). Thus, effective policies aimed at reducing pollution are of great
importance in the state of California. This paper is in some sense an extension of Beatty
and Shimshack (2011) paper in that it looks at academic outcomes that may be affected
through the channel of improved health. I also build on the findings of (Adar et al., 2015)
by measuring not only school attendance but also academic test scores.

A substantial amount of research exists on the effects of pollution on health, particularly
among vulnerable populations like children, but there is a smaller and more recent literature
on how the health effects of pollution translate into effects on human capital and labor
market decisions. Hanna and Oliva (2015) find that reductions in pollution resulting from
a refinery closure in Mexico led to increases in hours worked per week among individuals
living in close proximity to the refinery. Others have found decreases in worker productivity
on high pollution days (Chang et al., 2016b,a). Thus, understanding the effect of pollution
abatement on educational outcomes in school age children is a valuable addition to the
literature about the effects of pollution on human capital.

Estimating the effect of the program on attendance is interesting for two reasons. First of
all, school absences are thought to be sensitive to changes in children’s health, particularly
respiratory ailments that are often triggered by pollution (Currie et al., 2009a; Grossman
and Kaestner, 1997). Thus, school attendance provides an indirect way of measuring health
outcomes, and in particular may pick up effects not found using hospital data, since a child
may be sick enough to miss school but not so sick as to require a hospital visit. Further-
more, attendance is an interesting outcome in and of itself given that school absences (i.e.,
low attendance) have been found to be negatively correlated with academic achievement
(Gottfried, 2009). Among many reasons for this relationship is that chronically absent stu-
dents receive fewer hours of instruction (Gottfried, 2009; Connell et al., 1994). If we find an
effect on school attendance, then there is also reason to believe that academic performance
could improve. Thus, our second outcome of interest is standardized test scores. Standard-
ized test scores are frequently used in the education literature to measure the impact of
interventions or as a measure of academic achievement (Rothstein, 2010; Roland G. Fryer,
2014; Imberman and Kugler, 2014a). I find some evidence that the program has a positive
effect on attendance, although this effect is sensitive to the specification. However, I find no
corresponding effect on test scores.

3.1.2 Description of Program

The LESBP received funding in the amount of $200 million from Proposition 1B passed in
2006. The first of the buses replaced through this program were delivered in spring of 2009
in time for the 2008-2009 school year. Funding was allocated to air districts based on the
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number of pre-1977 model buses in their fleet and their percentage share of the statewide
1977-1986 bus population (California Air Resources Board, 2008). Each of the 35 air districts
was then tasked with disbursing the funds to the school districts within its boundaries.

While an application process was used to disburse funds, several aspects of the way the
program was designed leads me to believe that the exact timing of replacements is plausibly
exogenous, allowing me to exploit differences in timing to estimate the effect of the program.
The priority of the program was to get all pre-1977 buses off the road by the start of the 2011-
2012 school year. This goal was not universally achieved with some replacements occurring
in late 2011. The legislation specified that air districts were required to reach out to school
districts with pre-1977 model school buses to inform them of the program and encourage
them to apply for the program, potentially reducing selection among the pool of applicants.
Funds remaining after all pre-1977 buses replaced were to be used for the replacement or
retrofit of 1977-1986 models with priority given to older models. As a “tie-breaker” program
managers were allowed to prioritize districts with high levels of exposure as measured by
total bus miles traveled per year but only after prioritizing older buses.

The rules of the program also stipulated that funds were to be used only for replacement
of old school buses and not fleet expansion, with proof of disposal required. According
to annual program reviews and program administrators, the new bus purchase funds were
usually oversubscribed, such that the exact timing of replacements was generally determined
by funding availability, logistical constraints, and the priority rules laid out in the legislation
that funded the program. That is, several school districts may have applied to the program
at approximately the same time, but their new buses would enter the fleet at different times.
We will further explore the identifying assumption of exogenous timing in section 3 of the

paper.

3.2 Background and Data

I use three sources of data to estimate the impact of LESBP on academic achievement. The
first of these is administrative information provided by the Air Resources Board, which details
replacements and retrofits.! The other two datasets come from the California Department
of Education, and they provide information about attendance and standardized test scores.

3.2.1 Bus Replacement and Retrofit Data

The replacement and retrofit data are provided by the LESBP, which is overseen by the Air
Resources Board, for the years 2008-2014, corresponding to the 2008-2009 through 2013-2014
school years. Given that the majority of the funds were allocated to replacements and the
rules for prioritizing applications for replacements are clearly delineated, I will focus this
analysis only on bus replacements. LESBP funds are apportioned to Air Pollution Control
Districts (APCD) or Air Quality Management Districts (AQMD), henceforth air districts,

'T would like to thank Lisa Jennings at the California Air Resources Board for providing this information.
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which then divide the funds among the school districts that comprise the air district. Thus,
the data include both the air district and school district in which buses were replaced and the
date on which the replacement took place. The data also include the number of school buses
in each air district that were manufactured prior to 1977 and those dating from the 1977-1986
period, the criteria that determined funding at the air district level. Additional bus fleet
information, including total fleet size, miles traveled and ridership at the school-district level
was also obtained from the California Department of Education for the 2007-2008 through
2011-2012 school years.

3.2.2 Attendance and Test Score Data

In order to measure educational impacts, I use two different outcome measures.The first
measure is attendance, which is reported by the California Department of Education at
the school district level. Specifically, the Department of Education reports average daily
attendance (ADA), which is calculated as the total days of student attendance divided by
the total days of instruction.? To measure academic achievement, I use data from California’s
Standardized Testing and Reporting (STAR) for the school years 2006-2013. STAR tests are
administered annually for grades 2 through 11. The core tests are Math (tested in grades 2
through 7), English Language Arts (tested in grades 2 through 11), Science (tested in grades
5, 8 and 10), and History/Social Sciences (tested in grades 8 and 11). Additional tests,
denominated End of Course tests, are administered for various subjects, such as Geometry
and Biology. The grade in which these subjects are tested depends on the grade in which
the student finishes the course.

The outcome variable is a composite test score at the school-grade level, which averages
all tests taken in a given school for a given grade and school year. Before averaging the
scores, they are first standardized by the standard deviation of each test as reported by the
California Department of Education. We standardize scores because these type of tests are
often designed so that it is almost impossible to get a score very close to zero, such that
estimating changes in raw scores may not be very informative. The data also include mean
test scores for different subgroups at the school-grade level, which is used to estimate effects
on particular subgroups of interest. In particular, I will study the effect of the program
on test scores for disadvantaged students, who may have lower levels of health and thus
may be more susceptible to pollution. Disadvantaged students are defined by the California
Department of Education as students who are eligible for free or reduced lunches through
the National School Lunch Program. The income threshold for eligibility for free or reduced
lunches is 185% of the federal poverty line. Below I report summary statistics for academic
outcomes, bus replacements, and demographic variables.

2An alternative way to measure attendance would be to look at reported absences. However, California
only reports truancies, which is defined as the number of students who have three or more unexcused absences
or tardies in a school year. Because health-related absences are frequently excused, I believe ADA provides
a better measure for my purposes.
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Table 3.1: Summary statistics

Variable Mean Std. Dev. N
Enrollment 6945 24967 3378
Attendance Rate 0.920 0.135 3378
Stnd. STAR score: All 5.26 0.36 3385
Stnd. STAR score: Disadvantaged  5.04 0.28 3136
% Disadvantaged 0.542 0.257 3385
% Black 0.037 0.057 3385
% Asian 0.054 0.095 3385
% Hispanic 0.423 0.275 3385
% White 0.414 0.267 3385
% Parent ed: No high school 0.151 0.139 3385
% Parent ed: High school 0.205 0.098 3385
% Parent ed: College 0.167 0.100 3385
% Bus Riders 0.293 1.823 3358
Replaced buses per student 0.101 0.222 3385
Fleet Size 12.15 32.09 3356

Note. Summary statistics reported are at the school district level. Race, ethnicity, and parental education
covariates come from STAR data. % Bus Riders is the average number of daily students transported divided
by enrollment. % Replaced is the average percentage of eligible buses replaced over the four years in our
sample.
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3.3 Empirical Strategy

Our empirical design takes advantage of the differences in timing of replacements to estimate
the effect on absences and test scores. The main specification used to estimate the effect on
attendance is the following:

(3.1) Ydat = @+ B No. Replacedgqs + 0 Xgar + Mg + Vi + Edat

The dependent variable is ADA divided by enrolled students in school district d, located in
air district a, during year t. The independent variable is the number of buses that have been
replaced in air district a by year t divided by the number of enrolled students (in thousands)
within that air district. Thus, our independent variable varies only at the air district-year
level. Given the durable nature of school buses, the number of replacements is calculated as
the cumulative number of buses that have been replaced by year t.

The main specification includes year fixed effects 4; and school district fixed effects ay.
The year fixed effects control for state-wide characteristics, such as budget cuts to education,
that could affect both the test score outcomes and the timing of replacements. Meanwhile,
the school district fixed effects control for time-invariant characteristics such as school in-
frastructure in a given district. Lastly, Xy is a vector of controls at the school district and
year level. These control variables are potentially time-varying characteristics of the test-
takers, such as their race, parental education and economic status. Additional controls are
included for the average percentage of students in a school district that ride buses to school,
the percentage of replacements for which the air district provided matching funds to cover
the school district’s portion of the costs,® and school district budget expenditures in a given
year.

Standard errors are clustered at the air-district level, since the variation in the percentage
of eligibles buses replaced occurs at the air district level. While the data for bus replacements
is available at the school-district level, aggregating to the air district level mitigates some
endogeneity concerns, since air districts are automatically allocated funding to disburse,
whereas school districts must apply for replacement funds. Moreover, if there exist spillovers
between school districts, varying treatment at the air district level may be more appropriate.
On the other hand, aggregating to the air-district level removes some potentially important
variation, given that school bus fleets are managed at the school district level. For example,
consider an air district that is comprised of two school districts with 50,000 students each.
One school district does not replace any buses and the other replaces 10 buses. Then, both
school districts will be assigned a value of the independent variable equal to 0.1 (.1 replace-
ments per thousand students). I come back to this issue in a subsequent section.

3Program rules required school districts to contribute $25,000 towards the cost of a bus replacement,
but the air district could choose to cover this amount with their own funds, which is referred to as“District
Match”.
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For the regressions estimating the program impact on test scores I use the following
specification:

(3.2) Ygsat = @ + B No. Replacedysar + 0 X gsar + Ags + V¢ + €gsat

This specification is almost identical to Equation 3.1, except that observations are at the
school-grade level as opposed to the school district level. The dependent variable, Y454, is the
mean standardized score across all STAR tests administered in grade g in school s for year t.
Because observations are aggregated, and there is heterogeneity in the number of individuals
in each unit of observation, I report regressions with and without regression weights. For
the test score regressions, I will use the number of test-takers as regression weights, while
for the attendance regressions, enrolled students per district will serve as weights.

The identifying assumption is that conditional on school district (or school-grade) and
year fixed effects, as well as time-varying controls for school demographics, the exact timing
of the school bus replacement is uncorrelated with school-specific trends in the outcome
variable of interest. This assumption is plausible given that a school district’s eligibility
for the program depends on its population of pre-1986 and pre-1987 model year buses prior
to the LESBP introduction, which would be taken care of by the school district (school-
grade) fixed effects. In addition, program officials contend that the program was frequently
oversubscribed, such that the exact timing of replacements was driven largely by logistical
constraints.

One concern we might have is that districts with a larger number of pre-1977 school buses
at baseline may be significantly different from other school districts, such that they may have
been differentially targeted by other programs coinciding with bus replacements. Table 3.3
reports the difference in means between school districts with and without pre-1977 school
buses across several baseline characteristics. I find that school districts with pre-1977 buses
have a higher percentage of students that are disadvantaged, Hispanic or whose parents have
less than a high school education. These districts also have lower percentages of students
that are white and whose parents have a college education. Overall, school districts that have
pre-1977 buses at baseline seem to be more disadvantaged economically and educationally
than districts that do not. While this does not invalidate the research design, it implies that
I must be careful in ruling out other programs that may have been targeted at disadvantaged
schools. The first step towards addressing this issue is the inclusion of school district level
annual expenditures in the regression, which should control for large budget increases that
may come from other programs targeting struggling school districts. In section 4.3, T will
also discuss how other programs that may have differentially targeted disadvantaged school
districts are inconsistent with my results.
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Table 3.2: School characteristics by pre-1977 bus ownership

Number of pre-1977 Buses

% Disadvantaged 0.120**
(0.0550)
% Black 0.00645
(0.0139)
% Asian 0.00142
(0.0557)
% Hispanic 0.259***
(0.0547)
% White -0.242%**
(0.0552)
% Parental ed: No HS 0.0900***
(0.0289)
% Parental ed: HS 0.0374
(0.0229)
% Parental ed: College -0.0481**
(0.0210)

Note. Table reports the coefficients from a regression of 2006 school district characteristics on an indicator
for having at least one pre-1977 buses in the fleet.

3.4 Results

3.4.1 LESBP and Attendance

I begin by estimating equation 3.2 for the school years 2008-2009 through 2011-2012 in order
to look at the effects of LESBP on attendance. Table 3.3 shows the results of this estimation.
I report both weighted and unweighted regressions and regressions with and without covari-
ates. Focusing on the specifications that include covariates, we see a substantial difference
between the point estimates of the unweighted and weighted regressions. The main differ-
ence between these two specifications is that in the latter, observations from larger school
districts, as measured by total enrollment, are given more weight. Thus, the results suggest
that there is a difference in the effect of bus replacements between small and large districts.
More specifically, it appears that the effect of bus replacements is larger in smaller districts.
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Column (3) reports the results of the weighted regression, in which I find no effect of bus
replacements. In the unweighted specification with covariates, column (4), I find a positive
and statistically significant result. The point estimate of 0.0342 suggests that replacing one
bus in an air district with 100,000 students would result in an increase in attendance of
0.000342, or approximately 0.034 % from a mean of 92%. The average air district has about
80 pre-1986 buses in its fleet, so replacing half of these would increase attendance be about
1.4 percentage points.

Table 3.3: The effect of bus replacements on attendance: All students
(1) (2) (3) (4)
Weighted Unweighted Weighted Unweighted
No. replaced/student  0.00529 0.0265** 0.00122 0.0342***
(0.0213) (0.0108) (0.0197) (0.00977)

Covariates N N Y Y
N 3378 3378 3378 3378
R? 0.898 0.833 0.902 0.846
School districts 869 869 869 869

Note. * p < 0.10, ** p < 0.05, *** p < 0.01. Standard errors, in parentheses, are clustered at air district level.
Regressions include school district and year fixed effects. Number of students enrolled per school district are
used as weights in weighted regressions.

Turning to the difference between the weighted and unweighted estimates, Solon et al.
(2015) note that in the presence of unmodeled heterogeneity, weighted and unweighted OLS
give us different weighted averages of the heterogeneous effects neither of which is neces-
sary the population average treatment effect. They further note that when unweighted and
weighted estimates are different, the correct course of action is to explore the source of the
heterogeneity. I begin by excluding certain observations to understand if outliers are driv-
ing my results. In table 3.4, I report the results of regressions estimated without the Los
Angeles School District, as well as regressions excluding districts that ever have more than
1 replacement per 1000 students greater than 1 or attendance less than 50%.

Los Angeles Unified District (LAUSD) is by far the largest district in our sample, approx-
imately six times as large as the next largest school district, so it is weighted very heavily
in the weighted regressions. As can be seen in columns (1) and (2), once I exclude LAUSD
from the weighted regression, the point estimate increases by an order of magnitude. In
column (4), we can see that excluding districts with number of buses replaced per student
greater than one barely changes the point estimate in the unweighted regression although
the results are no longer significant. Lastly, in columns (5) and (6), I report the results of
regression excluding school districts that are outliers in terms of attendance. In column (6),
we see that the unweighted estimates estimate on this sample are very similar in magnitude
to the baseline results, and remain significant. I take this as evidence that the unweighted
results we find in table 3.3 are not driven by outliers along the dimensions of number of
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bus replacements or attendance. However the large difference between the weighted and
unweighted point estimates, with the weighted estimates being much smaller, is driven in
part by a small treatment effect in the very large LAUSD.

Table 3.4: The effect of bus replacements on attendance: Excluding outliers

Los Angeles Outliers - replacements Outliers - attendance

(1) (2) (3) (4) (5) (6)

No. replaced/student  0.0129  0.0342***  -0.0240 0.0369 0.000498  0.0293***
(0.0119) (0.00976) (0.0310) (0.0242) (0.0199)  (0.00698)

Covariates Y Y Y Y Y Y
Weights Y N Y N Y N
N 3374 3374 3196 3196 3266 3266
R? 0.910 0.846 0.970 0.871 0.869 0.724
School districts 868 868 823 823 840 840

Note. * p < 0.10, ** p < 0.05, *** p < 0.01. Standard errors, in parentheses, are clustered at air district
level. Regressions include school district and year fixed effects. Outliers in terms of replacements are defined
as observations where the number of buses replaced per 1,000 students exceeds 1 at any point. This also
roughly corresponds to the 99th percentile of bus replacements across the 4 years. Outliers in terms of
attendance are defined as school districts with attendance rate less than 50% at any point in the sample.
Number of students enrolled per school district are used as weights in weighted regressions.

Next, I look at heterogeneity in the treatment effect by interacting district characteristics
with the number of buses replaced per student. I focus on the unweighted results with
covariates, given that the unweighted estimates appear to be more stable. These results
are reported in table 3.5. Column (1) reports the results of a regression where we interact
treatment with the percentage of disadvantaged students in a district. While the point
estimate is positive, the result is not significant. This result provides some evidence against
the hypothesis that disadvantaged children may see larger impacts from the program because
they may live in more polluted environments and be in generally worse health, making
them more sensitive to additional factors that may negatively impact their health (APA:
Committee on Environmental Health, 2004; Currie et al., 2009b). In column (2), I explore
heterogeneity according to different levels of exposure as proxied by the total bus miles driven
(in 100,000s). I find no indication that treatment varies by total miles driven.

Lastly, I test the hypothesis that there are heterogeneous treatment effects with respect
to background levels of pollution. In particular, I would like to focus on background levels
of the pollutants that are expected to see the largest decreases, NOx and particulate matter.
To measure background exposure, I use non-attainment status for a particular pollutant as
reported by the EPA. Counties out of attainment are assigned a value of 1, while counties only
partially out of attainment are assigned a value of 0.5. None of the counties in California
are out of attainment for NOx during the time period of interest, so I test heterogeneity
with regards to PM10 and PM2.5. These results are reported in columns (3) and (4),
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respectively. In column (3), I find evidence that the treatment effect of bus replacements is
larger for school districts located in counties that are out of attainment for PM 10, although
the coefficient is significant only at the 10% level. The point estimate of 0.0585 suggests that
going from partial non-attainment to attainment or non-attainment to partial attainment
almost doubles the size of the treatment. The point estimate for PM 2.5 is positive but not
significant.

Table 3.5: Heterogenous effects of bus replacements on attendance

(1) (2) (3) (4)
% Disadvantaged Tot. miles driven ~ PM 10 PM 2.5

No. replaced/student 0.0188 0.0354*** 0.0326***  0.0346***
(0.0166) (0.0125) (0.00959)  (0.00902)
% Disadvantaged -0.00906
(0.0467)
Replaced x % Disadv. 0.0303
(0.0352)
Tot. miles 0.000842**
(0.000403)
Replaced x Tot. miles -0.000732
(0.00199)
Replaced x PM 10 0.0585*
(0.0336)
Replaced x PM 2.5 0.0288
(0.0300)
Weights N N N N
Covariates Y Y Y Y
N 3378 3378 3378 3378
R? 0.846 0.846 0.846 0.846
School districts 869 869 869 869

Note. * p < 0.10, ** p < 0.05, *** p < 0.01. Standard errors, in parentheses, are clustered at air district
level. Regressions include school district and year fixed effects. Columns (3) and (4) report heterogeneous
effects with regards to PM 10 and PM 2.5 non-attainment, respectively. Non-attainment status varies only
at the county-level so these indicators are co-linear with school district fixed effects.

4Since attainment status varies only at the county level, the indicators for non-attainment are collinear
with the school district fixed effects, so the effects of non-attainment alone cannot be reported.
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3.4.2 LESBP and Test Scores

Table 3.6 shows the results of estimating equation (3.1) for all students in the sample. Col-
umn (1) shows the results of a regression using number of test-takers as regression weights,
while column (2) shows the unweighted results. Columns (3) and (4) add test-taker charac-
teristics as covariates to the weighted and unweighted regressions, respectively. While sample
size decreases when I add covariates because some school-grade observations are missing in-
formation on test-taker characteristics, the changes in the point estimates suggest that it
is important to control for test-taker and other time-varying characteristics. Thus, my pre-
ferred specification for test scores include covariates, similar to the attendance regressions.
Overall, the point estimates are quite small and none of them are significant. Taking the
upper bound of the 95 % confidence interval for the unweighted estimate, 0.030, suggests
that replacing one school bus in an air district with 100,000 students® would result in a score
increase of 0.00030 standard deviations, ruling out large positive effects. Even the weighted
regression, which yields the largest estimate can reject effects larger than 0.00099 standard
deviations per bus replacement. Table 3.7 reports the results of estimating Equation 3.1 on
the subsample of students classified as disadvantaged in the STAR data. I find that the point
estimates are of similar magnitude to those of estimated on the entire sample of students,
and none of the point estimates across the four specifications are statistically significant,
which is consistent with the finding in the attendance regressions.

Table 3.6: The effect of bus replacements on test scores: All students

(1) (2) (3) (4)
Weighted Unweighted Weighted Unweighted

No. replaced/student -0.00193 -0.0122 0.0225 -0.0206
(0.0162) (0.0176) (0.0365) (0.0257)

Covariates N N Y Y

N 138503 138503 86081 86081

R? 0.935 0.914 0.940 0.931

School Districts 877 877 786 786

Note. * p < 0.10, ** p < 0.05, ** p < 0.01. Standard errors clustered at air district level. Regressions
include school-grade and year fixed effects. Number of test-takers per observation are used as weights in
weighted regressions.

®The mean number of students per air district is approximately 170,000
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Table 3.7: The effect of bus replacements on test scores: Disadvantaged students

(1) (2) (3) (4)
Weighted Unweighted Weighted Unweighted

No. replaced/student -0.00372 -0.0144 0.0268 -0.0208
(0.0190) (0.0124) (0.0353) (0.0228)

Covariates N N Y Y

N 114901 120950 78487 78487

R? 0.896 0.868 0.910 0.887

School Districts 750 825 736 736

Note. * p < 0.10, ** p < 0.05, ** p < 0.01. Standard errors clustered at air district level. Regressions
include school-grade and year fixed effects. Number of test-takers per observation are used as weights in
weighted regressions.

3.5 Identifying Assumptions and Robustness

To ensure that the results outlined above are not the product of some omitted variable bias,
I perform two robustness checks. I first show that the timing of adoption is not correlated
with changes in student characteristics. Table 3.8 shows the results of regressing student
characteristics on our treatment variables and controls for the percentage of bus riders in
a school district, percentage of replacements that received matching funds from the air
district, and school district expenditures. Essentially, I am running our main specification
with student characteristics as the dependent variable. If the identification assumption holds,
one would expect the coefficient of No. Replaced to be small and not significant, indicating
that adoption decisions are not correlated with changes in the student body.

Indeed, we see in Table 3.8 that only of the coefficients on the nine covariates tested is
significant at the 5 % level, which suggests that the timing of replacements is not generally
correlated with changes in school characteristics. While I directly control for these covariates
in my main specification, finding significant results would cause us to be concerned that some
unobservable characteristics are also correlated with the timing of replacements.

As another test of exogeneity for the timing of the replacements, I estimate the following
specification:

0
(3.3) Ydat = O+ Z Br No. Replacedljat + 0 X gat + Aa + Ve + Edat
k=—3

This specification adds three treatment “leads”, such that No.Replaced®, , for k = —1
is equal to No.Replacedyy in the subsequent year (t+1). Equation 3.2 is also modified
to get an analogous specification for the regressions that use test scores as the dependent
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variable. If the timing of replacements is truly exogenous, I expect the coefficients 55 to be
precisely estimated zeros for k € [—3, —1]. Otherwise, the results in section could be driven
by differential pre-trends. Further, the coefficient estimate for 5y, our true treatment effect,
should not change very much relative to the estimation from the baseline specification.

Panel a of figure 2 plots the coefficients (5 for k € [—3, 0] for attendance as the outcome
variable. For the unweighted regression, the coefficient on treatment remains very similar in
magnitude and is still statistically significant. None of the treatment leads are significant,
and they are about a third of the magnitude of the true effect, providing support for the
assumption of exogeneity in the timing of replacements. For the weighted regression, neither
the leads nor the treatment are statistically significant. Panel b of figure 2 shows the same
coefficient plot for the test score regression. We see that the coefficients on the years prior
to treatment are not significant in either the weighted or unweighted regression. The point
estimates for 5y become more negative relative to the main specification, but they are less
precisely estimated. Overall, there seems to be little evidence of replacements occurring in
response to changes in test scores.

Administrative capacity and budget concerns prevented some school districts from get-
ting school buses the same school year in which they applied for the replacement, adding
additional random variation in the timing of bus replacements. Unfortunately, I do not have
data regarding when the applications were filed. I only have information detailing when the
bus order was placed after the application was approved, as well as the date the bus was
delivered. In figure 3.2, I show the distribution in the number of days between the order and
delivery date. While some school districts receive buses within 30 days of the order date,
a not insubstantial number of purchases are delivered 6 months or more after the original
order date, suggesting that there is variation in the delivery date that is plausibly unrelated
to the date of application.b

SNote that it seems like some purchase orders were made retroactively as can be seen by the small number
of districts where the delivery date is before the date of the purchase order.
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Figure 3.1: Event study specification
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Note. Figure shows coefficients on treatment indicator and treatment leads (1-2) for test score and attendance
regressions. Regressions include full set of covariates, year fixed effects, and district fixed effects in panel a
or school-grade fixed effects in panel b. Standard errors are clustered at air district level.
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Figure 3.2: Timing of bus delivery relative to order date
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Note. This figure uses the distribution of the time between order and delivery for all the school buses replaced
using bin-widths of 30 days. A small number of purchases report delivery dates that are before the order
date, hence the negative numbers.

Lastly, I explore the idea that disadvantaged schools may have both been prioritized for
replacements because of their older fleets and targeted by other programs. I tried to address
this concern by controlling for total expenditures at the school district level, which should
capture increased funds as a result of these programs. Through a search of California’s bond
accountability website I found other bonds approved for education expenditures during this
period. The only program I found that may have directly targeted more disadvantaged
school districts during this time are funds approved for overcrowding relief. These funds
could be used to replace portable classrooms with permanent structures. However, it seems
unlikely that the building of classrooms would reduce absences yet have no impact in test
scores, as we find.

3.5.1 Robustness

All of the results presented up to this point have defined the treatment variable as the
number of buses replaced per 1000 students at the air district level. This was done to
mitigate endogeneity concerns and take into account the potential for spillovers within air
districts, since many of these districts are drawn to coincide with air basins. However, [ may
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also be using an important source of variation by aggregating to the air district level, so in
this section of the paper, I estimate the results with treatment defined at the school district
level. The results are reported in table 3.9. Focusing on column (4), which reports the
unweighted results with covariates, we see that the point estimate is positive and significant,
but at 0.00405 it is an order of magnitude smaller than the point estimate obtained when
treatment was defined at the air district level. One possible explanation for this result is
that the bus replacements significantly impact ambient air quality, which spills over beyond
the school district where the bus is replaced. Such an effect would lead me to underestimate
the true treatment effect (Miguel and Kremer, 2004). However, the spillover effects would
have to be quite large to explain such a large difference in the results. Another potential
explanation is that there is more endogeneity when defining the treatment at the school
district level, which could lead to a downward bias. Results for test scores at the school
district level, provided in the appendix, are very similar to those obtained when defining
treatment at the air district level.

Table 3.9: The effect of bus replacements on attendance: School district analysis

(1) (2) (3) (4)
Weighted Unweighted Weighted Unweighted

No. replaced/student  -0.0178 0.00259 -0.0194 0.00405**
(0.0160) (0.00158) (0.0145) (0.00149)

Covariates N N Y Y

N 3386 3386 3386 3386

R? 0.904 0.832 0.908 0.845

No. districts 871 871 871 871

Note. * p < 0.10, ** p < 0.05, *** p < 0.01. Standard errors, in parentheses, are clustered at air district
level. Regressions include school district and year fixed effects. Number of students enrolled per district are
used as weights in weighted regressions.

3.6 Discussion and Conclusion

I find suggestive evidence that the bus replacements funded by LESBP have a positive
effect on attendance, but no effect on STAR test scores. In the unweighted specification for
attendance, bus replacements have a positive and statistically significant effect. This result is
robust to excluding outliers across several dimensions, and generally robust to specifications
allowing for treatment heterogeneity. I also find some evidence that the bus replacements
have larger impacts for school districts located in non-attainment counties for PM10. The
treatment effect reduces substantially when treatment is defined at the school district-level,
potentially due to spillover effects, although endogeneity is also a concern. For STAR test
scores, the point estimates for the cumulative number of buses replaced per student vary
across specifications, but they all rule out large effects. The effect on disadvantaged students
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is similarly small and insignificant. However, the program does appear to have a positive
impact on attendance rates.

While making direct comparisons to other studies is difficult, due to both differences
in outcomes of interest and the nature of interventions, it is still instructive to understand
how the estimates in this paper fit into the existing literature. I compare my estimates
to two particularly relevant papers, one which studies the effects of a bus retrofit program
on hospital discharges for respiratory illnesses (Beatty and Shimshack, 2011), and a second
which looks at how naturally occurring variation in pollutions affects school absences (Currie
et al., 2009a).

Beatty and Shimshack (2011) find that districts that retrofit their school buses see a 20 to
30 percent decrease in asthma and bronchitis, and pneumonia and pleurisy among children
relative to control districts. These results translate approximately into a 2 % reduction
in asthma and bronchitis cases (for both children and adults) for every 10 percent of the
fleet that is replaced, with similarly sized effects for pneumonia and pleurisy. The estimate
from my main specification translates into an increase in attendance of about 0.3 percentage
points for every 10 percent of the eligible fleet that is replaced, from an average attendance
rate of 92%. However, it is not clear how a 2% decline in asthma and bronchitis would
translate into changes in attendance. For example, the attendance data does not specify
what percentage of the absences are due to medical reasons, specifically respiratory diseases.
Meanwhile, Currie et al. (2009a) find that the reduction in high CO days between 1986 and
2006 in particularly polluted areas of Texas reduced absences by 0.8 percentage points, an
effect that based on the estimates in this paper would correspond to replacing about 27% of
the eligible fleet.

A future line of research could try to more directly establish that the observed impacts
on attendance are coming through a health channel by measuring the impact on respiratory
diseases that other papers have observed (Beatty and Shimshack, 2011; Adar et al., 2015).
Additional research could also help understand if bus replacements affect test scores in the
long term, although we do not find concurrent impacts. Nevertheless, my estimates suggest
that bus replacements have likely have benefits for the school children who are most exposed
to their pollution, in addition to whatever impacts they may have on ambient air quality.
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Appendix A

A.1 Weather index insurance and shock coping:
Evidence from Mexico’s CADENA program —
Appendix

A.1.1 Additional summary statistics

Table A.1: Municipality summary statistics

Variable All municipalities ENIGH municipalities p-value
Population 50,115.3 102,765.5 0.0
Years of education 6.8 7.0 0.1
% Iliterate 13.3 12.3 0.1
% No running water 16.5 16.7 0.9
% Dirt floor 8.8 8.9 0.9
% Indigenous population 11.5 10.9 0.8
Female % of employed pop 25.7 25.8 0.9
Male % of employed pop 74.3 74.2 0.9

Note. The data used to created this table comes from the 2010 census. % Illiterate is defined as the number
of illiterate individuals over the age of 15 divide by the total population over 15.

A.1.2 Model

Consider a farmer that holds some amount of wealth, w, at time t = 0. The farmer chooses
to allocate his wealth w between consumption today ¢y and inputs into farm production that
will result in output that he can consume in period t = 1. In terms of production, the farmer
has two margins along which he can invest: expanding the amount of land sowed (A) at a
cost r per unit of land and/or increasing the amount of fertilizer x at a cost of p per unit
of fertilizer. Conditional on a given choice of inputs, the output at time ¢t = 1 depends on
which of the two possible states of nature, drought or no drought, is realized. We denote
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the production in a good year (no drought) as f,(z, A), and the production in a bad year
(drought) to be fy(z, A). As a result of the area-based index insurance, the farmer also
receives a payment of m per area sowed in the bad state of the world.! Thus, the farmer’s
maximization problem is:

max u(co) + dou(c]) + (1 — a)u(c])]

T

subject to:
co =w — (Ar + px)
= fylz, A)
= fo(z, A) + mA
Furthermore, we place the following restrictions on the functional forms:
folx, A) > fi(x, A) Va

01, _ 0,
ox ox
The first order conditions for this maximization are:

—(co)r + 6 {au'(c ) ( 52’ ) +(1- a)u’(cg)%} =0

e 6 fan () T+ (- ) P2 | <o

In order to generate figure 1.4, we chose the following functional form for the utility and
production functions, and numerically solved for the optimal values x* and A* for different
values of w:

u(c) =
folz, A) =
fo(x, A) = 0.8z

NG \_/

[N m\»—t
[SIES

In(c
r3 A
A

A.2 School Lunch Quality and Academic
Performance — Appendix

A.2.1 Calculation of vendor HEI scores

Nutritionists at the Berkeley Nutrition Policy Institute conducted an analysis of menus
for those vendors for whom this information was available. A copy of the com-

!This assumption ignores the issues of basis risk, but the main result holds so long as the probability of
payment is higher during a drought than in a normal year because in this setting farmers are not responsible
for paying insurance premiums.
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plete report can be found here: http://faculty.weatherhead.case.edu/jpg75/pdfs/
Nutrition-Policy-Institute-July-2016.pdf The menus were scored using the Healthy
Eating Index (HEI). The process to calculate the HEI for each vendor was the following:

1. Nutrition information was gathered from vendors. This process included obtaining
the full menu of offerings and nutritional information by contacting vendors. When
this information was not available, sample menus from client school districts (with or
without nutritional information) were used.

2. In order to calculate HEI, it was necessary to match foods listed in vendor menus to
USDA food codes.

a) For vendors with nutritional information available, vendor foods were matched to
USDA foods using the What’s in the Foods You Eat online search tool

e Foods were first matched by names. Then, these matches were analyzed based
on calories and fat content to determine how many USDA units corresponded
to a vendor’s portion.

e Units were calculated so that calories, total fat, and saturated fat matched
within 20% difference.

— Entrees, meat/meat alternatives, and whole grain items were also
matched by protein and fiber.

e A coding system was created to denote the quality of the match.

b) For vendors without nutritional information, the number of total calories and
other nutrients had to be imputed to determine the number of USDA units corre-
sponding to a vendor’s portion. In these cases, a number of methods were tested,
which included using the average calories for other vendors and USDA defaults
(e.g., the necessary amounts to meet USDA guidelines)

c) USDA HEI SAS macros were used to determine HEI scores (scoring system 1)
3. A supplemental scoring system was created to include additional food categories com-

monly found in school lunch menus. This method was reviewed by five nutrition
experts.

4. The HEI and supplemental scores were combined to calculate alternative total scores
(scoring system 2).

A.2.2 Calculation of average school lunches served

National School Lunch Program (NSLP) data were obtained from the California Department
of Education’s Nutrition Services Division for the school years 2008-2009 through 2012-2013.
The data report the average number of NSLP lunches served per operating day in each school
district. Averages are calculated monthly, so in order to obtain an annual measure for the
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average number of lunches served per day, we multiply the monthly averages by the number
of operating days in each month and sum the monthly totals. The months of June and
July are excluded from the total because these months may correspond to summer lunch
programs that are managed separately. The annual total is divided by the total number of
operating days in the year, again excluding June and July, to calculate an annual average
of lunches served per day. Lastly, we divide the number of lunches served per day by the
total enrollment in the school district to eliminate changes in lunches served that are due
only to changes in the number of enrolled students. Because we are interested in separately
estimating the effect on economically disadvantaged students, we calculate averages for both
total lunches served and free and reduced-price lunches. A student is eligible for a free school
lunch if his family’s income is less than 130% of the poverty level, and a reduced-price lunch
if her family’s income is between 130% and 185% of the poverty level. The CA Department
of Education refers to these students as “economically disadvantaged.”
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A.2.3 Tables and Figures

Figure A.1: Placebo Test for the Effect of Contracting with a Vendor on Test Scores
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Note. This figure depicts point estimates for treatment leads and lags with their corresponding 95% confi-
dence intervals. Negative event time years are for years prior to having a vendor. Positive event time years
are for years after a vendor contract ends. The point estimates come from a weighted regression of Equation
(2.2), except that the coefficients for 7 > 0 are redefined to be years after the end of a contract. The event
time period -3 (3) is pooled to include both period -3 and -4 (3 and 4) to improve precision. The regression
includes the same control variables as Table 2.2, Column (3). Standard errors are clustered at the school
district level.
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Table A.2: Vendor Healthy Eating Index (HEI) Score by School Lunch Market Share

(1) () 3 4 (5)
Percent of HEI SFA Only SFA

Vendor Name Students Served Score Healthy Contracts Contracts
Sodexo 50.60 59.9 N N N
Compass 15.65 45.6 N N N
CSU Dominguez Hills 10.27 - N N N
Preferred Meals 9.50 71.4 Y N N
Aramark 3.33 64.7 Y N N
Revolution Foods 2.57 92.3 Y Y N
Royal Dining 2.42 75.0 Y Y N
Choicelunch 1.21 371 N N N
The Lunchmaster 1.12 - N N N
School Nutrition Plus 0.86 67.8 Y N N
Kid Chow 0.42 26.8 N N N
Morrison Management Specialists 0.32 - N N N
Bellflower Unified School District 0.29 69.1 Y Y Y
CSU Chico 0.23 51.9 N N N
Unified Nutrimeals 0.16 - N N N
Flour Creations 0.13 - N N N
Feed You Well 0.13 - N N N
La Luna On The Go 0.09 - N N N
Fresno County EOC 0.09 - N Y N
Preferred Choice 0.09 70.0 Y N N
Santa Clarita Food Services Agency 0.07 55.5 N N N
Oceanside Unified S.D. / Lighthouse Foods 0.07 - N Y Y
Dulan's Catering 0.06 - N N N
Arguello Catering 0.05 - N N N
The Food Lady 0.03 - N N N
Banyan Catering 0.03 - N N N
Blue Lake Rancheria 0.03 72.2 Y N N
Food Management Associates 0.02 - N N N
Good Day Cafe - San Lorenzo Unified S. D. 0.02 - N Y Y
Brown Bag Naturals 0.02 - N N N
Fieldbrook Family Market 0.02 39.7 N N N
Freshlunches 0.01 - N N N
Happy Valley Conference Center 0.01 - N N N
Agua Terra Culinary 0.01 - N N N
Trinidad Rancheria 0.01 - N N N
Food 4 Thought 0.01 - N N N
San Bernardino School District 0.01 - N Y Y
Progressive Catering 0.01 - N N N
Hesperia USD 0.01 - N Y Y
Healthy Lunch And Lifestyle Project 0.01 - N N N
James Aldrege Foundation 0.01 - N N N
Taft City School District 0.00 - N Y Y
Arcata School District 0.00 - N Y Y
Celebrations Catering 0.00 - N N N
Yosemite Unified School District 0.00 - N Y Y

Note. The table lists the 45 vendors that contracted with schools during the 2008-2009 to 2013-2014 school
years. The HEI scores for each vendor are based on lunch menus and calculated by nutritionists at the
Nutrition Policy Institute. The percent of students served by each vendor is the number of test-takers (as
reported in STAR data) in a school district served by a particular vendor divided by the total number of
students served by any outside vendor.
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A.3 The Effect of Air Pollution on Children’s
Educational Outcomes: An Evaluation of
California’s Lower-Emission School Bus Program

— Appendix
Table A.5: The effect of bus replacements on test scores: School district analysis
(1) (2) (3) (4)
All All Disadvantaged Disadvantaged
No. replaced/student 0.00505 -0.00889 0.00720 -0.00124
(0.0200) (0.0210) (0.0156) (0.0194)
Weights Y N Y N
Covariates Y Y Y Y
N 3386 3386 3386 3386
R? 0.940 0.931 0.910 0.887

Note. * p < 0.10, ** p < 0.05, *** p < 0.01. Standard errors, in parentheses, are clustered at air district
level. Regressions include school district and year fixed effects. Number of students enrolled per grade-school
observation are used as weights in weighted regressions.
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Figure A.2: Variation in number of buses replaced per student by year (2009-2010)
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Figure A.3: Variation in number of buses replaced per student by year (2011-2012)
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