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Abstract

We quantify evolution in the cluster-scale stellar mass–halo mass (SMHM) relation’s parameters using 2323
clusters and brightest central galaxies (BCGs) over the redshift range 0.03� z� 0.60. The precision on the inferred
SMHM parameters is improved by including the magnitude gap (mgap) between the BCG and fourth-brightest
cluster member (M14) as a third parameter in the SMHM relation. At fixed halo mass, accounting for mgap, through
a stretch parameter, reduces the SMHM relation’s intrinsic scatter. To explore this redshift range, we use clusters,
BCGs, and cluster members identified using the Sloan Digital Sky Survey C4 and redMaPPer cluster catalogs and
the Dark Energy Survey redMaPPer catalog. Through this joint analysis, we detect no systematic differences in
BCG stellar mass, mgap, and cluster mass (inferred from richness) between the data sets. We utilize the Pareto
function to quantify each parameter’s evolution. We confirm prior findings of negative evolution in the SMHM
relation’s slope (3.5σ), and detect negative evolution in the stretch parameter (4.0σ) and positive evolution in the
offset parameter (5.8σ). This observed evolution, combined with the absence of BCG growth, when stellar mass is
measured within 50 kpc, suggests that this evolution results from changes in the cluster’s mgap. For this to occur,
late-term growth must be in the intracluster light surrounding the BCG. We also compare the observed results to
IllustrisTNG 300-1 cosmological hydrodynamic simulations and find modest qualitative agreement. However, the
simulations lack the evolutionary features detected in the real data.

Unified Astronomy Thesaurus concepts: Galaxy clusters (584); Galaxy evolution (594); Brightest cluster
galaxies (181)

1. Introduction

The stellar mass–halo mass (SMHM) relation is the primary
mechanism used to quantify and characterize the galaxy–dark
matter halo connection. Since multiple versions of the SMHM
relation exist, we note that, for this analysis, we study the
brightest central galaxy (BCG) SMHM relation for galaxy
clusters ( (Mlog10 halo/(Me/h))� 14.0), the linear correlation
that compares the stellar mass of the BCG to the total halo
cluster mass, which includes the dark matter. We do not
account for the stellar mass contained within the satellites in
this analysis. The parameters measured as part of the SMHM
relation can constrain galaxy formation models, including the
amount of active galactic nucleus feedback in central galaxies
(Kravtsov et al. 2018). The intrinsic scatter in stellar mass at
fixed halo mass (σint) can constrain the processes responsible
for quenching star formation in central galaxies (Tinker 2017),
as well as characterize dark matter halo assembly (Gu et al.
2016). Additionally, the redshift evolutions of the slope and
scatter provide insights into how BCGs grow and evolve over
cosmic time (Gu et al. 2016; Golden-Marx & Miller 2019).

BCGs, which solely make up the stellar mass portion of the
cluster-scale SMHM relation, are massive, radially extended,
elliptical galaxies that emit a significant fraction of the total
light within their host cluster (Schombert 1986; Jones et al.
2000; Lin & Mohr 2004; Bernardi et al. 2007; Lauer et al.
2007; von der Linden et al. 2007; Aguerri et al. 2011; Brough
et al. 2011; Proctor et al. 2011; Harrison et al. 2012). BCGs are
located near the cluster’s X-ray center. This location, along
with their hierarchical formation (e.g., De Lucia & Blaizot
2007; Oser et al. 2010; van Dokkum et al. 2010), lead to
correlations between the BCG properties and those of their
host cluster (Jones & Forman 1984; Rhee & Latour 1991; Lin
& Mohr 2004; Lauer et al. 2014). Additionally, BCGs are

surrounded by diffuse halos of intracluster light (ICL;
Zwicky 1933, 1951), which are observed to extend radially
as far out as ≈1Mpc from the center of the BCG (Zhang et al.
2019a), and mostly result from the BCG’s hierarchical
assembly (Murante et al. 2007).
BCGs grow “inside-out” (van Dokkum et al. 2010),

following a two-phase formation scenario (Oser et al. 2010);
at high redshifts (z> 2), the dense core (r<≈10 kpc) forms
via in situ star formation, and at lower redshifts (z< 2), the
outer envelope grows hierarchically via major/minor mergers.
The two-phase formation scenario is supported both by
observations (van Dokkum et al. 2010; Huang et al. 2018)
and dark matter–only cosmological simulations that use
empirical or semi-analytic models to quantify central galaxy
stellar mass growth (e.g., Croton et al. 2006; De Lucia &
Blaizot 2007; Guo et al. 2011; Tonini et al. 2012; Shankar et al.
2015).
As a result of this “inside-out” growth, all of the information

about the BCG’s recent stellar mass growth is contained within
the BCG’s outer envelope, which extends to the ICL (Oser
et al. 2010; van Dokkum et al. 2010). Moreover, recent
observations suggest that the majority of the BCG’s stellar
mass may be contained within a radial aperture of 100 kpc,
centered on the BCG (Huang et al. 2018), and that the 100 kpc
boundary may represent a transitional regime between the
BCG’s outer envelope and the ICL (Zhang et al. 2019a).
Therefore, when characterizing the BCG evolution associated
with the parameters of the SMHM relation, it is vital to
measure the BCG photometry within large radii, as opposed to
the more commonly used 20–30 kpc aperture radius (e.g., Lin
et al. 2013; Zhang et al. 2016; Lin et al. 2017), as discussed in
Golden-Marx & Miller (2019), hereafter referred to as
GM&M19. More specifically, including stellar mass within
large radii strengthens the correlation between the BCG’s
stellar mass and halo mass (Moster et al. 2018; GM&M19).
However, to yield a stronger correlation, one must also
incorporate a third parameter related to BCG growth.

Original content from this work may be used under the terms
of the Creative Commons Attribution 4.0 licence. Any further

distribution of this work must maintain attribution to the author(s) and the title
of the work, journal citation and DOI.
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One observational measurement inherently tied to BCG
hierarchical growth is mgap, the difference in r-band magnitude
between the BCG and the fourth-brightest cluster member
within half the radius enclosing 200 times the critical density of
the universe (R200) (Dariush et al. 2010). Throughout this
paper, we refer to the mgap between the BCG and the fourth-
brightest member as M14. Using N-body simulations, Solanes
et al. (2016) find that BCG stellar mass linearly increases with
the number of progenitor galaxies. Since the BCG’s central
location leads to faster merger growth than in noncentral
galaxies, as BCGs grow hierarchically, their stellar mass and
magnitude increase, while those same parameters for the
fourth-brightest member remain the same (unless that galaxy is
involved in the BCG merger). Therefore, BCG growth results
in a corresponding increase in the magnitude gap (mgap), and
yields the correlation between mgap and BCG stellar mass
(Harrison et al. 2012; Golden-Marx & Miller 2018). Thus, it
follows that mgap can be thought of as a statistical latent
parameter within the cluster SMHM relation, as first presented
by Golden-Marx & Miller (2018), hereafter referred to as
GM&M18. Additionally, the correlation between mgap and
stellar mass, which results from hierarchical growth, suggests
that mgap may be a tracer of formation redshift (GM&M18).
Given that, we use M14 in this analysis, as opposed to
alternative mgap measures, because Dariush et al. (2010) find
that systems with large M14 measurements are more efficiently
identified as earlier-forming systems than those with large
values of M12, the mgap between the BCG and the second-
brightest cluster member.

GM&M18 incorporate mgap into the cluster SMHM relation
as a linear stretch parameter, which acts to spread the observed
range of stellar masses at fixed halo mass. This is just clarifying
one of the primary components of the intrinsic scatter in the
classic SMHM relation (i.e., without using mgap as a third
parameter). In other words, the intrinsic scatter measured using
the standard two-parameter SMHM relation is larger than the
intrinsic scatter in the SMHM relation after accounting for this
third parameter (e.g., akin to a fundamental plane). The inferred
intrinsic scatter in the SMHM relation found by GM&M18 is
less than 0.1 dex, which is smaller than previous studies by as
much as a factor of two (e.g., Zu & Mandelbaum 2015; Gu
et al. 2016; Tinker et al. 2017; Pillepich et al. 2018a; Kravtsov
et al. 2018). Since the scatter in the SMHM relation is quite
small, the other parameters can be more precisely constrained,
but only after incorporating the stretch parameter, which
measures the strength of the correlation between mgap and
stellar mass at fixed halo mass.

Next, consider the evolution of the SMHM relation over
cosmic time. This evolution can inform us about how BCGs
grow over time, as well as the fraction of stellar material
ejected into the ICL as a result of major/minor mergers. Using
empirical models with abundance-matching techniques to infer
halo masses, Behroozi et al. (2013) and Moster et al. (2013)
find that the slope of the SMHM relation increases by a factor
of 1.5–2.0 from z= 1.0 to z= 0.0, which would suggest that
BCGs continue to grow significantly via mergers over this
redshift range. Moreover, Moster et al. (2013) detect moderate
evolution from z= 0.5 to z= 0. In contrast, Pillepich et al.
(2018a) and Engler et al. (2021), using the IllustrisTNG 300-1
cosmological hydrodynamic simulation, measure little change
in the slope between z= 1.0 and z= 0.0. This absence of

evolution over this same redshift range was also found in
Rodríguez-Puebla et al. (2017), who use semi-empirical
modeling to study the evolution of the SMHM relation. In
addition to the slope, the expected redshift evolution of the
intrinsic scatter, σint, has also been investigated in models and
simulations (Gu et al. 2016; Matthee et al. 2017; Pillepich et al.
2018a). However, as was the case for the slope, there is no
consensus between these studies.
Since our analysis accounts for the satellite population via

mgap, it is also worth highlighting two recent results looking at
the evolution within the total stellar mass of Dark Energy
Survey (DES) clusters using the parameter μ*, the sum of the
individual galaxy stellar masses weighted by their membership
probability. Palmese et al. (2020) find no evolution in the
correlation between μ* and richness (λ). In contrast, Pereira
et al. (2020) explicitly account for redshift evolution in their
relation, and find weak redshift evolution. However, Pereira
et al. (2020) note that their evolution is within the accepted
uncertainty of the total stellar mass (≈0.1 dex). Therefore, as
for the SMHM relation for BCGs, it is currently unclear how
the total stellar mass of the cluster is evolving.
Using observational data, prior studies have been unable to

constrain the SMHM relation’s late-time redshift evolution
(Oliva-Altamirano et al. 2014; Gozaliasl et al. 2016; Erfanianfar
et al. 2019). However, by incorporating mgap, GM&M19 placed
the first statistically significant observational constraints on
the redshift evolution of the slope of the SMHM relation.
Over the redshift range 0.03< z< 0.30, the slope of the
SMHM relation decreases by ≈0.20 dex or 40%. To expand
upon those results, the primary goal of this paper is to
characterize the evolution of the cluster SMHM relation out
to z∼ 0.6.
To constrain the evolution in the SMHM relation to higher

redshifts, we combine the lower-redshift Sloan Digital Sky
Survey (SDSS) data with data from the Dark Energy Survey
Year 3 (DESY3) release (The Dark Energy Survey Collabora-
tion 2005; Flaugher et al. 2015; Abbott et al. 2018). We choose
DES data for a few key reasons. First, tens of thousands of
galaxy clusters are identified in DES, and the survey is
complete out to z≈ 0.6, significantly deeper than the redshift
range probed by SDSS (e.g., Rykoff et al. 2014; Alam et al.
2015). While surveys such as the Hyper Suprime-Cam Subaru
Strategic Program (Aihara et al. 2018) or the Atcama
Cosmology Telescope (ACT; Hilton et al. 2021) may offer a
similarly deep (or deeper) redshift coverage, those surveys do
not provide a large enough sample of clusters to reduce the
statistical uncertainty needed to provide tight constraints on the
parameters associated with the SMHM relation using our
Bayesian model. Additionally, the deep DES photometry
allows us to accurately measure large-aperture photometry for
our BCGs. DES provides a wide field of view around each
BCG, allowing us to easily determine mgap as well. Finally, one
further goal of this analysis is to create a homogeneous data set
to study redshift evolution. Since the redMaPPer algorithm
(Rykoff et al. 2014, 2016) has been applied to DES data, and
there exists a set of clusters observed by both SDSS and DES,
this makes the processes of creating such a homogeneous
sample and determining the associated uncertainty simpler,
since the membership restrictions and measurement methods
applied to SDSS data can be similarly applied to DES data.
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The outline for the remainder of this paper is as follows. In
Section 2, we discuss the observational and simulated data
(IllustrisTNG 300-1) used to measure the stellar masses, halo
masses, and mgap values for our SMHM relation. In Section 3,
we describe the hierarchical Bayesian Markov Chain Monte
Carlo (MCMC) model used to evaluate the redshift evolution
of the SMHM relation. In Section 4, we present our results. In
Section 5, we discuss our findings and conclude.

Except for the case of the IllustrisTNG 300-1 simulated data,
for which the cosmological parameters were previously defined
(ΩM= 0.3089, ΩΛ= 0.6911, and H0= 100 h km s−1 Mpc−1

with h= 0.6774), we assume a flat ΛCDM universe for our
analysis, with ΩM= 0.30, ΩΛ= 0.70, and H0= 100 h km s−1

Mpc−1 with h= 0.7.

2. Data

To characterize the SMHM relation and its evolution, we
require mass measurements of the central galaxies, as well as
enough satellite galaxies to infer mgap and the richness of the
halo, the latter of which allows for an estimate of the halo’s
mass. To obtain these measurements over the desired redshift
range, we utilize two survey data sets: SDSS Data Release 12
(SDSS DR12; Alam et al. 2015) and DESY3 (Flaugher et al.
2015; Abbott et al. 2018; Morganson et al. 2018), which are
briefly summarized below.

DES is an optical to near-infrared photometric survey
covering 5000 deg2 in the South Galactic Cap in the DES
grizY bands (for the purpose of this analysis, only the g-, r-, i-,
and z-bands are used). In total, over 575 nights of observations
were taken over a 6 yr period, beginning in 2013. The
observations were taken at the Cerro Tololo International
Observatory in Chile, using the ≈3 deg2 CCD Dark Energy
Camera (Flaugher et al. 2015) on the Blanco 4 m telescope.
The data used in this analysis were taken over the first 3 yr of
observations.

SDSS is a photometric survey with overlapping spectro-
scopic data collected by the Baryon Oscillation Spectroscopic
Survey that covers a footprint in the northern sky of 14,055
deg2 in the SDSS griz bands (for the purpose of this analysis,
only the g-, r-, and i-bands are used), observed between 1998
and 2009. The observations were taken using the Sloan
Foundation 2.5 m telescope at Apache Point Observatory in
New Mexico. As in GM&M18 and GM&M19, the data used in
this analysis come from SDSS DR12. The only difference
between the data used in this analysis and in the prior studies is
in the radii within which the SDSS BCG magnitudes are
measured, as discussed in Section 2.2.

The galaxy clusters that are used in this analysis come from
the low-redshift SDSS-C4 (Miller et al. 2005), SDSS-red-
MaPPer v6.3 (Rykoff et al. 2014), and DES-redMaPPer
v6.4.22 λ> 20 volume-limited (Rykoff et al. 2016) catalogs,
where λ is the redMaPPer richness measurement. These
redMaPPer cluster catalogs have both high purity and high
completeness over the redshift and λ ranges that we are
studying (Rykoff et al. 2014, 2016). However, no single cluster
catalog individually covers the entire redshift range that we aim
to study: 0.03< z< 0.60. The SDSS-C4 sample covers
0.03< z< 0.15, with zmed= 0.08; the SDSS-redMaPPer sam-
ple covers 0.08< z< 0.30; and the DES-redMaPPer sample
covers 0.20< z< 0.60. Therefore, we combine the cluster
catalogs to create one parent sample.

GM&M19 used clusters in the redshift range 0.08� z� 0.12
to characterize any differences in the halo mass, richness,
central galaxy magnitude, stellar mass, and magnitude gaps
between the SDSS-C4 and SDSS-redMaPPer data. By
conducting a direct comparison of individual clusters in both
data sets, they ruled out systematic differences in the mean
observables (e.g., biases) between the two samples that could
mimic real evolutionary trends in the SMHM relation. We
conduct a similar analysis on an overlapping redshift region for
the SDSS-redMaPPer and DES-redMaPPer clusters in this
work, described in Section 2.6.
In our SMHM relation analysis, we constrain the evolution

of the parameters with and without redshift binning to
emphasize consistency in our statistical analysis. For the
redshift-binned analysis, the parent sample of SDSS and DES
clusters is divided into eight redshift bins, as shown in Figure 1
and given in the Appendix.
In the following subsections, we describe the measurements

of our observables: BCG stellar mass, cluster mass (via
richness), and mgap. We will specifically highlight important
differences compared to the measurement approaches used
in GM&M19. In addition to the observables, our Bayesian
analysis also requires priors on the measurement uncertainties.
We estimate these uncertainties from a bootstrapped Bayesian
analysis, described in Section 2.6.

2.1. BCG Identification

The BCG in every cluster is identified using a combination
of visual identification, magnitude, color, and redshift. While
the BCG is nominally the brightest galaxy at the center of the
cluster’s gravitational potential well, difficulties in BCG
identification arise due to cluster centering accuracy, fore-
ground/background contamination, photometric accuracy, etc.
For the low-redshift SDSS-C4 clusters, the BCGs were visually
confirmed. For most of the redMaPPer clusters, we use the
statistically most probable BCG from the redMaPPer algo-
rithm. However, in the overlap samples (i.e., the clusters that
appear in two or more of the three catalogs), we visually
confirm the BCG (a thorough discussion of miscentering in the
redMaPPer algorithm is provided in, e.g., Hoshino et al. 2015
and Zhang et al. 2019b). We note that the BCG must lie within
0.5× R200,crit of the cluster center (see Section 2.5 for details).
The photometric algorithms and visual confirmations ensure

Figure 1. The redshift distribution of the combined sample of SDSS and DES
data for this analysis. The dashed lines represent the edges of the eight bins
used in this analysis.
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that the BCGs have similar colors to the rest of the galaxies
within the so-called E/S0 ridgeline, and that the BCG
morphologies exclude disk, disturbed, or merging galaxies.

2.2. BCG Light Profiles

GM&M19 found that the slope of the SMHM relation is
dependent on the radius within which the BCG’s stellar mass is
measured. The SMHM relation’s slope reaches an asymptote
when the projected aperture used to estimate the stellar mass
within a galaxy is between 60 and 100 kpc. Therefore, to
homogeneously infer the slope, we use fixed physical aperture
BCG magnitudes, as opposed to alternatives such as the
Petrosian or Kron magnitudes (Petrosian 1976; Kron 1980).

For the SDSS BCGs, we use the SDSS pipeline-processed
radial light profiles to measure the fixed aperture magnitudes.
The DES pipeline does not provide radial aperture photometry.
Therefore, we follow the procedure described in Zhang et al.
(2019a) to measure the DES BCG light profiles.

We coadd and stack the DES individual image frames out to
0°.15 from the BCG locations. In Figure 2, we compare a DES
coadded and sky-subtracted image to an SDSS pipeline-
processed image of the central region for a specific cluster.
Unsurprisingly, the DES data reach a much lower surface
brightness than the SDSS photometry. In the SDSS pipeline,
the radial light profiles are constructed after nearby objects are
masked. Masking removes the majority of the excess light
associated with the neighboring galaxies, yielding a clean
measurement of the radial light profile centered on the BCG,
which includes the ICL. For the DES data, we mask all objects
brighter than 30th mag in the i-band out to a radius of 2.5 Rkron

for each detected object. In the inset images of Figure 2, we
compare the masked and sky-subtracted DES BCG to the
SDSS Atlas image, the SDSS equivalent. In the DES masked,
recovered image, the masked pixels are replaced with the
radially averaged flux level.

After the mask is applied to the DES coadded image, we
measure the BCG’s radial light profile in annuli centered on the
BCG. We subtract a background determined from the median
flux at radii beyond 500 kpc from the BCG. In Figure 3, we
compare the r-band light profiles for a single BCG in both
SDSS and DES photometry, which shows that while the light
measured within the central aperture is very similar, there is
more light in the DES photometry when compared to the SDSS
photometry at larger radii.
We identify 48 BCGs within 0.20< z< 0.35 observed in

both DES and SDSS that have SDSS light profiles that are
above the background to 100 kpc. We use this subset of data to
quantitatively characterize the radially dependent magnitude
differences between DES and SDSS BCG photometry. Beyond
50 kpc, the SDSS photometric measurements are consistently
fainter than the DES photometry, as shown in Figure 4. The
differences begin to grow beyond 50 kpc, with the DES
magnitudes being nearly 0.5 mag brighter in the g-band
compared to SDSS when measured at 100 kpc. The differences
are less pronounced in the r- and i-bands, but are large enough
to cause concern about using the 100 kpc aperture magnitude
for BCGs. Based on this analysis, we choose 50 kpc as the
BCG aperture magnitude for the remaining analyses. We use
this aperture for all SDSS and DES BCGs. We note that since
we do not use the SDSS z-band photometry, no comparison is
made between the SDSS and DES z-bands.
As a final test, we compare the colors of the 48 BCGs that

exist in both the SDSS and DES data. We convert the SDSS
magnitudes to DES magnitudes using the available filter curves
for each survey (e.g., Alam et al. 2015; Li et al. 2016; Burke
et al. 2018). We then calculate the mean and standard deviation
of the difference between the SDSS and DES BCG colors. We
find that the mean (error) is 0.035 mag, with a standard
deviation of 0.137 mag. Therefore, we find no bias between the
two data sets for the BCG colors.

Figure 2. The left image is a coadded DES cluster, centered on the BCG. The right image is the SDSS image of the same BCG. Each image is a 1 5 by 1 5 box
centered on the BCG. The insets in both panels are representations of the BCG after masking. The black circle is the 50 kpc radius, within which we measure the BCG
stellar mass. Note that while the DES postage stamp appears more spherical than the SDSS postage stamp, we do not use shape information in this work.
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2.3. BCG Stellar Masses

We use the observed radial light profiles to measure the
projected BCG luminosity/magnitude within a 50 kpc aperture.
The magnitudes in different bands allow us to estimate the
stellar mass. We follow the same procedure as outlined
in GM&M19, which is summarized here. For each cluster,
redMaPPer assigns every galaxy a membership probability,
Pmem, which is dependent on the cluster’s richness, density
profile, and background density (Rykoff et al. 2014, 2016). The
Pmem> 0.7 members are then used to estimate the cluster’s
photometric redshift, which we use for the BCG.

Using the BCG apparent magnitudes, colors, and redshifts,
our goal is to estimate a consistent stellar mass for a single and
homogeneous population of galaxies. To do this using our
three-color photometry, we use a passively evolving spectral
model using the spectral energy distribution (SED) modeling
software package EzGal (Mancone & Gonzalez 2012), because
our available photometry limits us from statistically being able
to constrain additional parameters such as burst times and

formation epochs. This model fitting allows us to infer a color-
based stellar mass. We assume a Bruzual & Charlot (2003)
stellar population synthesis model, a Salpeter (1955) initial
mass function (IMF), a formation redshift of z= 4.9, and a
metallicity of 0.008, 0.02, or 0.05. We note that our stellar mass
estimates are well within 1σ regardless of our choice of
formation redshift. Furthermore, the choice of metallicity for
each DES BCG is determined based on which model yielded
the lowest chi-squared statistic between the measured and
modeled photometry. We note that GM&M19 found that
>99% of lower-redshift SDSS clusters are best constrained by
the model when a metallicity of 0.008 is used; however, that
fraction decreases to 87% for the high-redshift DES data. Based
on the results from McDermid et al. (2015), we suspect that our
choice of a subsolar metallicity likely results from our inclusion
of light from the outskirts of the BCG envelope. McDermid
et al. (2015) find that the metallicity of early-type galaxies
decreases from the core region out to the outskirts measured at
the effective radius. This selection is further supported by
Emsellem et al. (2007), who show that massive early-type
galaxies are predominantly slow rotators, and Krajnović et al.
(1919), who find that such slow rotators are characterized by a
subsolar metallicity. Moreover, though farther out into the ICL
than we explore, Montes & Trujillo (2018) find that at radii
between 50 and 100 kpc, the BCG+ICL system is character-
ized by a low metallicity. Therefore, it is unsurprising that, as a
result of our larger aperture radii, we select a subsolar
metallicity.
We determine the best-fit SED using a Bayesian MCMC

approach, using emcee (Foreman-Mackey et al. 2013), where
we treat the absolute magnitude (the EzGal normalization
parameter) as a free parameter with a uniform prior. The colors
generated by the EzGal model are then compared against the
g− r and r− i colors for SDSS and either the g− r and r− i or
r− i and i− z colors for DES to determine the absolute
magnitude that yields the best fit for our observations. We use
different colors depending on the redshift of the data because
model degeneracies can become a problem in the g− r colors
at z> 0.35. Additionally, we note that had we chosen either a
different IMF or formation redshift, the only impact on our
results would be a uniform shift in the stellar mass values,
which would only impact the value, and not the evolution in the
α parameter.
Based on a comparison of 61 clusters between 0.20�

z� 0.35 in both SDSS and DES (with light profiles out to
50kpc), we find that the mean difference between our stellar
mass measurements is 0.04 dex with a standard deviation of
0.07. Thus, the difference between the 50 kpc SED-inferred
BCG stellar masses from two independent imaging surveys is
statistically consistent with zero. Therefore, we find excellent
agreement between the stellar masses estimated for BCGs with
both DES and SDSS photometry. We also test to confirm that
the gri and riz photometrically determined stellar masses are
consistent, except for increased scatter when color degeneracies
appear, and find a median difference of −0.001 with a standard
deviation of 0.013.

2.4. DES Cluster Richnesses and Masses

For the low-redshift SDSS-C4 sample, we use the pre-
liminary mass–richness relation from GM&M19, which was
shown to have masses that agree with the SDSS-redMaPPer
clusters to within 0.1 dex. For the SDSS-redMaPPer clusters,

Figure 3. The SDSS and DES r-band light profiles for the BCG in Figure 2.
For such a comparison, we scaled the SDSS photometry to match that of the
DES photometry, since there are slight differences in the wave bands used for
each survey. The DES profile matches the SDSS within the inner 50 kpc
region, but then becomes brighter as more light above the background is
observed in the deeper DES observations.

Figure 4. The difference between the SDSS and DES photometric
measurements for 48 BCGs identified in both the SDSS- and DES-redMaPPer
catalogs. We show the cumulative magnitude difference for the g-, r-, and i-
bands as a function of the radial aperture. The SDSS and DES photometry
begin to diverge at radii >50 kpc, particularly in the g-band, where differences
between the two surveys are larger than the average magnitude measurement
uncertainty on the BCG magnitude.
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we use the Simet et al. (2017) mass–richness relation, which is
given by Equation (1),

l=-( ) ( ) ( )M h M 10 40 , 1halo
1 14.344 1.33

and for the DES clusters, we use the mass–richness relation
from McClintock et al. (2019), which is calibrated for the DES
Year 1 redMaPPer data, given by Equation (2):

⎛
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For both equations, Mhalo is M200m, zred is the redMaPPer
photometric redshift, and λ is the redMaPPer-defined richness.
We note that both the Simet et al. (2017) and McClintock et al.
(2019) mass–richness relations have intrinsic scatters asso-
ciated with the halo mass at fixed richness. While not shown in
Equations (1) or (2), we account for this scatter in our Bayesian
MCMC analysis, as discussed in Sections 2.6 and 3. The
primary difference between the two redMaPPer mass–richness
relations is the redshift evolution parameter incorporated into
the McClintock et al. (2019) version using the DES-redMaPPer
Year 1 data. We note that we are actually using DESY3 data,
and that a preliminary analysis of the DES-redMaPPer Y3
richness estimate is consistent when compared to the Y1
analysis. We also compare the redMaPPer richnesses for the 61
clusters that are in both SDSS and DES and find excellent
agreement between the two measurements, with a difference of
0.9± 10.1. This translates to an offset of 0.01± 0.11 dex in
units of Mlog10 in halo mass.

2.5. mgap

For the low-redshift SDSS-C4 clusters, we use all available
spectroscopic information to identify the four brightest cluster
galaxies and measure mgap. We use a radius of 0.5× R200,
where R200 is the radius where the mass density reaches
200× the critical density. For the SDSS-C4 clusters, R200 is
determined from the cluster masses (see GM&M18 for details).

For the redMaPPer clusters in SDSS and DES, spectroscopic
completeness is too low to be of any value for membership
criteria. Therefore, we use the redMaPPer red sequence–based
galaxy membership criteria to define the mgap values. As
discussed in GM&M19, we use all galaxies with a redMaPPer
Pmem� 0.984 to define the fourth-brightest galaxy within half
the virial radius. This high Pmem value was chosen because it
yielded a match in the red-sequence color parameter space
density between a sample of clusters identified in both SDSS-
C4 and SDSS-redMaPPer. Additionally, our final sample
requires all clusters to have four or more members (including
the BCG) within 0.5 R200, which we approximate using
Equation (3) (Rykoff et al. 2014; McClintock et al. 2019):

l» ( ) ( )R R1.5 , 3c200

where λ is the redMaPPer richness and Rc is the redMaPPer
cutoff radius, given by Equation (4):

l l= -( ) ( ) ( )R h Mpc1.0 100 . 4c
1 0.2

Using this estimate for R200, we define M14 as the difference
between the r-band apparent model magnitude of the fourth-
brightest cluster member with Pmem� 0.984 within 0.5R200

and the BCG’s 50 kpc r-band apparent magnitude. We note that

this differs from our definition in GM&M19, which used the
apparent model magnitude of the BCG. However, the choice of
the 50 kpc mag ensures consistency between the DES and
SDSS BCG magnitudes, as previously shown in Figure 4, and
the mgap values.
We use the same sample of 61 clusters as before to compare

the M14 measurements between the DES and SDSS data, and
find ΔM14=−0.08± 0.5, which is consistent with zero. We
note that there is significant scatter in the data when comparing
the mgap measurements between DES and SDSS, which likely
results from different galaxies being identified as the fourth-
brightest cluster member.

2.6. Statistical Uncertainties

For each of the observables used in the analysis, we show
that there is no statistically significant difference in the
measurements between the observables for the different
catalogs and the survey data. Recall that we use two surveys
(SDSS and DES) and three cluster catalogs to make a
combined sample that can be analyzed with and without
redshift binning over the redshift range 0.03� z� 0.6.
We will also incorporate estimates for the uncertainties on

the BCG stellar mass, cluster (or halo) mass, and M14 in the
Bayesian inference of the SMHM relation. Therefore, just as
we need to ensure that differences in the measurements do not
introduce systematic evolution in the SMHM relation, we also
need to ensure that no such biases arise from the uncertainties
on the measurements. To address these uncertainties, we take a
similar approach as in GM&M19, where we analyze a redshift
bin that has data in both the SDSS and the DES surveys.
GM&M19 used a combined analysis of the SDSS-C4 and

SDSS-redMaPPer data to ensure that the statistical uncertain-
ties were similar in the redshift bin 0.08� z� 0.12, where both
catalogs have data. To infer the uncertainties on the
observables, they conducted a constrained Bayesian analysis
by subsampling the SDSS-redMaPPer clusters to have the same
mass distribution as the SDSS-C4 sample (and over the same
redshift) and using strong priors on the four main parameters
that describe the richness-dependent SMHM relation, the offset
α, the slope β, the stretch γ, and the intrinsic scatter σint in the
multivariate linear relation:

a b g= + ´ + ´
( ( ))

( ( )) ( )
* 



M M h

log M M h M

log

14. 5
BCG10 ,

2

10 halo

Each BCG stellar mass is treated as a draw from a normal
distribution, with the mean defined by the above equation and
an intrinsic scatter (standard deviation) defined as σint. The
priors used for α, β, γ, and σint were also defined as normal
distributions, with means and variances from the analysis on
the SDSS-C4 clusters (GM&M18). Before running the
Bayesian analysis, we shift the data by the difference between
the minimum and maximum of the stellar mass and halo mass
(xpivot= 14.65 and ypivot= 11.50). Doing this subtraction
removes covariance between α and β. This is a well-known
and established technique for constraining scaling law para-
meters (e.g., Rozo et al. 2014; Simet et al. 2017; McClintock
et al. 2019). We then treat the uncertainties on the SDSS-
redMaPPer observables as free parameters and regress for their
values.
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There are numerous advantages to using the SDSS-C4
clusters as the initial rung in the redshift ladder. First, the low-
redshift SDSS-C4 data include cluster masses that can be
inferred both from dynamics (caustic halo masses) and from a
mass–richness relation that provides a self-consistent estimate
of the mass uncertainties on the richness-based masses
(see GM&M19 for more details). Second, the high spectro-
scopic completeness of the low-redshift clusters minimizes (or
eliminates) foreground/background contamination in the mgap

measurement. Third, there exist multiple simulation-based
mock galaxy samples that mimic the SDSS main galaxy
sample. These mock galaxies allow for alternative estimates on
the uncertainties of the BCG stellar masses, membership, mgap,
and cluster masses. Moreover, by using the results from the
SDSS-C4 catalog as the initial rung, we ensure consistency
between our measured values, in particular σint and those of
prior studies. In GM&M18, we found excellent agreement
between our σint when mgap was not accounted for and other
prior results (e.g., Tinker et al. 2017; Pillepich et al. 2018a;
Kravtsov et al. 2018). This consistency was further reproduced
in GM&M19 (see Table 2), which leads to our choice here.

We further remind the reader that, in this analysis, we are
calibrating the uncertainty associated with our measurements,
in particular the stellar mass, based on the spectroscopic SDSS-
C4 sample (Miller et al. 2005). We note that any changes to the
uncertainty associated with these stellar mass estimates would
lead to a disagreement with prior estimates for σint, as described
above. Moreover, we reiterate that the primary goal of this
analysis is not to present absolute values of α, β, γ, and σint, but
rather to determine how these parameters change over
cosmic time.

We follow the same procedure described above for the SDSS
data to calibrate the uncertainties for the DES BCG stellar
masses and mgap values. The SDSS-redMaPPer and DES-
redMaPPer samples overlap within ∼100 square degrees and in
the redshift range 0.206< z< 0.30. We then create a
subsample of DES-redMaPPer clusters that matches the
redshift range of the SDSS-redMaPPer clusters. We label these
two cluster samples SDSS-Calibration and DES-Calibration in
the Appendix.

We note that we have remeasured the SDSS-redMaPPer
BCG stellar masses using a 50 kpc aperture. Therefore, we first
conduct a Bayesian regression analysis on the SDSS-Calibra-
tion data to infer the SMHM parameters in Equation (5). We
use the same uncertainties as given in GM&M19 and follow
the same algorithm described there. However, there are
differences in the data, which is why we conduct this analysis
again. Besides the smaller radius used to estimate the stellar
mass, the SDSS-redMaPPer BCG sample is larger than the one
that was used in GM&M19, since more BCGs have light
profiles measured out to 50 kpc than to 100 kpc. We find that
the fitted parameters of the SDSS-Calibration sample are nearly
identical to those from GM&M19, and provide the results of
this analysis in the Appendix.

We expect differences in the uncertainties between the SDSS
and DES data for two reasons. First, the DES data are of much
higher quality and depth, leading to a higher signal-to-noise
ratio at a fixed aperture in the light profiles (on average).
Second, the deeper DES data should make it more difficult to
identify the fourth-brightest galaxy (on average), which is often
located in the central region of these higher-redshift clusters.
The former should lead to a reduced uncertainty on the stellar

masses (relative to SDSS), and the latter should lead to a larger
scatter in the mgap measurements.
We conduct the simplified (no evolution) Bayesian analysis

on the DES-Calibration sample and use the SDSS-Calibration
posterior distributions for α, β, γ, and σint as strong priors. We
regress for the mean errors associated with mgap and the BCG
stellar masses in the DES data. We find that the DES stellar
mass uncertainty is best fit to a value of 0.06 dex, which is
smaller than the uncertainty on the SDSS-redMaPPer BCGs
(0.08 dex), consistent with expectations. We also find that the
uncertainties associated with mgap have gone up compared to
the SDSS clusters, to 0.31 (from 0.15 mag). This is likely due
to the DES photometry identifying more objects in the cluster
core (see Figure 2) than SDSS-redMaPPer, as well as the lower
spectroscopic completeness of the DES training set. We treat
the halo mass errors as a fixed value identical to what was
found for the SDSS BCGs in GM&M19 (0.087 dex) because
the halo masses are determined from identical mass–richness
relations and because we find no differences in the richness
measures for the overlap sample (see Section 2.4). We note
that, as discussed in GM&M19, our chosen value, 0.087 dex,
was determined as the result of a joint analysis, where the
parameters for the SMHM relation were simultaneously
determined for a sample with halo masses estimated by both
richness and the caustic phase-space technique. This value in
scatter in halo mass at fixed richness corresponds to 0.20 when
a natural log scale is used instead of a log10 scale. Therefore,
our measured uncertainty has excellent agreement with the
results presented in Rozo et al. (2015), who find the value to be
between 0.17 and 0.21.
We do one final test to ensure that our Bayesian-inferred

uncertainties on mgap and the BCG stellar masses in the DES-
redMaPPer sample are sensible. We fix those uncertainties to
the values inferred by the prior analysis, and we let the SMHM
relation parameters β, γ, and σint be free in the Bayesian
regression. We note that we fix α to the value measured from
the SDSS-Calibration, our remeasurement of the results
from GM&M19. This is because of the strong degeneracy
between α and γ. The results are presented in rows 2 and 3 of
the Appendix. We also report the results from GM&M19 in
row 1 of the Appendix. We note that the original results
from GM&M19 use a slightly different pivot point for the data.
However, despite this difference, we find 1σ agreement
between the GM&M19 measurements and our SDSS and
DES-Calibration measurements for all parameters except α,
which is impacted most significantly by the offset and is a 1.5σ
difference.
In summary, our goal in this subsection has been to calibrate

the uncertainties on the observables in a fixed redshift bin. By
ensuring this, and also ensuring that the mean values of the
observables are identical where we expect them to be (e.g.,
Sections 2.2, 2.3, 2.4, and 2.5), we avoid the possibility of
inferring evolution where there is none. After quantifying these
uncertainties, we test the model to ensure that our conclusions
remain unchanged from GM&M19, which is the case. Next, we
combine the SDSS and DES data into a single catalog to search
for evolution in the parameters of the SMHM relation.

2.7. DES Final Sample

We analyze how the SMHM relation evolves with redshift
using two approaches. First, we divide our data, incorporating
the SDSS-C4, SDSS-redMaPPer, and DES-redMaPPer data, into
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eight bins, sorted by redshift, and measure our Bayesian MCMC
posteriors for each bin with the redshift evolution parameters set
to 0.0. The redshift range of those bins is given in the Appendix
and shown visually in Figure 1. Second, we incorporate redshift
evolution using four additional parameters, described in
Section 3, and fit them over the SDSS and DES clusters. We
note that we include all of the clusters considered in GM&M19,
not just those of the final sample (i.e., we include those clusters
that were previously removed as a result of our completeness
analyses, since the low-redshift analysis is redone here). In total,
this homogeneous multisurvey data set covers the redshift range
0.03� z� 0.60. We note that there is spatial overlap between
each of these surveys. To account for this, we remove galaxies
that appear in multiple surveys. We keep the data from DES over
the data from SDSS since the photometry is deeper, and we keep
SDSS-C4 over SDSS-redMaPPer because of the more stringent
red-sequence cluster membership.

Following this initial selection criterion, our sample consists
of 1172 SDSS clusters and 1564 DES clusters with halo masses
greater than 1014Me h−1, which yields a total sample of 2736
clusters. This number does not account for further halo mass
limits; however, as in GM&M19, we expect this total data
sample to have differing halo mass lower limits as we move to
higher redshifts. We also check for mgap incompleteness, since
both SDSS and DES are flux-limited surveys.

For each bin, as in GM&M18 and GM&M19, we apply an
mgap completeness criterion, based on the binning of the BCG
and fourth-brightest galaxy’s absolute magnitudes against the
BCG’s apparent magnitude and mgap, to determine the apparent
magnitude limit of the sample (a redshift-dependent limit;
Colless 1989; Garilli et al. 1999; La Barbera et al. 2010;
Trevisan et al. 2017; GM&M18). Additionally, since the halo
mass distribution can be approximated as Gaussian, the peak
indicates the mass where the sample becomes incomplete.
However, we apply a lower halo mass cut, located at the halo
mass where the amplitude of the binned halo mass distribution
decreases to 70% of the peak value, to ensure high completeness
out to higher redshifts. This halo mass criterion is conservative,
and results in a redMaPPer richness threshold of ≈22, well
above the detection limit. However, when combined with the
mgap completeness analysis, these cuts reduce our available
sample down to 2323 clusters, a reduction of ∼15.1%. Slightly
more restrictive (higher) halo mass lower limits do not impact
our final results. Of the 2323 clusters in our final sample, 1062
come from SDSS and 1261 come from DES.

Figure 5 visualizes our final sample and shows the 50 kpc
stellar masses versus the halo masses, color coded by M14. We
also show the error bars on each set of survey data (see
Section 2.6). Figure 5 includes the entire final sample
(following all halo mass and mgap completeness cuts), as
described, and spans the redshift range 0.03< z< 0.60, as
shown in Figure 1. Since the dependence on M14 is evident, it
is clear that the previously detected stellar mass–M14
stratification continues to exist at higher redshifts.

2.8. Simulated Data

For the simulated analysis of this study, we examine the
evolution of the SMHM–mgap relation using the magnetohydro-
dynamical cosmological galaxy formation simulations from the
IllustrisTNG55 suite (Pillepich et al. 2018b; Springel et al. 2018;

Nelson et al. 2019). Specifically, we use the IllustrisTNG 300-1
simulation (Pillepich et al. 2018a), with snapshots analyzed at
redshifts of 0.08, 0.11, 0.15, 0.18, 0.24, 0.31, 0.40, and 0.52
(snapshots 92, 90, 87, 85, 81, 77, 72, and 66), the redshifts that
best match the median of our eight binned samples given in the
Appendix. For this comparison, we identify the 260 clusters
with >( ( ))M M hlog 10 14.0200m in the redshift 0.0 snap-
shot, and use these same clusters in the higher-redshift bins.
For each simulation box, we use the 3D information

provided directly from each snapshot of the TNG 300-1
simulation, including the M200m halo masses, measured within
R200m; the galaxy positions, x, y, and z; R200m; and the
magnitudes. Cluster membership is determined using positional
information (x, y, z) and a fit to the red sequence, such that
cluster member candidates within 0.5 R200m, and within 2σ
from the red sequence, are identified as members.
For the observed data, we use a 50 kpc aperture on the

deblended BCG (see Sections 2.2 and 2.3). In the simulation,
the parent halo and subhalo have been identified using Subfind
(Springel et al. 2001). We therefore use a fixed 50 kpc physical
aperture for the BCG subhalo alone to calculate the BCG stellar
masses. In other words, we use the Subfind deblending
algorithm to separate the stellar components of the BCG from
the halo satellite galaxies. An example of one such projected
image of a TNG 300-1 BCG is shown in Figure 6.
The use of a simulation allows us to quantify the impact of

deblending in a controlled fashion, since the 3D positions of
the satellites are known. In Figure 7, we show that all but four
BCGs have a close companion within the 50 kpc aperture. The
peak of the distribution is around three or four satellites per
BCG, with some BCGs being in very crowded but very
localized environments. Proper deblending is therefore neces-
sary to study the BCG itself. However, we note that as
discussed in Zhang et al. (2019a), these satellites are not
included in the ICL that is present and included in our
measurements of the BCG stellar masses, in both the data and
the simulations. However, we note that stellar particles that
may be observationally identified as part of the ICL, but in
simulations are associated with the satellite galaxies, are thus
not incorporated into our stellar mass measurement.

Figure 5. SMHM–M14 relation for the SDSS-C4, SDSS-redMaPPer, and
DES-redMaPPer samples, colored via M14. We see that a stellar mass–mgap

stratification continues to persist when measured out to high redshifts. The
black cross represents the error in halo mass, 0.087 dex, and stellar mass, 0.08
dex, for the SDSS data; and the red cross represents the error in halo mass,
0.087 dex, and stellar mass, 0.06 dex, for the DES data. The black square
represents the pivot point that is used in our Bayesian analysis.

55 http://www.tng-project.org/
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We use the snapshot information for each BCG subhalo in
each of the eight redshift snapshots. For M14, we follow a
similar procedure to what is done in GM&M19, where M14 is
the difference between the r-band model magnitude of the
fourth-brightest member and the r-band model magnitude of
the TNG 300-1 BCG. We do not apply a completeness criterion
to our simulated data. However, to make our approaches
between the data and the simulation as homogeneous as
possible, we apply a halo mass completeness limit, in the same
manner as described in Section 2.7, which accounts for the fact
that the 260 most massive clusters at z= 0.0 are not guaranteed
to be the most massive at each of the higher-redshift snapshots,
because each dark matter halo follows a unique accretion
history.

3. Bayesian MCMC Model

We use a similar hierarchical Bayesian MCMC approach to
what is described in GM&M19 to determine the values of α, β,
γ, and σint given in Equation (5). Any changes to the
underlying model are designed to improve the efficiency of
our analysis. The Bayesian formalism works by convolving the
prior information for a selected model with the likelihood of the
observations given that model, to yield the probability of
observing the data for the model—the posterior distribution up
to a normalization constant called the Bayesian evidence.

To determine the posterior distributions for each parameter
in the SMHM relation, our MCMC model generates values for
the observed stellar mass, halo mass, and mgap values at each
step of our likelihood analysis, which are directly compared to
our observed measurements.

3.1. The Observed Quantities

We model the log10 BCG stellar masses (y), log10 halo
masses (x), and M14 values (z) as normal distributions with

mean values (locations) taken from our observed/measured
results. The standard deviations associated with each point are
taken from the uncertainties on each measurement, which are
determined using the sample of clusters observed by SDSS and
DES, and include an estimate of the observational uncertainty
(sx0, sy0

, sz0), as well as a stochastic component from a beta
function, β(0.5, 100) (GM&M18), which allows for additional
uncertainty on the observational errors. These errors are treated
statistically in the Bayesian model as free nuisance parameters
σx, σy, and σz.

3.2. The Unobserved Quantities

Our aim is to constrain the parameters of the SMHM
relation: the offset, slope, stretch, and intrinsic scatter (α, β, γ,
and σint) as a function of redshift. In GM&M19, we modeled
the evolution of these parameters as power laws +( )z1 ni,
where ni defined the amount and shape of the redshift evolution
for each of the four model parameters, α, β, γ, and σint.
In this work, we extend the data from the limit of z∼ 0.3 to

z∼ 0.6 using the deeper DES data. We initially tried the same
power-law parameterization as in GM&M19. However, we
found that a simple power law could not accurately characterize
the flattening of the slope at z> 0.3 to a single value, while
simultaneously having the sharp increase in the slope at low
redshift. We explored numerous functional forms and found
that the Pareto function, given in Equation (6), has the correct
shape over the range of data explored in this work:

⎧
⎨⎩

=
+

<

+
( ) ( )

( )
( )f a

n a a a a
f a a a
Constant

. 6i m
n n

m

m m

1i i

This is a Pareto Type I distribution, which is characterized by a
scale parameter am and a shape parameter ni, which in our case
defines the strength of the evolution for α, β, γ, and σint.
A second change from GM&M19 is that we evolve against

lookback time as opposed to each cluster’s photometric
redshift, given that from an astrophysical perspective, stellar
evolution is characterized by time as opposed to the universe’s
scale factor. We choose am= 0.4 Gyr, which is a redshift of
∼0.03, the lowest redshift our data probe. Below this lower
limit, the Pareto distribution is a constant fixed to the value at
its lowest data point. The Pareto distribution also asymptotes to

Figure 6. An example of a TNG 300-1 image showing the stellar particle
information of the halo, which shows that there are many satellite galaxies near
to the BCG. The primary image is the inner 500 kpc centered on the BCG. The
insert shows the stellar particle information for just the inner 100 kpc of the
subhalo containing the BCG. The circle represents the 50 kpc aperture.

Figure 7. The distribution of the number of satellite galaxies within 50 kpc of
the TNG 300-1 BCGs, which highlights that either masking or using the
particle information directly is necessary to estimate the stellar masses of the
TNG 300-1 BCGs.
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a constant at large a (high redshift or lookback time), which we
treat as a free nuisance parameter in the analysis. In other
words, this is the constant in Equation (6).

Using the Pareto distribution, we model the cluster portion of
the SMHM relation linearly as:
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where x, y, and z are the observed halo masses, BCG stellar
masses, and mgap values, and t is the lookback time, calculated

using the photometric redshift. α0, β0, and γ0 are free parameter
offsets that are asymptotic at high lookback time (high redshift).
Note that for zero evolution, Equation (7) reverts to Equation (5).
We also assume a Gaussian likelihood form, with σint(t)
evolving with redshift: s + ´s

+s s(( ) ( ) ( ) )n t0.4n n
int

1
0 . nα, nβ,

nγ, and nσ measure the redshift evolution of α, β, γ, and σint,
respectively.

This model is nested. Thus, for the redshift-binned samples,
these n parameters are set to 0.0, and, as in GM&M19, the
zero-redshift evolution model from GM&M18 is returned.
This approach allows us to interpret how much better a
given model is (e.g., with redshift evolution versus without)
using only the posterior distribution. We also note that in

Equation (7), the values of α0, β0, γ0, and sint0 represent the
parameter values at large t, when the shape is flat—the
maximum redshift of the sample. This is different than the α,
β, γ, and σint parameters in GM&M19, which represent the
values at z= 0.0. Therefore, these two sets of parameters
cannot be directly compared unless the same model is used in
both (either a power-law or a Pareto function), which is done
and discussed in Section 4.
This Bayesian model regresses the generated values against

the observed stellar mass, halo mass, and mgap values
simultaneously and self-consistently. The parameters that
model the underlying distributions and their uncertainties are
nuisance parameters, and thus are marginalized over when we
present the posterior distributions. Each parameter in the
Bayesian analysis, along with its prior information, is presented
in Table 1. We express the entire posterior as:

where each ith cluster is a component in the summed log
likelihood.
This is a hierarchical Bayes model because the priors on

the true halo masses (xi) and M14 values (zi) depend on
the models themselves (the observed halo mass and M14
distributions).

4. Results

We evaluate the strength of the redshift evolution in the
SMHM–M14 relation using our previously described MCMC
model (Section 3), Bayesian formalism, and linear SMHM
relation (Equation (7). For this analysis, we have run the
MCMC chains to convergence by examining the parameter

Table 1
Bayesian Analysis Parameters for the Combined SDSS-C4, SDSS-redMaPPer, and DES-redMaPPer Sample

Symbol Description Prior

α0 The offset of the SMHM relation  (−20,20)
β0 The high-mass power-law slope Linear Regression Prior
γ0 The stretch parameter, which describes the stellar mass–M14 stratification Linear Regression Prior
σint0 The uncertainty in the intrinsic stellar mass at fixed halo mass ( ) 0.0, 0.5
yi The underlying distribution in stellar mass Equation (7)
xi The underlying halo mass distribution  (14.23,0.182)
zi The underlying mgap distribution  (2.51,0.622)
nα The shape parameter associated with the evolution of α -( ) 5.0, 5.0
nβ The shape parameter associated with the evolution of β -( ) 5.0, 5.0
nγ The shape parameter associated with the evolution of γ -( ) 5.0, 5.0
nσ The power law associated with the evolution of σint -( ) 5.0, 5.0
sy i0 The uncertainty between the observed stellar mass and intrinsic stellar mass distribution 0.08 or 0.06 dex

sx i0 The uncertainty associated with the mass–richness relation 0.087 dex

sz i0 The uncertainty between the underlying and observed mgap distribution 0.15 or 0.31

Note. ( ) a b, refers to a uniform distribution, where a and b are the upper and lower limits. The linear regression prior is of the form - ´ +( )value1.5 log 1 2 .
( ) a b, refers to a normal distribution with mean and variance of a and b. Additionally, we note that for xi and zi, the means and widths given in this table are example

values belonging to the lowest redshift bin.
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autocorrelation functions. We run our analysis for 10 million
steps with a burn-in of 2 million steps. The triangle plot,
Figure 8, shows the 1D and 2D posterior distributions for the
eight SMHM relation parameters, α0, β0, γ0, σint0, nα, nβ, nγ,
and nσ.

A negative (positive) value for the evolution parameters (the
“n”s) indicates that the parameter itself (α(t), β(t), γ(t), or
σint(t)) is growing (shrinking) with increasing lookback time.
The 1D marginalized posteriors in Figure 8, given in row 3 of

Table 1, illustrate the evidence for evolution in the SMHM
relation in the offset (nα), slope (nβ), and stretch (nγ). We find
no evidence for evolution in the intrinsic scatter ( sn int), which is
small, well within 2σ of 0.0, and consistent with the prior
results presented in GM&M18 and GM&M19.
The parameter fits and their errors are provided in Table 2.

That table starts with constraints from a revised analysis of the
data used in GM&M19. Recall that GM&M19 used a simple
power-law evolution model and 100 kpc apertures for the BCG

Figure 8. SMHM–M14 parameter posteriors from Equation (7). The posterior distribution for α0, β0, γ0, σint0, nα, nβ, nγ, and nσ. As in GM&M18, we see that γ is
significantly nonzero and σint0 is less than 0.1 dex. However, we note that as a result of the modified redshift evolution form given by Equation (7), the values are not
directly comparable to the results from GM&M19. Instead, the posteriors for α0, β0, γ0, and σint0 represent the values that these parameters asymptote to. To see the
values at the redshifts measured in our study, see Figure 9. Using this model, nα is 5.8σ from 0.0, nβ is 3.5σ from 0.0, and nγ is 4.0σ from 0.0.
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stellar masses. In addition, the GM&M19 data only extend to
z= 0.3. Notable differences between GM&M19 and this work
include the use of the Pareto function to describe the evolution,
smaller 50 kpc aperture stellar masses, and higher redshift data
out to z= 0.6. Therefore, we reanalyze the GM&M19 data
using this new model (Equation (7)) for that original data set, as
well as with the new model and 50 kpc apertures for the SDSS
BCG stellar masses.

The first row can be compared to the original GM&M19
discovery of evolution in the slope of the SMHM relation,
which was reported at the 3.5σ statistical level. Switching from
the power-law fitting function to the Pareto function, we find
that the evolution in the slope is also significantly nonzero,

=b -
+n 0.573 0.141

0.152 or∼ 3.8σ. We find that by using the Pareto
function, the confidence in the detection of the slope evolution
has gone up, likely because the Pareto function more closely
matches the shape of the data as a function of lookback time. In
the second row, we compare to what happens as we take a
smaller physical radius to measure the stellar mass, and find no
statistically significant differences between the parameter
values as a result of using a smaller aperture.

The third row in Table 2 shows the parameter fits for the data
described in this paper, which uses DES to extend the analysis
to z= 0.6. The slope evolution is now detected at 3.5σ. Most of
the error bars on the parameters have also decreased compared
to the analysis on the SDSS data alone. Although we have
nearly doubled the sample size from GM&M19, the evolution
in β(t) is in the late universe, where DES does not provide new
data. However, the DES data is useful for pinning down the
amplitude of the flattening of the tail of the Pareto function for
the parameters. We note that we have a similar amount of DES
data in our higher-redshift bins compared to what is present in
the SDSS data in GM&M19 in their highest redshift bin (see
Figure 1). Therefore, we do not expect a significant drop in the
error bars on the inferred parameters when moving from the
SDSS-only data set to the combined SDSS and DES data set.

If the parameters α(t), β(t), γ(t), and σint(t) are evolving
between z= 0.3 and z= 0.6, we would expect to see
differences in the zero-points α0, β0, γ0, and σint0 between
the second and third rows, because these parameters represent
the values after the Pareto function flattens out to a constant at
the upper limit of the redshift traced by the data, which is
deeper for DES than for SDSS. We do not detect any changes
in β0 or σint0 after we extend the analysis to z= 0.6 using the
DES data. However, we do find that α0 is significantly higher
and γ0 is significantly lower as we extend the data from z= 0.3

to z= 0.6. In fact, we detect evolution in the offset α at 5.8σ
and evolution in the stretch γ at 4.0σ.
We also consider what would happen if we excluded mgap

from our model by dropping zi in Equation (7). We find that the
significance of the evolution of the slope drops from

=b -
+n 0.263 0.075

0.086 to being statistically consistent with zero
(the fourth row in Table 2). Therefore, as originally noted
in GM&M19, the detection of the evolution of the slope of the
linear SMHM relation requires the use of mgap in the analysis.
It is interesting that the offset α still shows statistically

significant evolution when we ignore mgap in the analysis. We
note that in Equation (7), the offset parameter (α0) is not a
direct measure of the amplitude of the SMHM. Even when
incorporating nα, the first term α(t) does not quantify the
amplitude of the SMHM (because of the inclusion of mgap).
However, without M14, α(t) is simply the overall amplitude of
the SMHM relation as a function of lookback time, which is
characterized by α0 (at the redshift limit of the data) and nα.
Thus, when we ignore mgap in our analysis, it appears that we
are detecting significant evolution in the amplitude of the
SMHM to z= 0.6. However, assuming that α(t) traces the
evolution in the amplitude, the sign on the evolution nα would
imply that BCGs are getting more massive as we look back in
time. This of course cannot be the case, and we explain this and
how to best interpret the observed evolution of α(t) in the next
subsection.

4.1. Comparison to Binned Results

By using Equation (7), we can characterize the evolution of
the SMHM relation through the parameters nα, nβ, nγ, and sn int

simultaneously over the full-redshift parameter space. How-
ever, we can also apply a strong prior and set those parameters
to zero, which reverts Equation (7) to Equation (5). We can
then infer α(t= tmed), β(t= tmed), γ(t= tmed) and σint(t= tmed),
on data separated into discrete redshift bins, as shown in
Figure 1, where t= tmed is the median lookback time of the
BCGs in each predefined bin. This allows us to make a direct
comparison between the fit and a timed step evolution of the
SMHM relation. In the binned analysis, we assume no
evolution within the upper and lower limits on the redshift,
which is likely to be true if the time intervals are small enough.
We note that the full analysis of Equation (7) is the correct
statistical analysis, since it does not require that assumption and
because it does not require a somewhat arbitrary choice of
binning. However, the binned analysis provides a good cross-
check.

Table 2
Posterior Distribution Results with Lookback Time Evolution

Sample α0 β0 γ0 σint0 nα nβ nγ nσ

GM&M19a - -
+0.325 0.029

0.030
-
+0.224 0.021

0.020
-
+0.142 0.015

0.016
-
+0.078 0.009

0.010
-
+0.094 0.061

0.068
-
+0.573 0.141

0.152
-
+0.018 0.025

0.026
-
+0.015 0.017

0.018

GM&M19b - -
+0.267 0.028

0.032
-
+0.268 0.023

0.024 0.155 ± 0.016 0.081 ± 0.009 -
+0.037 0.057

0.056
-
+0.307 0.095

0.105
-
+0.003 0.025

0.027
-
+0.002 0.016

0.016

This paper - -
+0.069 0.027

0.028
-
+0.281 0.017

0.018
-
+0.095 0.007

0.008 0.085 ± 0.005 - -
+0.196 0.032

0.034
-
+0.263 0.075

0.086 0.084 ± 0.021 −0.016 ± 0.011

w/o M14 -
+0.154 0.013

0.015
-
+0.241 0.027

0.030 L 0.098 ± 0.005 −0.199 ± 0.029 - -
+0.026 0.055

0.057 L -
+0.013 0.012

0.013

z > 0.09c -
+0.284 0.113

0.086
-
+0.267 0.023

0.025
-
+0.076 0.006

0.07 0.084 ± 0.006 - -
+0.705 0.077

0.118
-
+0.260 0.079

0.080
-
+0.149 0.021

0.016 −0.014 ± 0.016

Notes. The Equation (7) parameter fits for the SDSS data in GM&M19 (z < 0.3) compared to the fits in this paper that use DES data to extend the analysis to z = 0.6.
a The same data from GM&M19 was reanalyzed using the model from this paper (e.g., Equation (8)) and the original 100 kpc apertures.
b The same data from GM&M19 was reanalyzed using the model from this paper (e.g., Equation (8)) and 50 kpc apertures for a fair comparison to the results from the
data in this paper.
c All data in this analysis, except the lowest redshift bin. We note that while the posterior results differ, when plotted in the redshift range of interest, we find 1σ
agreement, as shown in Figure 9.
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In Figure 9, we compare the SMHM parameter values from
Equation (7) with the evolution parameters fixed to zero (the
purple dots) against the fully evolving parameters for the offset
α(t), slope β(t), stretch γ(t), and intrinsic scatter σint(t) (the green
line and green band). The purple error bars are the 1σ error bars
on the binned posteriors. The green error band incorporates the
error on the parameter zero-points (e.g., α0, β0, γ0, and σint0), as
well as the error on the corresponding evolution component (nα,
nβ, nγ, and sn int). We find good agreement between the two
separate analyses: binned and unbinned.
We first note the evolution in the slope parameter β(t) of the

SMHM, which is quantified via the Pareto function as
=b -

+n 0.263 0.075
0.086 and is evident in Figure 9. The Pareto

function does a good job of capturing the shape of the
evolution, which is changing fast at low redshift, as originally
reported in GM&M19. The slope of the SMHM relation
becomes roughly constant beyond a lookback time of 3 Gyrs,
corresponding to z= 0.245. However, in recent times, we
clearly identify a steepening of the slope of the SMHM relation
for massive clusters.
Figure 9 shows no evidence for evolution in the intrinsic

scatter looking back 6 Gyrs (z= 0.6). The value of the scatter is
σint0= 0.085± 0.005. This is the same low value for intrinsic
scatter found in GM&M18 and GM&M19, except extending to
z= 0.6. We note that an outlier at a lookback time of ∼4.3 Gyr
exists in the binned analysis. We are unable to explain this
feature of the data, which is in a bin containing exclusively
DES data.
In contrast to the intrinsic scatter, Figure 9 shows statistically

significant evidence for evolution in both the offset and stretch
parameter over the last 6 Gyrs. As for the slope, the Pareto
function captures the shape of the observed binned evolution,
which shows a gradual increase (for α) or decrease (for γ).
Thus, we are clearly identifying an increase in the offset and a
decrease in the stretch parameter at higher redshifts.
As discussed at the end of the previous section, despite

detecting evolution in the offset, α, we are not actually
detecting evolution in the overall amplitude (or median stellar
mass at fixed halo mass and mgap) for the SMHM relation. As
we show in Figure 10, we plot the combination of the offset

Figure 9. The effective offset, slope, stretch, and intrinsic scatter from
Equation (7) as a function of lookback time. The green lines represent the result
of the fit to the full equation using all of the data. The green error bands are the
total error in each parameter as a function of lookback time. The brown dashed
line represents the median posterior when we fit our model without the lowest
redshift data bin (z < 0.09). The points represent the redshift-binned data when
the evolution parameters (e.g., nα) are fixed to zero. The error bars contain the
middle 67% of the 1D marginalized posterior. The SDSS and DES clusters are
shown in purple and the simulation-based TNG 300-1 data are shown in blue.

Figure 10. The combined offset of α(t) + γ(t) × M14. This is for M14 = 2.0.
This figure illustrates that the combined value of these parameters does not
evolve. This indicates that we are not seeing any evolution in the overall
amplitude of the SMHM relation, as characterized by the combination of the
offset term (α(t)) and the stretch term (γ(t)).
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and stretch terms, given mathematically as α+ γ×M14, as a
function of lookback time, and detect no discernible evolution
in the amplitude of the SMHM to z= 0.6 for a fixed M14 value
of 2.0.

4.2. Statistical Correlations

In the following subsections, we address correlations in the
inferred parameters, as well as in the observables.

4.2.1. Parameter Correlations

Figure 8 shows some interesting structures in the 2D
posteriors. Besides the obvious correlation between the
parameters and their corresponding evolution (i.e., α and nα),
there is also a weak correlation between the slope and the
offset. We note that this correlation has been minimized by
recentering the data using a pivot point selected to be the
midway value of the extreme values of the observables.

More importantly, we note the correlation between the offset
and the stretch parameters (α and γ), intertwined with their
evolution parameters (nα and nγ). This was also seen
in GM&M19, but that analysis lacked the redshift depth to
study the consequences of this correlation. In this work, we
have enough data over a large enough lookback time to bin the
data beyond where the evolution of the slope flattens.

In Figure 9, we notice that α(t) and γ(t) in the lowest redshift
bin are ∼1σ low (α(t)) and ∼1σ high (γ(t)) when compared to
unbinned fits. While some other bins have similar differences,
this is the only bin where the binned values do not follow the
general trend displayed by the green posterior distributions
(even though the measured values are within 1σ). We explain
this discrepancy via the covariance between α and γ, evident in
Figure 8. As the parameter α scatters low in the MCMC
sampling, γ scatters high. There is a clear degeneracy between
these two parameters. We show this degeneracy just for clusters
in the lowest redshift bin in Figure 11. We overplot the 2D
posterior distribution between α(t) and γ(t) for the lowest
redshift bin (in green) and the total posterior (in purple).
Figure 11 highlights that we see the 2D posterior error ellipses
associated with the single-bin analysis overlap with those
measured based on the entire sample. However, we note that

there is likely a weak covariance between the two sets of 2D
posteriors that may be responsible for part of this agreement.
Figure 11 exemplifies why one may want to avoid binning in

this type of SMHM analysis, since unaccounted-for parameter
covariances can lead to incorrect fits to the evolving SMHM
relation. Our fully unbinned analysis and our hierarchical
Bayesian formalism allow for these covariances to naturally be
accounted for in the fitted parameters and their marginalized
posteriors. However, we note that despite this reservation, the
results from the binned analysis are largely consistent with our
evolution analysis. For an additional test, we fit our model to
the data after excluding those clusters in the lowest redshift bin
(z< 0.09). We show the median posterior for α(t), β(t), γ(t),
and σint(t) as the brown dashed line in Figure 4. The entire
posterior is given in line 5 of Table 1. While the median
posterior values differ (likely due to the covariances between
the parameters and their evolution), when plotted as a function
of lookback time, there are no significant differences. We note
that, as is evident from Figure 11, a higher stretch parameter at
low redshift is still preferred.

4.2.2. Data Correlations

We make some assumptions in Equation (7) and in Section 2.
Primarily, we assume that the observables (stellar mass, halos
mass, and mgap) are independent observables. If our data were
strongly correlated to each other in some complicated way (or to
some additional latent parameter), we would need to quantify
those correlations and their impacts on the fitted SMHM
parameters. Our main concern is that unlike GM&M18, we
use richness as a proxy for halo mass, and a correlation could
exist between richness and eithermgap or the BCG stellar masses,
which would affect our conclusions.
Hearin et al. (2013) reported a correlation between M12 and

the cluster richness at fixed halo mass. While they do not
quantify the correlation, they suggest that there is evidence that
having a large mgap is correlated with being under-rich at a
given halo mass. At fixed X-ray luminosity (as a proxy for halo
mass), Erfanianfar et al. (2019) report a weak and positive
correlation between the cluster richness and the stellar mass of
BCGs (a Pearson correlation coefficient of ∼0.2). Furnell et al.
(2018) used dynamical masses to find a similar weakly positive
correlation between richness and BCG stellar mass (a Spear-
man rank correlation coefficient of rs= 0.137). On the other
hand, Farahi et al. (2020) used the IllustrisTNG simulations to
find a moderate anticorrelation between richness and BCG
stellar mass at fixed halo mass (a Pearson correlation coefficient
of ∼−0.4). None of these reported correlations are strong or
consistent. Compounding the issue is the fact that the
richnesses, halo masses, stellar masses, and mgap measurements
are not homogeneously measured in either the data or the
simulations.
Given the above information, and the fact that we do not

have other halo mass proxies like X-ray luminosity, weak
lensing, or dynamical masses for our clusters, there is little we
can do in terms of a precision exploration of the data
correlations. However, we can calculate the Pearson correlation
coefficient between our richness-inferred halo masses and mgap

at fixed BCG stellar mass. If we fix the stellar mass to within
< ( M11.4 log10 /(Me h−2))< 11.6, the stellar mass range that

allows us to measure the correlation across the entire redshift
range, we find a moderate anticorrelation of ∼−0.4.

Figure 11. For the first, lowest redshift, bin, we show the contours
representative of the 2D posterior distribution for α and γ in purple. A strong
covariance exists between these parameters. In green, we overlay the posterior
distribution for these same parameters, as estimated from Figure 9, for the
median lookback time of bin 1.
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The statistical significance of correlation coefficients is not
well defined. Most of the literature uses some form of jacknife
sampling (e.g., Erfanianfar et al. 2019). Here, however, we use
a Bayesian-like approach, where we apply Equation (5) to
forward-model our data using the uncertainties given in
Section 2.6. We can then apply a correlation between mgap

and the halo mass, before the simulated observational
uncertainties are incorporated. We then run 10,000 simulations
with and without the correlation, and measure the standard
deviation on the measured correlation coefficient as well as the
probability of the correlation coefficient being observed in a
purely noncorrelated data set (i.e., a null test). We find that the
error on the correlation is ∼0.04, and the probability of a purely
randomized data set, showing the same level of correlation, we
find to be p= 0.001. We conclude that correlation between
M14 and M200m (as inferred by richness) is significant. We note
that we find a nearly identical anticorrelation between M14 and
M200m in the IllustrisTNG sample (−0.36).

We can use this same forward-modeling technique to
quantify the effect that this correlation could be having on
the parameters we measure when assuming independence. We
note that this is not the same as developing a new statistical
model that incorporates correlations between the data, which
we reserve for a future effort. Using this Bayesian-like
approach, we do, however, estimate the impact of this
correlation on the slope. We find that the correlation between
M14 and M200m results in an increase in the slope by
approximately 0.15. However, we note that because this
correlation persists across the redshift space, we do not believe
that it impacts our detected redshift evolution, but rather just
the measured value of the slope. Thus, this analysis provides us
with a good idea of the level of the impact of the correlation on
the slope, offset, and stretch, without introducing one or more
new free parameters to the model. We will explore these
interesting correlations in a future analysis.

4.3. Comparison to IllustrisTNG 300-1

Figure 9 offers direct comparisons between the observed
(SDSS and DES) results and the simulated TNG 300-1
measurements. Such a comparison allows us to understand
whether the physical prescriptions built into the TNG 300-1
simulated universe yield observations that match those found in
the observed universe. This analysis is designed to yield a fair
comparison, since for both data sets we subtract off the same
median in stellar and halo mass, which is based on the observed
SDSS and DES values, allowing the posterior distributions to
be directly compared. In such a comparison, α is related to the
median stellar mass (at a halo mass of log10(Mhalo/(Me/h))=
14.65) at a given mgap (since the γ values agree). We note that
for the simulated data, as for the observational data,Mhalo refers
to M200m.

The only similar result between the observed and simulated
universes is the lack of evolution of σint; no evolution is
detected in either. Interestingly, Pillepich et al. (2018a) detect
modest evolution in σint, such that from z= 0.0 to z= 0.5 the
value increases by ∼0.04 dex. However, the results presented
in Pillepich et al. (2018a) do not account for mgap. In contrast,
when we measure the evolution in the SMHM relation without
incorporating mgap, we do not find this evolution, though the
size of our error bars may prevent us from detecting it.

One of the more significant results from using our approach
to measure the 50 kpc mag for the TNG 300-1 data is the

absence of noticeable evolution in the slope of the SMHM
relation for TNG 300-1. In our observed data set, late-time
growth appears to occur primarily in the last 2 billion years;
however, in the TNG 300-1 simulation, there is no detectable
evolution over the entire time range analyzed. However, we
note that the absence of redshift evolution in the slope with the
TNG 300-1 data agrees with Pillepich et al. (2018a) and Engler
et al. (2021), who claim no such evolution. Thus, unlike for
observations, where GM&M19 found that the incorporation of
mgap led to the detection of evolution, for the TNG 300-1
simulation this is not the case.
Another difference between our TNG 300-1 and the prior

measurements from Pillepich et al. (2018a) and Engler et al.
(2021) is the value of β. We measure a value of approximately
0.42 for the slope when the stellar mass is measured within
50 kpc when mgap is incorporated, and 0.48 when it is not. Our
estimate is therefore in agreement with Pillepich et al. (2018a),
who measure the stellar content within 30 kpc and find a slope
of 0.49 (no error bars reported). We note that our slope is much
shallower than that measured in Engler et al. (2021) and other
slopes measured in Pillepich et al. (2018a), ≈0.70, which are
measured using two times the stellar half-mass–radius, a radius
far greater than the 50 kpc aperture we use. Therefore, we can
conclude, as shown in GM&M19, that had we used a large
aperture (>= 100 kpc) to measure the BCG stellar mass and
magnitude, we would likely recover a steeper slope. One
additional note is that both here and in GM&M19, we find that
the slope of the SMHM relation is steeper when mgap is
incorporated, which serves as evidence that incorporating
information about the satellite galaxy population (via mgap)
yields a steeper slope than the traditional SMHM relation, in
agreement with the general conclusions from Tinker et al.
(2021). However, as shown in the Appendix, this trend is not
shown in the TNG 300-1 data. Instead, we see that the slopes
are within 1σ, which may serve as the first bit of evidence that
the BCGs and growth prescriptions in the TNG 300-1
simulation are overdominant.
The remaining two parameters α and γ are also dramatically

different. Unlike in our observational data, there is little
evidence of any evolution in α or γ out to high redshift. Given
that α and γ are covariant, it is unsurprising that if one of these
two parameters shows no evolution, the other parameter also
shows no evolution; and, as discussed in Section 5, this is
likely related to the growth prescription used in TNG.
Additionally, the values for α also differ significantly. At first
glance, it appears as though the TNG 300-1 BCGs are
undermassive. However, that is not the case. A more valid
comparison would use the value of α+ γ× zmed, which is
representative of the median stellar mass of the BCGs at a
given halo mass. This comparison suggests that the TNG
systems are approximately 0.06 dex overmassive. It is
important to note, when doing such a comparison, that the
median M14 values for TNG are approximately 1–1.5 mag
greater than the observed values; unlike in the observed
universe, low mgap systems (M14< 1.0) do not exist. While
our measurements suggest that part of this difference is a result
of the slightly overmassive BCGs, for such a scenario to occur,
it is likely that the merging prescription used in TNG 300-1
also results in poorly populated red sequences, such that few
intermediate-brightness galaxies exist, yielding substantially
fainter fourth-brightest galaxies.
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5. Discussion

In GM&M19, we introduced the novel observation of
evolution in the slope of the SMHM relation, and used that
observation to offer insight into the late-time hierarchical
growth of BCGs. As shown here, by significantly expanding
the parameter space out to higher redshifts/earlier lookback
times using DES-redMaPPer data, we reach a much deeper
understanding of how BCGs and the clusters that they reside
within have grown and evolved over the last 6 billion years.

Currently, a clear consensus between observations, simula-
tions, and models about how BCGs grow over this redshift
range does not exist. Using semi-analytic models, researchers
have found that at late times (0.0< z< 0.5) BCG’s grow by a
factor of ≈1.5–2.0 (De Lucia & Blaizot 2007; Guo et al. 2011;
Shankar et al. 2015). In contrast, observations suggest that over
this redshift range much of the growth occurs in the BCG’s
outermost envelope, incorporating regimes that are often
characterized as being part of the ICL (van Dokkum et al.
2010; Burke et al. 2015; Huang et al. 2018; Furnell et al. 2021),
which highlights the necessity of looking at the BCG+ICL
system jointly. However, in this work, we use the additional
information provided via the inclusion of mgap into the SMHM
relation to determine physically what growth is occurring in the
BCG+ICL system over this redshift range.

In this work, we extend the redshift evolution of the cluster-
scale SMHM presented in GM&M19 (0.03< z< 0.30) out to
zred= 0.6. To briefly summarize our findings, we confirm all of
the key results from GM&M18 and GM&M19: mgap is
definitively a latent parameter within the SMHM relation;
incorporating γ and M14 into the SMHM relation reduces
σint; and accounting for mgap yields significant evolution in the
slope of the SMHM relation over late time. From this analysis,
for the first time, we report evolution in both the α and γ
parameters, which represent the offset and stretch, respectively.

It is this observed evolution that drives our understanding of
how BCGs evolve.
To understand how the stellar mass, halo mass, and mgap are

changing as a function of lookback time (or redshift), in
Figure 12 we plot the SMHM relation data for a low-redshift
sample (the second and third bins) and a high-redshift sample
(the seventh and eighth bins). We note that due to the lack of
data and the larger difference in parameter values, we do not
use the lowest redshift bin. For each sample, we plot the data in
the 10th–20th and 80th–90th percentiles of the mgap distribu-
tion. This is shown by the filled (high-z) and unfilled (low-z)
data points. We then overlay the results of the posterior
distributions shown in Figures 8 and 9 as the shaded regions.
Figure 12 highlights a few of our key findings. First, γ
significantly grows as one moves forward in lookback time, as
evidenced by how much larger is the separation between the
two shaded regions at low-z when compared to high-z. We note
that if γ were not evolving, the separations between the high
and low M14 bins would not be growing, regardless of the
change in the halo mass distribution of the data, since γ does
not vary with Mhalo. Second, β is growing as one moves
forward in lookback time. Third, σint, the spread in the data at
fixed mgap, is unchanged between these two distributions,
which supports our measurement that σint is not evolving.
Fourth, the most insightful observation shown here, as
highlighted by the regions in the Mhalo distribution where
these data sets overlap (14.4 < (log M10 halo/(Me/h))< 14.7),
the BCG stellar mass distribution remains the same, and thus
the BCG stellar mass within 50 kpc is not growing. This is also
supported by the constant value of α+ γ×M14 given in
Figure 10.
In GM&M19, given the absence of evolution in γ, we

assumed that any growth observed was due entirely to growth
in the BCG. However, as shown in Figure 12, the stellar mass
within 50 kpc is not growing over this redshift range. This
observation highlights that the driver behind all of the
evolution we detect and have previously detected is instead
mgap. First, with respect to the slope, if the stellar mass is not
changing, then the only way for the slope to increase would be
for the stellar masses of the distributions of clusters that are
linked by having similar mgap values to change, as a result of
changing mgap values. For the slope to increase, this would
likely be in such a manner that the most massive systems, with
the more massive BCGs, have mgap values that are growing
more efficiently and quickly, likely since these BCGs reside in
richer clusters.
Recall that mgap is the difference in brightness between the

BCG and the fourth-brightest cluster member (Dariush et al.
2010), and results from the hierarchical assembly of the BCG
(GM&M18), such that we expect clusters characterized by
larger mgap values to form earlier. Since the observed evolution
results from changes in the mgap distribution, the greatest
insight into what is physically happening can instead be
gleaned from the evolution in γ. For γ to evolve, the mgap

distribution must be changing with time. This is not happening
in a manner that changes the BCG stellar mass (within 50kpc).
Instead, therefore, what is likely happening is that there are
mergers between the bright satellite galaxies, and the BCG
deposit the stellar material at radii beyond 50 kpc, what we
interpret as the ICL. Therefore, the outer envelopes contain all
of the recent BCG growth, and it is only through the
incorporation of mgap that we are able to detect this evolution

Figure 12. We display two sets of distributions for the the low-z (unfilled) and
high-z (filled) data. For both, we show two mgap regimes, the upper 80%–90%
regime (orange and red) and the lower 10%–20% regime (purple and blue). The
shaded regions represent the posterior distributions from our Bayesian model.
For the low-redshift data, as shown, we see a steeper slope and more
pronounced stratification, which results from a larger stretch.
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without measuring the BCG + ICL profile, as done in Zhang
et al. (2019a). As a result of this scenario, the separation of
clusters with fixed mgap values, what we refer to as our
stratification becomes larger, while the stellar mass distribution
(within 50 kpc) remains fixed. Therefore, the incorporation of
mgap has elucidated that BCGs continue to grow hierarchically
in this redshift range, but all of the added stellar material goes
directly into the growth of the ICL. This result is supported
observationally by Furnell et al. (2021), who find evidence of
ICL growth over 0.1< z< 0.5.

While the main takeaways of this paper are observational,
we do want to comment on what the absence of evolution in
TNG 300-1 means. Since we detect no evolution in either the
slope, stretch, or offset parameters, clearly the same kind of
hierarchical growth prescription is not occurring within the
TNG 300-1 simulation. Additionally, the TNG 300-1 clusters
are characterized by larger mgap measurements. Therefore, it is
possible that the majority of the stellar mass within these BCGs
is assembled at earlier times. Moreover, due to an overefficient
merger process, there exists an absence of fainter satellite
galaxies in the TNG 300-1 simulation, the same population that
we observationally find must be responsible for the continued
hierarchical assembly of the BCG + ICL systems.

In this work, we have focused on the late-time evolution of
the SMHM relation out to z∼ 0.6. As shown here, β shows
significant late-time evolution, predominantly over the redshift
range 0.0< z< 0.15, and for the first time we detect
statistically significant evolution in α and γ, which clarifies
that this evolution is driven by BCG hierarchical growth that is
evident not in the stellar mass, but rather in the mgap. We are
left with a few paths forward. If we choose to further tighten
the constraints on this late-time evolution, we must either
incorporate more large, statistically complete samples of low-
redshift clusters, z< 0.1 (there are fewer than 200 SDSS low-z
clusters compared to ∼1300 DES high-z clusters), which are
difficult to obtain; or we can forge ahead to higher redshifts to
determine whether these parameters continue to evolve out to
z= 1.0, using a data set such as the DES–ACT overlap (Hilton
et al. 2021) or the DES–South Pole Telescope overlap (Bleem
et al. 2015, 2020; Huang et al. 2020), an approach that faces
similar observational and modeling challenges as the results
presented here, but presents the opportunity for us to further
quantify and better constrain this evolution. Additionally, given
that we have now statistically verified that the stellar mass–mgap

trend exists both in observations and state-of-the-art hydro-
dynamic simulations, although we note that the evolution
trends do not match, a key step forward may be to determine
the physical meaning of this correlation between stellar mass
and mgap, what it may reveal to us about the formation history
of the BCG and its host cluster dark matter halo, and quantify
how the stellar mass, halo mass, and mgap parameter space map
to a cluster’s formation redshift. Lastly, as explored
in GM&M19, we should continue to study the BCG light
profiles out to large radii of 100 kpc and beyond. Another vital
step forward as part of that effort will be to take advantage of
the ICL measurements done by Zhang et al. (2019a) for the
DES clusters, to determine whether we are able to detect
significant growth in the ICL over this redshift range. Such a
result would verify our conclusions that all of the recent growth
is contained within the ICL, and that these recent mergers
change the mgap distribution and yield our detected evolution.
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Appendix

In Table 3, found in this appendix, we provide the fits to the
parameters in the binned analysis of Figure 9 (including both
the observational and simulated data), along with the fits for the
data subsets that were used to calibrate the uncertainties on the
observables.
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A. K. Romer https://orcid.org/0000-0002-9328-879X

Table 3
Posterior Distribution Results

Data zmin zmax zmed log10(Mhalomin) nclusters α(z = zmed) β(z = zmed) γ(z = zmed) σint(z = zmed)

GM&M19 bin 4 (100 kpc) 0.208 0.300 0.247 14.39 210 -0.34 ± 0.03 0.32 ± 0.06 0.150 ± 0.013 0.082 ± 0.009
SDSS-Calibration 0.206 0.300 0.242 14.38 234 -0.26 ± 0.03 0.36 ± 0.05 0.153 ± 0.014 0.081 ± 0.008
DES-Calibration 0.206 0.300 0.243 14.24 351 −0.26 0.38 ± 0.04 0.159 ± 0.004 0.067 ± 0.006

Bin 1 0.030 0.090 0.075 14.03 112 −0.22 ± 0.05 0.52 ± 0.08 0.135 ± 0.020 0.070 ± 0.014
Bin 2 0.090 0.130 0.112 14.02 203 −0.25 ± 0.03 0.43 ± 0.06 0.168 ± 0.015 0.083 ± 0.009
Bin 3 0.130 0.170 0.151 14.03 289 −0.22 ± 0.03 0.45 ± 0.04 0.160 ± 0.012 0.075 ± 0.008
Bin 4 0.170 0.210 0.187 14.17 260 −0.25 ± 0.03 0.35 ± 0.05 0.159 ± 0.013 0.082 ± 0.008
Bin 5 0.210 0.270 0.236 14.28 404 −0.19 ± 0.02 0.36 ± 0.04 0.131 ± 0.011 0.079 ± 0.006
Bin 6 0.270 0.360 0.307 14.24 385 −0.18 ± 0.02 0.34 ± 0.04 0.120 ± 0.011 0.089 ± 0.006
Bin 7 0.360 0.470 0.407 14.35 317 −0.11 ± 0.03 0.33 ± 0.05 0.101 ± 0.011 0.053 ± 0.006
Bin 8 0.470 0.600 0.528 14.35 353 −0.08 ± 0.03 0.33 ± 0.06 0.097 ± 0.012 0.092 ± 0.006

TNG300-1 0.08 0.08 0.08 13.93 241 −0.37 ± 0.04 0.44 ± 0.03 0.132 ± 0.011 0.108 ± 0.005
TNG300-1 no γ 0.08 0.08 0.08 13.93 241 0.13 ± 0.02 0.51 ± 0.04 0.138 ± 0.006
TNG300-1 0.11 0.11 0.11 13.92 238 −0.39 ± 0.05 0.43 ± 0.03 0.138 ± 0.012 0.100 ± 0.005
TNG300-1 no γ 0.11 0.11 0.11 13.92 238 0.12 ± 0.02 0.47 ± 0.04 0.126 ± 0.006
TNG300-1 0.15 0.15 0.15 13.90 236 −0.34 ± 0.04 0.45 ± 0.03 0.127 ± 0.010 0.102 ± 0.005
TNG300-1 no γ 0.15 0.15 0.15 13.90 236 0.12 ± 0.02 0.47 ± 0.04 0.130 ± 0.005
TNG300-1 0.18 0.18 0.18 13.91 235 −0.32 ± 0.04 0.44 ± 0.03 0.120 ± 0.011 0.102 ± 0.005
TNG300-1 no γ 0.18 0.18 0.18 13.91 235 0.12 ± 0.02 0.47 ± 0.04 0.126 ± 0.006
TNG300-1 0.24 0.24 0.24 13.87 234 −0.37 ± 0.04 0.46 ± 0.03 0.141 ± 0.010 0.094 ± 0.004
TNG300-1 no γ 0.24 0.24 0.24 13.87 234 0.12 ± 0.02 0.46 ± 0.04 0.125 ± 0.006
TNG300-1 0.31 0.31 0.31 13.84 233 −0.34 ± 0.04 0.44 ± 0.03 0.135 ± 0.011 0.106 ± 0.005
TNG300-1 no γ 0.31 0.31 0.31 13.84 233 0.12 ± 0.02 0.45 ± 0.04 0.137 ± 0.006
TNG300-1 0.40 0.40 0.40 13.80 231 −0.29 ± 0.04 0.48 ± 0.03 0.130 ± 0.011 0.108 ± 0.005
TNG300-1 no γ 0.40 0.40 0.40 13.80 231 0.15 ± 0.03 0.47 ± 0.04 0.137 ± 0.006
TNG300-1 0.52 0.52 0.52 13.71 236 −0.25 ± 0.04 0.49 ± 0.03 0.127 ± 0.009 0.111 ± 0.005
TNG300-1 no γ 0.52 0.52 0.52 13.71 236 0.18 ± 0.03 0.50 ± 0.05 0.149 ± 0.007
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