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An A ltermative M ethod of Problem Solving: The G cal-Tnduced A ttractor
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Charlottesville, VA 22908-0420 USA
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University of V rginia, D epartm ent of N eurosurgery, P O .Box 800420
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One theory of prblem solving posits solutions by
search. That is, the generic problem has a starting ponnt
and a goal, w here the goalm ightbe precisely known or
only sketchily describable. Successfill problem solving
entails finding a Jegal (ie., biologically consistent) path
from the starting sate t© the, or to an, acceptable goal.
Influential theories of problem olving, hcliding
Newells work, emphasize the imporance of search.
That i, the srategy is to try out various paths in hopes
that one will lead to the goal. Such searching
techniques are computationally htractzble in many
situations and , In ourday-to-day life, w e often consider
a problem and then find the answer. That is, we find
the Jogical path to the goal w ithoutm uch thought at all
and certainly w ithoutbeing consciously aw are of trying
m ultple paths. H ere w e present a neural netw ork m odel
that solves paradigm atic cognitive problem s w ithout
search. The altemative to the search shategy In a
recunent neural netw ork s the use of an attractor. An
attractor affects the states of a netw ork, and the sates of
a network are is representations of the world itself.
W hen a network is desiogned as a sequence-leaming
netw ork and when i has enough fieedom to create is
own solitions, ie., to create novel paths through sate
goace, such a network can find paths fiom an nibal
sate o a goal sate and can find such paths where a
path has neverbefore been experienced Levy, 1996).

The principle of the goal-induced attractor requires or
asaum es that the system olving the pmoblem has a
vague know ledge of the solution. For instance, if Tam
hungry, I might know I want something to eat, but T
m Ightnotknow exactly where Iwanttogoto eat. W e
propose that such notions of the goal weakly tum on
ceram representations. These representations heighten
the prbability that paths t© that goal will be
discoverad. At the sam e tin e, because netw orks have
activity control m echaniam s, there w il be a tendency
not © explore or move tow ards other goal sates. Of
course, if the network is not to depend on toal
1andom ness, there m ustbe a history of paths leamed by
the netw ork that can n som e w ay be pieced togetherby
netw ork dynam ics.

W e use a model of hippocam pal r=gion CA 3 because
this is a sequence-leaming r=gion that is capable of
coding novel sequences. Tn particular, and In contrast
o enor conectionbased models, our model is used
when mammals do not know the answer and must
recode the environm ent In order to produce smple,
usable codes by other bran r=gions or, fiom our point
of view , by other networks. The problem s solved by
the CA 3 m odel using the goal-mduced attractor are not
unlim ited but clude the sim ple goal finding problem

that is analogous t© a 1t or a human going from a
sartng point to a goal by piecing together am all paths
that have been previously leamed but have tgken the
oganism to other places. O ther cognitive problem s,
and som e thatm ay even appear to be logical in N ature,
can be cast n tem s that the goal finding hippocam pal
model can solve. For insance, the task of transitive
Inference can be taught to 1ats, and it can be taught t©
people In a nonverbalmode. The hippocam palm odel
olves this pmwblem , and it solves the problem , I a
gense, by wanting to get the right answer. That is, the
goal in perform Ing transitive nference is to get the right
answ er as opposed o the wiong answer. T this case,
the network would have a cmde version of the
ehforoem ent "yes, you'te right" tumed on while it is
beng presnted wih the stmuli of the tansitive
nference task. The task iself is view ed as a sequence
but justbarely. T partcular, the sequence is stm ulus,
decision ffregponse llow ed by know ledge of whether
the outtom e is a success or fajlire (right or w rong).
The m odel is able to m ake the right decision fornovel,
transitive pairings. Anotherproblem that can be solved
n a similar manner is the tansverse patteming
problem .

O urposterw ill discuss the critical characteristics of our
CA 3 model that lead t© is problem -solving abilites.
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