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ABSTRACT OF THE DISSERTATION
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A vast number of independent astrophysical and cosmological observations suggest that

the dominant form of matter in the Universe, known as dark matter, is neither luminous

nor baryonic. Despite nearly half a decade of research, the non-gravitational nature of dark

matter, if any, remains a mystery. Motivated primarily by preferred theoretical extensions of

the Standard Model and a relatively simple production mechanism, the weakly interacting

massive particle (WIMP) has long been considered to be among the most appealing dark

matter particle candidates. This dissertation is comprised of largely independent works that

focus on understanding and constraining various signals that could arise from WIMP dark

matter. Specifically, Chapters 2 and 3 address the impact that non-standard astrophysics and

particle physics could have on the observed scattering rate in direct dark matter detection

experiments; Chapter 4 presents a halo-dependent and an halo-independent update on the

viability of a dark matter interpretation of the CDMS-II-Si data; Chapter 5 generalizes the

halo-independent analysis formalism such that the compatibility of multiple experiments

ii



can be assessed, and the preferred halo-independent parameter space can be identified, for

global likelihoods comprised of at least one extended likelihood; Chapter 6 discusses the

prospects for detecting gamma-rays from dark matter annihilating in local dark matter

subahlos; Chapter 7 presents updated constraints on simplified dark matter models that are

consistent with the Galactic Center excess; and Chapter 8 discusses the extent to which

future direct detection experiments may be able to elucidate the high-energy dark matter

theory from observations of low-energy nuclear recoils.
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1 Introduction to Dark Matter

Understanding the exact nature of dark matter has been at the forefront of astrophysics and

particle physics research for more than 30 years. Despite accounting for roughly 26% of the

energy density of the Universe, only the indirect gravitational influence of this mysterious

matter has been observed. What follows in this Chapter is a brief review of the history of

dark matter than began over a century ago. This introduction is intended to provide the

reader with sufficient perspective to both frame and justify the work presented in Chapters 2-

8, which focus on identifiable signals from, analysis techniques for, and constraints on one

particular dark matter particle candidate, the weakly interacting massive particle (WIMP).

The earliest known reference to the term ‘dark matter’ has been traced to a 1906

manuscript by Henri Poincaré, however the notion of dark matter at this time hardly resem-

bles the ideas of today [1]. Poincaré’s manuscript had been referencing work by Lord Kelvin

presented in 1904, that had attempted to quantify the amount non-luminous mass that could

reside is the galaxy without disrupting the observed velocity dispersions [2]. Unlike today,

these early works were not speculating about the existence of exotic new forms of matter,

but were rather acknowledging that the limits of their technology may prevent observations

of dim astrophysical objects. Despite the difference in intent, these contributions (as well as

later works by the likes of Ernst Öpik, Jacobus Kapteyn, James Jeans, and Jan Oort [3–5])

developed tools and reasoning that would later be applied when evidence for non-luminous

matter first arose.

In the early 1930s, Edwin Hubble and Milton Humason observed an abnormally large
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scatter in the apparent velocity of eight galaxies in the Coma Cluster [6]. Two years later

Fritz Zwicky applied the virial theorem to estimate the total mass of this system, and found

a predicted velocity dispersion that was over an order of magnitude discrepant from the

observations of Hubble and Humason [7]. Three years later, an estimation of the mass of

the Virgo Cluster by Sinclair Smith yielded results that were multiple orders of magnitude

discrepant with the mass projections of Hubble [8]. Skepticism and intrigue surrounded the

observed discrepancies of galaxy clusters in the following decades, but additional information

was required before this problem became fully accepted by the community (see e.g. [9–12]

for subsequent work on observed discrepancies in galaxy clusters).

The apparent need for a non-visible component of galaxies first arose in 1970, when spec-

troscopic observations of the Andromeda Galaxy made by Vera Rubin and Kent Ford [13],

and 21cm observations of M33 and NGC300 made by Ken Freeman [14], indicated that the

rotation of visible matter within these galaxies could only be consistent with Newtonian

gravity if a substantial fraction of the mass of these galaxies was ‘dark’, and extended far

beyond the visible component. Subsequent observations confirmed these discrepant rotation

curves where a generic feature of galaxies (see e.g. [15–22]), and by the end of the decade,

the ‘missing mass’ problem was understood in the astronomy and astrophysics communities

to be an increasingly serious issue [23].

At the time, the initial and most obvious solution was that the missing mass was in dark

compact astrophysical objects (e.g. planets, brown dwarfs, white dwarfs, black holes, etc.),

which later became known as MACHOs – short for massive compact halo objects. Two

major developments in the following two decades proved fatal for this hypothesis, such that
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the consensus today is that MACHOs do not comprise a significant fraction of the dark mat-

ter (with perhaps the one exception being primordial black holes, which for particular mass

distributions may still account for all of the dark matter). The first of these developments

was gravitational microlensing searches; these experiments attempted to measure variations

in the brightness of stars that should result from the lensing of light around intermediate

compact objects, should they exist in sufficient numbers [24–26]. The second, and highly

complementary constraint on MACHOs, came from detailed measurements of the Universe’s

baryon budget (i.e. the contribution of baryons to the energy density of the Universe). These

constraints arose from the requirement that precision measurements of the abundances of

light elements [27–30] and the cosmic microwave background (CMB) [31, 32] remain con-

sistent with the theory of Big Bang nucleosynthesis (BBN) (i.e. the theory which explains

the production of light elements during the early Universe)1; to date, these measurements

constrain baryons to comprise less than 20% of the total matter in the Universe [32].

In 1982, Mordehai Milgrom wrote a series of papers in which he proposed a modification

to Newton’s second law that allowed for galactic rotation curves to be explained without

the presence of unseen matter [34–36] (this proposal was known as Modified Newtonian

Dynamics, or MOND). While the theory in its original form had countless issues (e.g. it

did not conserve momentum, angular momentum, or energy, and it was not obvious that

it could be made consistent with relativity), contributions over the next two decades (see

e.g. [37,38]) culminated in a realistic solution (appearing in 2002), known as Tensor-Scalar-

1It was also pointed out in 1982, that under certain cosmological assumptions (that were only later
validated), the observed fluctuations in the CMB were incompatible with a Universe comprised entirely of
baryonic matter; this problem could be remedied by introducing a new massive particle with weak interac-
tions, thereby allowing density fluctuations to grow prior to recombination [33].
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Vector gravity [39]. Problems arose for theories of MOND in 2006, when weak lensing and

X-ray maps of a pair of merging clusters, known as the Bullet Cluster, showed with high

significance that the mass of the clusters did not trace the baryons [40]. While this has not

dismayed the MOND-enthusiast community, the inability of these theories to address any

major cosmological questions beyond the rotation curves of galaxies has left this community

in the minority (see e.g. [41] for a modern review of the subject).

The leading theory in the community today is that dark matter likely consists of a new

particle (or particles). The arguments for particle dark matter are rather simple. In order to

explain galactic rotation curves, the dark matter particles must reside in a diffuse, approx-

imately spherical, halo. Baryonic matter collapses into a disk because it dissipates energy

efficiently, a consequence of coupling directly to a massless gauge boson (i.e. the photon).

The statement that dark matter particles are ‘dark’, is a direct reflection of the fact that

these particles cannot have large couplings to the photon, and thus do not dissipate energy

efficiently2. Being non-baryonic, dark matter particles naturally allow for a consistency of

the measurements of the CMB and the abundances of light elements with BBN [27–32]. As

previously mentioned, Ref. [33] pointed out that CMB anisotropy measurements could be

made consistent with the observed structure of the Universe if there exist a large number

of massive and weakly interacting particles to seed density perturbations prior to photon

decoupling – dark matter particle candidates naturally satisfy these conditions as well.

With all of this in mind, it is natural to ask what properties a viable dark matter particle

2There do exist theories, for example double disk dark matter [42], that introduce dissipative dynamics
into the dark sector via the inclusion of a new U(1) gauge symmetry that carries with it a massless boson.
For such theories to remain compatible with observations of rotation curves, only a small subdominant
component of the dark matter can be charged under this new U(1) (or alternatively the time scale for
dissipation must be long enough such that the collapse of these halos has not yet occurred.).

4



candidate must have? Since the abundance of dark matter observed today is consistent with

the abundance observed in the early Universe (e.g. as measured by the CMB), one should

expect the dark matter candidate to be either stable, or have a lifetime greater than the age

of the Universe. Specifically, in order to solve the aforementioned cosmological and astro-

physical discrepancies, dark matter must have an energy density of ΩDMh
2 ' 0.1186 [32,43].

In order to remain ‘dark’ and undetected, dark matter particles must have heavily sup-

pressed couplings to the photon and gluons. Beginning in the 1980s, numerical simulations

have consistently shown that the observed structure of the Universe is inconsistent with

‘hot’ dark matter (i.e. dark matter that was relativistic in the early Universe); alternatively,

these simulations have shown preference for cold collision-less dark matter (i.e. nonrelativis-

tic in the early Universe)3. If one assumes that dark matter was in thermal equilibrium in

the early Universe4, constraints from structure formation exclude dark matter masses below

O(keV) [44] – in fact, this was among the reasons Standard Model (SM) neutrinos were

rejected from the list of viable dark matter candidates (note that neutrinos are the only

known particles satisfying the conditions that dark matter be weakly interacting and sta-

ble). Despite nearly 50 years of extensive research, this list roughly encompasses the generic

model-independent statements that can be made about particle dark matter.

Given how little is actually known about the underlying nature of particle dark matter,

the favored dark matter particle candidates became those with strong theoretical motivation.

Among these favored candidates is the WIMP, characterized by a weak-scale self-annihilation

3Consistency can also be achieved for some models of warm dark matter, or more complex dark sectors
with mixed components.

4This need not be the case, many enticing dark matter models have non-thermal histories (e.g. the axion).
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cross section and a mass approximately in the range O(GeV) – O(100 TeV) range. There are

two primary reasons why the WIMP has been one of most extensively studied dark matter

candidates: (i) assuming dark matter is in thermal equilibrium in the early Universe (like

all SM particles), the conventional freeze-out scenario5 conveniently and rather generically

predicts the observed modern day relic abundance; (ii) well-motivated extensions of the SM

(e.g. R-parity conserving Minimal Supersymmetric Standard Model), intended to solve other

pressing problems in particle physics (e.g. the hierarchy problem, gauge coupling unification,

etc.), predict new stable particles at exactly this scale. This work focuses exclusively on this

type of dark matter candidate.

There exist three generic search strategies that have been developed to search for WIMP

dark matter. The first, known as indirect dark matter detection, searches for the byproducts

of dark matter annihilation (e.g. in the form of gamma-rays, x-rays, neutrinos, anti-matter,

etc.) [45, 46], or the subsequent impact of these byproducts on the surrounding medium.

The thermal origin of WIMP dark matter provides a specific prediction for the size of this

annihilation signal, and thus these search strategies have proven to be a powerful probe of

this candidate (see e.g. [47,48]). The second strategy, known as direct dark matter detection,

attempts to observe the recoil energy imparted to nuclei after scattering with dark matter

particles bound to the Galactic halo [49]. Finally, it may be possible to produce dark matter

particles with colliders; if produced, the dark matter particle may carry away a significant

amount of energy, leaving a distinctive signature of ‘missing transverse energy’6. These

5The term freeze-out refers the decoupling of a given particle species from the plasma; this event occurs
when the annihilation rate falls below the expansion rate of the Universe.

6It is also possible to search for new particles which may mediate dark matter interactions with the
SM, producing alternative signatures in the process (e.g. deviations in particular search channel from the
predicted SM rates).
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methods are highly complementary, and in recent years have begun significantly probing the

parameter space associated with WIMP dark matter.

What follows in Chapters 2-8 are a collection of independent papers that I have published

during my time here at UCLA, all of which are related to understanding experimental signa-

tures that may be produced by WIMP dark matter. Specifically, Chapters 2 and 3 analyze

distinct signatures that may appear in the observed scattering rate of direct dark matter

detection experiments arising from non-standard particle physics and astrophysics; Chap-

ter 4 presents an update on the viability of the dark matter interpretation of CDMS-II-Si

data, using both halo-dependent and halo-independent analyses; Chapter 5 extends the halo-

independent analysis formalism, proving that unique best-fit halo functions and two-sided

pointwise confidence bands can be constructed from global likelihoods comprised of at least

one extended likelihood function; Chapter 6 attempts to analyze the signatures that would

arise from dark matter annihilation in local subhalos; Chapter 7 analyzes direct detection

and collider constraints on viable dark matter interpretations of the Galactic Center excess

using a simplified model framework; and Chapter 8 discusses the prospects for distinguishing

dark matter scattering models in the event that future direct detection experiments observe

a putative signal. All papers have been maintained in their original published form. This

implies there may exist a certain amount of repetition between Chapters, however it allows

for each Chapter to be read as an independent entity.
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2 Gravitational Focusing and Substructure Effects on

the Rate Modulation in Direct Dark Matter Searches

2.1 Introduction

Astrophysical and cosmological observations indicate that dark matter (DM) is the dominant

form of matter in the Universe. One of the most well-motivated candidates for DM is the

weakly interacting massive particle (WIMP) [50]. WIMPs are particles with weak-scale

interaction cross sections, and with masses roughly between a few GeV and hundreds of

TeV. They could be detected through their scattering with atomic nuclei using sensitive,

low threshold detectors. Many such direct detection experiments are currently in operation,

employing a variety of target nuclei and detection techniques, attempting to gain further

insight into the exact nature of DM.

Due to Earth’s rotation around the Sun, we expect the DM flux seen at Earth, and there-

fore the scattering rate direct detection experiments (even with non-directional detectors),

to be annually modulated. While the signal of WIMP scattering off of target nuclei can be

faked, for example by scattering of neutrons emitted by radioactive processes in the vicin-

ity of the detector, an annual modulation in the rate with the expected features is a much

more difficult signature to be reproduced by spurious sources. Moreover, while the energy

spectrum of DM events depends on the WIMP mass and interactions, a modulation in the

rate will be present regardless of these details and it is therefore sometimes claimed to be a

model-independent signature of DM.

In order to determine the modulation amplitude and its spectrum in energy measured by
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a particular experiment, a model for the DM halo must be assumed. The standard choice

for the main virialized component is the Standard Halo Model (SHM), an isothermal sphere

at rest with respect to the galaxy with an isotropic Maxwellian velocity distribution [51].

Despite its simple form, the SHM is believed to capture the relevant characteristics of the

dark halo and thus has been widely used in the literature. However, we expect the actual

halo to deviate from this simple model. The local density and velocity distribution could

actually be very different if Earth is within a DM clump (although this is unlikely [52]),

stream, dark disk (DD), and/or tidal debris [53–67].

Both a stream and a DD are well motivated candidates for DM velocity substructure,

capable of significantly altering the expected modulation [53–55,57–59,61–65]. Observations

of the Sagittarius (Sgr) dwarf galaxy show that tidally stripped stars are currently passing

through the galactic plane not far from the Sun. Simulations of this merger suggest that

the DM component of the Sgr stream may be passing through the Solar System and could

contribute as much as 5% to the local DM density [66,68]. A DD is a subcomponent of the

halo that has a spatial distribution roughly coincident with the visible disk, co-rotating with

it, but with a lagging angular velocity [61–65]. Numerical simulations have shown that DDs

can form in Milky Way-type galaxies from mergers of satellite galaxies [62–64] (although

recent measurements suggest this may be unlikely [69,70]). Alternatively, if a subdominant

portion of DM is dissipative in nature it has the potential to collapse and form a DD, a

process comparable to the formation of the baryonic disk [65].

Ref. [71] recently performed a Fourier analysis of the expected modulation and considered

how the annual and higher harmonics are influenced by the eccentricity of Earth’s orbit
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and the possible existence of DM velocity substructure. Since the eccentricity is small,

e ≈ 0.016722, it is not expected to impact the leading harmonic. DM substructure, however,

was shown in Refs. [57, 71] to profoundly impact all harmonics, including the unmodulated

rate. Furthermore, Ref. [71] pointed out that if the DM velocity distribution is smooth and

isotropic in the galactic frame, there exist ratios of the amplitudes of the harmonics that

are independent of the scattering energy, and thus they concluded that these ratios could be

used to probe the level and nature of anisotropy in the DM halo.

The annual modulation of a DM signal can also be affected by the gravitational focusing

(GF) of DM by the Sun [72–74]. The extent to which the annual (first) and biannual (second)

harmonics in the SHM are influenced by GF was studied in Refs. [73, 74]. They found that

GF has a nearly negligible effect on the amplitude of the first harmonic, but can significantly

enhance the amplitude of the second harmonic and generate energy-dependent phases in both

the first and second harmonics, especially at low energy.

While the Fourier analysis of the rate has been studied for the SHM by taking into

account both GF and the eccentricity of Earth’s orbit [73,74], the modification of the leading

harmonics in the presence of DM substructure has only been studied for an eccentric orbit

without GF [71]. The aim of this paper is to study the effect of GF on a DM halo hosting

substructure. We begin by considering the relative importance of GF and the eccentricity of

Earth’s orbit for the first two harmonics within the SHM, and analyze the extent to which

the conclusions of Ref. [71] hold when GF is considered. We then study the effect of the Sgr

stream and a DD on the annual and biannual harmonics.

In Section 2.2 we review the Fourier expansion of the rate and the procedure by which
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the effect of GF is incorporated. Section 2.3 presents the amplitudes and phases of the first

and second harmonics for the SHM with and without DM substructure. We specifically

discuss how GF affects the ability of these harmonics to probe the nature of DM velocity

substructure and the extent to which it is present in the galaxy. In Section 2.4 we provide

rough estimates of the minimum number of events that would be needed to confirm the

existence of an annual modulation for the different halo models we consider, as well as

the number of events needed to differentiate between these models. A summary and our

conclusions are provided in Section 2.5.

2.2 DM signal and its modulation

Since WIMPs in the galactic halo are nonrelativistic, v/c ∼ 10−3, the amplitude for DM

scattering with a nucleus initially at rest is usually expanded in powers of the small WIMP

speed v and momentum transfer q =
√

2mTER, with mT the mass of the target nucleus and

ER its recoil energy. The zeroth order term of the scattering amplitude in this expansion

is v-independent and is usually the only term retained (unless it vanishes). This makes the

angular differential WIMP-target nuclide (T ) cross section dσT/d cos θ independent of the

WIMP speed. However, a more useful quantity entering the analysis of experimental data is

the differential cross section in recoil energy dσT/dER. For elastic scattering, ER = v2(1 −

cos θ)µ2
T/mT , with µT the WIMP-nucleus reduced mass, and one finds dσT/dER ∝ 1/v2.

This proportionality also holds in the leading order term for inelastic scattering.

When the scattering amplitude is independent of v, we have dσT/dER = σT (ER)mT/(2µ
2
Tv

2),

where σT (ER) is a factor with units of a cross section. Considering the additional factor of
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v coming from the DM flux, the scattering rate reads

dRT

dER

= CT
σT (ER)

2mµ2
T

ρ η(vmin(ER), t) , (2.1)

where CT is the target mass fraction in the detector, ρ is the local DM mass density,

vmin(ER) =
√
mTER/2µ2

T is the minimum WIMP speed necessary to induce an elastic scat-

tering event with nuclear recoil energy ER, and

η(vmin, t) ≡
∫

v>vmin

f(v, t)

v
d3v (2.2)

with f(v, t) the local DM velocity distribution in Earth’s rest frame.

To interpret the outcome of direct DM detection experiments within models of particle

DM, one typically needs to assume a specific form of the DM velocity distribution. Once this

is specified in some reference frame R, e.g. the galactic rest frame, the velocity distribution in

Earth’s rest frame can be obtained by the Galilean transformation f(v, t) = fR(v+vES(t) +

vSR), where fR is the velocity distribution in R, vES(t) is Earth’s velocity with respect to the

Sun, and vSR is the Sun’s velocity in R. The time dependence of vES(t) is due to the annual

rotation of Earth about the Sun. For our analysis we take vES(t) from Ref. [71].

In the Sun’s reference frame, DM particles that are on average at rest with respect to the

galaxy are seen to have a preferred direction of motion that opposes vSR. For this reason,

the Sun experiences a constant “wind” of DM particles. The gravitational potential of the

Sun bends the trajectories of these DM particles, acting as a gravitational lens that focuses

the DM particles on the leeward side. As a consequence, the DM density and velocity
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distribution acquire a dependence on Earth’s relative location to the Sun (see e.g. Fig. 1

of [73] for a diagrammatic representation).

The effect of GF is taken into account by replacing fR(v + vES(t) + vSR) with fR(vSR +

v∞[vES(t)+v]), where v∞[v] is the velocity a WIMP had very far away from the Sun, where

the Sun’s gravity is negligible, such that its velocity when it reaches Earth is v [72, 73].

Ref. [72] has shown that v∞[v] is given by

v∞[v] =
v2
∞v + 1

2
v∞u

2
escr̂ − v∞v(v · r̂)

v2
∞ + 1

2
u2

esc − v∞(v · r̂)
, (2.3)

where uesc =
√

2GM�/r ≈ 40 km/s is the escape velocity of the Solar System at Earth’s

position, r is the Sun-Earth distance, and r̂ is the unit vector pointing from the Sun to

Earth. Energy conservation ensures that v2
∞ = v2 − u2

esc.

The velocity integral in Eq. (2.2) can be written as a Fourier series,

η(vmin, t) = a0(vmin) +
∞∑

n=1

(
an(vmin) cos[nω(t− t0)] + bn(vmin) sin[nω(t− t0)]

)
, (2.4)

with ω = 2π/year and t0 an arbitrary phase parameter. If Earth’s orbit is assumed to be

perfectly circular and the DM velocity distribution is isotropic, choosing t0 to be the time

at which the speed of Earth with respect to the galaxy is maximum simplifies Eq. (2.4)

by setting all bn = 0. Accounting for astrophysical uncertainties in the velocity of the

Local Standard of Rest, the time at which the speed of Earth with respect to the galaxy is
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maximum occurs somewhere between May 30th and June 2nd 7 [75].

While the coefficients of Eq. (2.4) are more easily computed, we find that it is more

intuitive and accessible to characterize each harmonic by a single amplitude and a single

vmin-dependent phase:

η(vmin, t) = A0(vmin) +
∞∑

n=1

An(vmin) cos[nω(t− tn(vmin))] , (2.5)

with all An > 0. Comparing Eq. (2.5) with Eq. (2.4) we find

An =
√
a2
n + b2

n , tn = − 1

nω
arctan

[
an sin (nωt0)− bn cos (nωt0)

an cos (nωt0) + bn sin (nωt0)

]
. (2.6)

In the next section we compare the amplitudes and phases of the first few Fourier modes of

η(vmin, t) for a variety of DM velocity distributions, both with and without GF. These can

be computed analytically if one excludes the contribution of GF, otherwise the calculation

needs to be done numerically [73].

When considering more than one halo component (e.g. SHM plus a stream or a DD),

we assume that the DM consists of a single type of particle, unless otherwise noted. In

this case the amplitude of each mode in the expansion Eq. (2.4) for the various halo com-

ponents can be combined linearly, weighted by their density contribution, i.e. atot
n (vmin) =

∑
i(ρi/ρtot)an,i(vmin) (and analogous equation for bn(vmin)), where i labels the various DM

7This quoted uncertainty does not account for the fact that the exact date at which Earth’s speed is
maximum with respect to the Galaxy shifts on an annual basis. This arises from the fact that the Gregorian
calendar is not perfectly aligned with Earth’s rotation about the sun (this mismatch is of course corrected for
by adding an additional day to the calendar once every four years, referred to as a leap year). In principle,
this effect can easily be corrected for as the exact nature of this shift is understood.
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subcomponents and ρtot ≡
∑

i ρi. Notice that the amplitude An of the expansion in Eq. (2.5)

is not in general obtained by linearly combining the Fourier amplitudes of different DM sub-

components, since the phases will in general be different. If the DM is assumed to be

composed of multiple types of particles with different masses and/or interactions, the combi-

nation is not so straightforward and one must take into account the whole factor multiplying

η(vmin, t) in Eq. (2.1). This will be relevant for the case of DM with a dissipative compo-

nent [65] in Section 2.3.3.

2.3 Modulation analysis for various halo models

2.3.1 SHM

In the SHM the DM velocity distribution in the galactic rest frame is described by an isotropic

Maxwellian truncated at the galactic escape speed vesc:

fR(v) =
e−v

2/v20

(πv2
0)

3/2
Nesc

Θ(vesc − |v|) , (2.7)

where v0 is the most probable speed in the galactic rest frame and the normalization is

chosen so that
∫

d3v fR(v) = 1,

Nesc = Erf(vesc/v0)− 2vesc√
πv0

e−v
2
esc/v

2
0 . (2.8)

We assume v0 to be equal to the speed of the Local Standard of Rest, v0 = 220 km/s [76],

we take the Sun’s velocity with respect to the galaxy from Ref. [71], vSR = (11, 232, 7) km/s,
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Figure 2.1: Amplitudes (left) and phases (right) for the first (solid) and second (dashed)
harmonics, for the SHM including the effect of GF and the eccentricity of Earth’s orbit
(black), including GF but neglecting the eccentricity (red), including the eccentricity but
neglecting GF (yellow), and neglecting both GF and the eccentricity (blue). The eccentricity
has a negligible impact on the first harmonic, therefore the solid black line extensively
overlaps the red, and the solid dark yellow line completely overlaps the blue, for both the
amplitude and the phase.

and vesc = 533 km/s [77].

Fig. 2.1 shows the amplitudes and phases of the first (solid lines) and second (dashed

lines) harmonic including both GF and the eccentricity of Earth’s orbit in the calculations

(black), including the eccentricity but neglecting GF (yellow), including GF but neglecting

the eccentricity (red), and neglecting both the eccentricity and GF (blue). Notice that,

due to the negligible impact of the eccentricity on the first harmonic, the solid black line

extensively overlaps the red, and the solid dark yellow line completely overlaps the blue, for

both the amplitude and the phase. In agreement with Refs. [73,74], Fig. 2.1 shows that the

inclusion of GF causes an approximate 20 day shift in the phase of the annual harmonic for

vmin . 100 km/s and eliminates the sudden phase flips, i.e. the occurrence of a jump in the
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phase of a given harmonic by half the period. The phase flip can also be identified by the

vanishing of the amplitude of a given harmonic. When GF is included, the amplitudes no

longer vanish and the phases develop a softer vmin dependence. Actually, the presence of

any anisotropy eliminates the phase flip and leads to continuous transitions in the phase.

For the remainder of this paper we will loosely use the term phase flip to refer to both the

previously defined jump in the phase, and the rapid, but continuous, phase transitions that

may appear when anisotropy is present.

The conclusion of Ref. [71] that the ratios of the amplitudes of various harmonics can

be used to probe the anisotropy of the DM halo was based on the assumption that the DM

velocity distribution is isotropic in the galactic frame. The existence of GF is not consistent

with this assumption. Thus the ratios in Ref. [71] only hold for large vmin, where the effect of

GF is not significant because DM particles spend little time in Sun’s gravitational potential.

Fig. 2.2 shows the ratio of coefficients b1 and a1, defined in Eq. (2.4), with GF (solid blue

line) and without GF (dashed purple line). One can see that without GF this ratio would

be independent of the scattering energy and remains at a constant value of ' 1/59, as found

in Ref. [71]. GF significantly alters this result for vmin . 300 km/s.

2.3.2 Sagittarius Stream

Since the parameters governing the velocity and dispersion of the Sgr stream are not well

known, we will follow the assumptions of [55]. In the galactic coordinate system, we take the

mean velocity of the Sgr stream in the galactic frame to be vSgr = (−65, 135,−249) km/s, and

model this component with an isotropic Maxwellian with dispersion v0 = 30
√

2/3 km/s ≈ 25
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Figure 2.2: Ratio |b1/a1| (see Eq. (2.4)) for the SHM, with GF (solid blue line) and without
GF (dashed purple line). Without GF this ratio is approximately 1/59.

km/s. We model the smooth virialized component of the halo with the SHM.

Ref. [66] recently studied the effect of the Sgr stream with a self-consistent N-body simu-

lation and found that the addition of the stream can noticeably alter η(vmin, t). Specifically,

they found four major changes. First, incorporating the Sgr stream in a realistic halo model

with a baryonic disk produced a 10–20% increase in the direct search event rate for values

of vmin larger than the typical relative stream speed. Additionally, Ref. [66] found a 20–30%

decrease in the fractional modulation amplitude defined as

∆ ≡ ηmax − ηmin

ηmax + ηmin

, (2.9)

where ηmax(vmin) and ηmin(vmin) are the maximum and minimum of η(vmin, t) in time. If the

modulation is perfectly sinusoidal with a period of one year, ∆ coincides with the amplitude
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of the sinusoid normalized by the unmodulated component of η(vmin, t), i.e. A1/A0. Further-

more, the phase flip of the dominant harmonic was found to occur about 10–15 km/s lower

in vmin, and deviations of up to about 20 days were found in the phase of the modulation

at values of vmin near the typical speed of a WIMP belonging to the stream as seen in the

Sun’s reference frame. We begin by investigating if and how these conclusions change when

GF is taken into account.

The left panel of Fig. 2.3 contains the relative increase in the unmodulated component

of η(vmin, t) when the Sgr stream is added to the SHM (Sgr+SHM), for stream densities

ranging from 1% to 5% of the DM halo density. While Fig. 2.3 does show an increase in the

unmodulated component, GF appears to have no additional effect. The reason for this is

explained in further detail in the following paragraphs.

The right panels of Fig. 2.3 show the fractional amplitude as defined in Eq. (2.9) for the

Sgr+SHM, for ρSgr/ρSHM = 0.01 (dashed) and 0.05 (solid), with (top) and without (bottom)

GF. Here and in the following, the shaded regions between the dashed and solid lines highlight

where lines corresponding to intermediate densities lie. As with the unmodulated component

of the rate, the fractional modulation amplitude for Sgr+SHM seems to not be affected by

GF. Small deviations from the SHM do occur at vmin . 200 km/s, and at values of vmin

near the speed of the stream in Earth’s frame, regardless of GF. However, Fig. 4 of Ref. [66]

shows that the uncertainty in the velocity distribution of the virialized component of the

dark halo, specifically deviations from the assumed Maxwellian distribution, have a larger

influence on ∆(vmin) than the addition of the Sgr stream to the SHM.

The effect of GF is known to increase as the relative WIMP velocity in the solar frame de-
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Figure 2.3: Left: Unmodulated component of η(vmin, t), A0, for Sgr+SHM, normalized by the
unmodulated component for the SHM alone, for ρSgr/ρSHM = 0.01 (red), ρSgr/ρSHM = 0.03
(purple), and ρSgr/ρSHM = 0.05 (blue), with GF (solid) and without GF (dashed). Right:
Fractional modulation amplitude, as defined in Eq. (2.9), for Sgr+SHM with GF (top panel)
and without GF (bottom panel), and for stream densities ranging from ρSgr/ρSHM = 0.01
(dashed) to ρSgr/ρSHM = 0.05 (solid). Results are compared with the SHM alone, with GF
(black) and without GF (yellow).
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creases. This is because slower WIMPs spend more time in the Sun’s gravitational potential.

The parameters of the Sgr stream chosen in this paper imply the majority of the WIMPs

coming from the Sgr stream move at roughly vS
Sgr ≡ 300 km/s in the Sun’s frame, with very

few traveling below 250 km/s. Thus we do not find it surprising that GF has little impact on

the unmodulated component of η(vmin, t) and the fractional modulation amplitude when the

Sgr stream is added to the SHM. Notice that the SHM component of the Sgr+SHM has a

lower average WIMP speed and a much larger dispersion with respect to the Sgr component,

implying WIMPs from the background component of the dark halo will be more affected by

GF than those in the stream. Figs. 2.4 and 2.5 show how this influences the amplitudes and

phases of the first and second harmonics.

Fig. 2.4 shows the amplitude A1 (left) and the phase t1 (right) of the first harmonic.

Without GF, A1 would experience almost no deviation from the SHM, except around the

vmin values where the SHM has a dip due to the phase flip, and in a small region near vS
Sgr

where it decreases by at most a factor of 2. Including GF does not noticeably affect these

results. When GF is accounted for, the flip of t1 in the Sgr+SHM is delayed relative to

the SHM alone, but it occurs more rapidly, causing a deviation in the phase by up to two

months. As found in Ref. [66], when the Sgr stream is added to the smooth component

of the halo there appears to be a significant deviation of up to two months in the phase

of the annual modulation near vmin ' vS
Sgr. This effect occurs regardless of GF, and the

inclusion of GF even appears to enhance this deviation for low density streams, resulting in

an approximately 20 day phase shift for ρSgr/ρSHM = 0.01.

Fig. 2.5 shows the amplitude A2 (left) and the phase t2 (right) of the second harmonic.
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Figure 2.4: Amplitudes (left) and phases (right) of the first harmonic for the Sgr+SHM.
Dashed lines are for a low density stream, ρSgr/ρSHM = 0.01, while solid lines are for a high
density stream, ρSgr/ρSHM = 0.05. Blue lines and regions include GF, while purple lines and
regions neglect GF. Results are compared with the SHM alone, with GF (black) and without
GF (yellow).

The results for the phase of the second harmonic are very similar to those of the first. Without

GF, A2 would deviate significantly from the SHM only at vmin ' vS
Sgr and around the point

where the SHM amplitude has a dip due to a phase flip. When GF is included the dip

vanishes but the enhancement of the amplitude at vmin ' vS
Sgr remains. This enhancement

is roughly a factor of 4 for ρSgr/ρSHM = 0.05. Without GF, the phase would exhibit a flip

at smaller vmin values and would experience strong deviations from the SHM of up to ∼ 50

days for 250 km/s < vmin < 350 km/s. The inclusion of GF again washes out the low vmin

deviations, but leaves those above vmin ≈ 200 km/s intact. Thus one would expect a 1%

density stream to have a second harmonic phase similar to the SHM’s, except in the region

vmin ≈ vS
Sgr, where the stream could cause deviations of as much as 45 days.

To summarize, including GF in Sgr+SHM calculations does not affect the unmodulated
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Figure 2.5: Same as Fig. 2.4, but for the second harmonic.

rate or the fractional amplitude. Furthermore, it appears to wash out characteristics that

may allude to the potential existence of DM substructure in the phases of the first and second

harmonics for values of vmin . 200 km/s. The features arising from the substructure near

vmin ≈ vS
Sgr, however, are left intact. Since the effect of GF is negligible at vmin & 300 km/s,

should the Sgr stream contribute non-negligibly to the local DM density, anisotropies arising

from the Sgr stream could be probed using the ratios of harmonics as proposed in Ref. [71].

2.3.3 Dark Disk

We consider here two distinct types of DDs. The first could form from accretions of massive

satellites onto the galactic disk [61–64]. In this scenario, the DM in the halo of the satellite

galaxies and the DM comprising our own galaxy’s halo is expected to be of the same type,

i.e. non-dissipative in nature. While the DM in the halo must be non-dissipative in order to

maintain its known spatial distribution, Ref. [65] has shown that a subdominant portion of
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at most 5% could be dissipative. If such a component exists, it would form a DD in much

the same way the baryonic matter dissipates energy and forms the visible disk. We refer to

this second scenario as dissipative dark disk (DDD). Densities of DDs are expected to range

from ρdisk/ρhalo = 0.2 to 1, with this ratio being strictly less than 3 and likely less than 2 [63].

We model both the non-dissipative DD and the DDD using a truncated Maxwellian.

Consistent with the values found in numerical simulations, we model the DD with a rotation

velocity 50 km/s slower than the Local Standard of Rest (vlag = 50 km/s) and with velocity

dispersion v0 = 70 km/s [62]. While we present our results for a non-dissipative DD together

with a SHM halo (DD+SHM), results for the DDD are obtained without a background

halo component, as a specific particle model for all (dissipative and non-dissipative) DM

components would be required before the velocity integrals of SHM and DDD could be

combined.

The left panel of Fig. 2.6 shows the enhancement of the unmodulated component of

η(vmin, t), A0, for a DD combined with the SHM (DD+SHM) relative to that of the SHM

alone, for ρDD/ρSHM = 0.2 (green), 0.5 (red), 1 (purple), and 2 (blue), with (solid) and with-

out (dashed) GF. When GF is neglected, adding a DD to the halo can increase the unmod-

ulated rate by as little as 150% for ρDD/ρSHM = 0.2, or as much as 775% for ρDD/ρSHM = 2,

but only for vmin 6 200 km/s. GF does not appreciably change this result for the low density

DD, but can increase the unmodulated component of the high density DD by an additional

60%.

The right panel of Fig. 2.6 shows the fractional modulation amplitude ∆(vmin) for the

DD+SHM, defined in Eq. (2.9). For values of vmin below 300 km/s, where one expects GF
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Figure 2.6: Left: Unmodulated component of η(vmin, t), A0, for the DD+SHM normalized by
the unmodulated component for the SHM alone, for ρDD/ρSHM = 0.2 (green), ρDD/ρSHM =
0.5 (red), ρDD/ρSHM = 1 (purple), and ρDD/ρSHM = 2 (blue), with GF (solid) and without GF
(dashed). Right: Fractional modulation amplitude, as defined in Eq. (2.9), for the DD+SHM
with (top) and without (bottom) GF, and densities ranging from ρDD/ρSHM = 0.2 (dashed)
to ρDD/ρSHM = 2 (solid). Results are compared with the SHM alone, with GF (black) and
without GF (yellow).
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and a DD with small vlag to be most influential, the SHM predicts a fractional modulation

amplitude of at most ∼ 4%. Without GF, the addition of the DD to the SHM would increase

∆ to as much as 12%. The presence of GF reduces the influence of the DD, resulting in at

most an 8% fractional modulation amplitude. For vmin > 250 km/s, the influence of the DD

and GF vanish and the DD+SHM results are identical to those of the SHM.

The left panel of Fig. 2.7 shows the amplitude of the first harmonic. Without GF (purple),

the addition of the DD would either increase or decrease the relative amplitude of the first

harmonic, depending on the values of ρDD/ρSHM and vmin. Due to GF the addition of the

DD primarily enhances the amplitude of the first harmonic. This enhancement can be as

large as a factor of 5 for ρDD/ρSHM = 2.

The right panel of Fig. 2.7 shows how the DD impacts the expected phase of the first

harmonic, with (blue) and without (purple) GF. Regardless of whether or not GF is included,

the phase of the first harmonic of the DD+SHM looks identical to that of the SHM for

vmin > 250 km/s. Without GF, the phase of the first harmonic would deviate from the SHM

by nearly 6 months for vmin between 70 km/s and 200 km/s. When GF is accounted for,

this phase difference between the DD+SHM and SHM is at most 4 months, and the range

of vmin at which this deviation occurs is reduced to 100 km/s 6 vmin 6 180 km/s.

Fig. 2.8 shows the effect of a DD on the second harmonic. As for the first harmonic, the

DD affects neither the relative amplitude nor the phase for vmin > 250 km/s. Below this

value, the relative amplitude of the second harmonic of the DD+SHM is primarily enhanced

when GF is neglected, except in very narrow regions around vmin ' 50 and vmin ' 140 km/s,

depending on ρDD. When GF is included, the amplitude for the DD+SHM is enhanced by

26



SHM

DD + SHM (2)

DD + SHM (0.2)Without GF

0 100 200 300 400
10-3

10-2

vmin [km/s]

A
1
/A
0

SHM

DD + SHM (2)

DD + SHM (0.2) With GF

10-2

10-1
A
1
/A
0

SHM

SHM (no GF)

DD + SHM (2)

DD + SHM (0.2)

DD + SHM (2, no GF)

DD + SHM (0.2, no GF)

0 100 200 300 400 500 600 700

Jan. 1st

Feb. 1st

Mar. 1st

Apr. 1st

May 1st

June 1st

July 1st

Nov. 1st

Dec. 1st

vmin [km/s]

t 1
Figure 2.7: Amplitudes (left) and phases (right) of the first harmonic for the DD+SHM.
Dashed lines are for a low density DD, ρDD/ρSHM = 0.2, while solid lines are for a high
density DD, ρDD/ρSHM = 2. Blue lines and regions include GF, while purple lines and regions
neglect GF. Results are compared with the SHM alone, with GF (black) and without GF
(yellow).

up to a factor of 10 for ρDD/ρSHM = 2 and a factor of 3 for ρDD/ρSHM = 0.2, but only

at values of vmin below 180 km/s. A slight reduction in the amplitude occurs for all DD

densities plotted between vmin values of 180 km/s and 250 km/s. The phase of the second

harmonic without GF would consistently differ from the SHM by up to 75 days for values of

vmin below 250 km/s. GF slightly reduces the difference in t2 between DD+SHM and SHM

alone for vmin < 250 km/s. The maximum phase difference between DD+SHM and the SHM

is roughly 50 days, but may be as little as 15 days for ρDD/ρSHM = 0.2.

In summary, we find that the existence of a DD with a lag speed of 50 km/s and dispersion

of 70 km/s can significantly alter the unmodulated rate, the fractional modulation amplitude,

and the phases of the dominant harmonics, but only for vmin . 250 km/s. A larger (smaller)

vlag would increase (decrease) the vmin values at which the features associated with the DD
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Figure 2.8: Same as Fig. 2.7 but for the second harmonic.

appear. GF is shown to further enhance the unmodulated rate and fractional amplitude, but

it diminishes the influence of the DD on the phases of the dominant harmonics. However,

one should keep in mind that the relative importance of GF seen in this paper is dependent

upon the chosen rotation velocity of the DD.

We notice that the method of Ref. [71] for probing the nature of anisotropies in the dark

halo with ratios of harmonics may not be useful for a DD, as the region in which deviations

occur directly overlaps with the region made anisotropic by GF (at least in the example

provided here). The effect of GF would be noticeably reduced should the DD rotate at a

velocity significantly different from the rotation velocity of the Sun. This is because, in the

Sun’s reference frame, WIMPs from the DD will be moving faster and spend less time in the

Sun’s gravitational potential.

We also show in Fig. 2.9 the amplitudes (left panel) and phases (right panel) of the first

(solid lines) and second (dashed lines) harmonics for the DDD alone, with (light blue) and

28



without (purple) GF. The amplitudes for the DDD look very similar to those of the SHM,

but they appear at much lower vmin values for the DDD lag speed we assume (50 km/s).

This should be expected, as the DDD contains WIMPs coming from approximately the same

direction as the dark halo but with a lower relative speed and a smaller dispersion. The most

notable differences occur in the phases. For all values of vmin, the phases of the first and

second harmonic for the DDD are shifted approximately half a month earlier when compared

to the phases of the SHM (see Fig. 2.1 for comparison).

2.4 Estimate of required number of events

We begin by providing a rough estimate of the number of events that would be necessary

to observe the annual modulation in the Sgr+SHM, the DD+SHM, and the SHM, using a

very simple two-bin analysis. Let us split an annual cycle into two six-month periods, one of

which is centered about the time of maximum of the rate and the other is centered 6 months

later. For a fixed energy range, we denote the number of events in the two time bins N+

and N−. To estimate the number of events needed to establish the existence of an annual

modulation with a significance level corresponding to α standard deviations, we require that

∆N ≡ N+ −N− > α
√
Ntot , (2.10)

with Ntot ≡ N+ +N− the total number of observed events. We assume that the uncertainty

of N+ and N− is
√
Ntot/2. Assuming the phase t̄ is constant in the energy range considered,

we can approximate the integrated rate as R(t) ' R0 +R1 cos (2π(t− t̄)/year), where R0 is
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Figure 2.9: Amplitudes (left panel) and phases (right panel) of the first (solid) and second
(dashed) harmonics for the DDD, with GF (light blue) and without GF (purple).

the unmodulated component of the rate and R1 is the modulation amplitude. For a fixed

exposure MT , N± 'MT (R0/2±R1/π), where the factor of 1/π arises from integrating the

cosine term over the temporal region defining each bin.

Solving Eq. (2.10) for Ntot in terms of R0 and R1 then yields

Ntot >
α2π2

4

(
R0

R1

)2

. (2.11)

R0 and R1 can be replaced by the integral of A0 and A1 over the energy range considered,

since all additional constants relating R0 to A0 and R1 to A1 cancel in the ratio. A0 and

A1 are functions of vmin and we use the relation between vmin and ER for elastic scattering

given below Eq. (2.1).

Since we would ultimately like to know how distinguishable the Sgr+SHM and DD+SHM
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are from the SHM, we choose to evaluate Eq. (2.11) in an energy range where the amplitude

and phase of the Sgr+SHM and DD+SHM deviate most strongly from the SHM. For the

Sgr+SHM, this region corresponds to vmin values between 280 km/s and 300 km/s (see

Fig. 2.4). This region is roughly consistent with a 1 keV bin centered at about 6.6 keV,

for a 25 GeV DM particle scattering off xenon. Evaluating Eq. (2.11) in this region we find

the modulation amplitude in the Sgr+SHM, for ρSgr/ρSHM = 0.05, requires roughly 2900α2

events to be detected with significance α sigma, while the amplitude in the SHM requires

2000α2 events. The Sgr+SHM requires more events to be observed than the SHM because

the modulation arising from the Sgr stream and the SHM are out of phase, leading to a

reduction in the modulation amplitude as shown in Fig. 2.4. For the DD+SHM, we consider

vmin values between 130 km/s and 150 km/s (see Fig. 2.7). This region approximately

coincides with a 1 keV bin centered at about 4.5 keV, for a 50 GeV DM particle scattering

off xenon. The DD+SHM, for ρDD/ρSHM = 2, would require 170α2 events to be detected

at significance α sigma while the SHM would require roughly 7500α2 events. The addition

of the DD to the SHM significantly reduces the number of necessary events because the

DD+SHM has a significantly larger modulation amplitude, as seen in Fig. 2.7.

An important question to ask is, if an experiment were to view the annual modulation

with a significance of α standard deviations, would additional events be necessary in order

to distinguish these models? It is clear from Fig. 2.4 that the modulation features of the

Sgr+SHM deviate most from those in the SHM in the phase of the first harmonic. Thus the

question to ask for the Sgr+SHM is, how many events must be observed between vmin = 280

km/s and vmin = 300 km/s in order to distinguish a phase occurring in mid March from a
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phase occurring in late May. The first harmonic in the DD+SHM differs strongly from that

of the SHM in both the phase and the amplitude, and thus it is important to check which

feature will be more easily distinguishable from the SHM.

We will begin with a rough analysis of the number of events necessary to discern the dif-

ference between the amplitude of the modulation for the DD+SHM, assuming ρDD/ρSHM = 2,

from the SHM amplitude. Consider once again the same bin analysis previously used to de-

termine the detectability of the modulation amplitude. The condition for distinguishing the

modulation amplitude of the DD+SHM from the modulation amplitude of the SHM is sim-

ply that the difference between ∆NDD+SHM and ∆NSHM must be larger than the uncertainty,

√
Ntot, in the measurement of ∆N . This implies

∆NDD+SHM −∆NSHM > α
√
Ntot . (2.12)

With similar manipulations as above, one can arrive at the following condition on Ntot:

Ntot >
π2α2

4

[(
R1

R0

)

DD+SHM

−
(
R1

R0

)

SHM

]−2

. (2.13)

Evaluating Eq. (2.13) in the energy range previously defined for the DD+SHM, we find that

approximately 225α2 events are necessary to distinguish the amplitude of the DD+SHM

from the SHM at a significance of α sigma. This implies that approximately 55α2 more

events must be detected after the annual modulation is observed in order to discriminate the

DD+SHM from the SHM using only the amplitude of the modulation.

We now consider how the phase of the modulation could be used to estimate the number
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of events that must be observed in order to distinguish the various models. Assume for

a moment that an annual modulation has been detected and the number of events can be

plotted against time to form a sinusoidal-like figure. Let us assume that one of the data points

lies at (t∗, N̄), where N̄ is the average number of events observed. Two cosine functions, one

passing through the data point itself with phase ta, and the other passing through the upper

end of its error bar with phase tb, can then be used to characterize the uncertainty with

which the phase is known. The upper bound of the data point is proportional to the square

root of the number of events in the temporal bin
√
Nbin. We will assume events are evenly

distributed across temporal bins, implying
√
Nbin '

√
Ntot/4. Assuming ∆N is known, the

conditions that by definition must be satisfied are

∆N

2
cos(ω(t∗ − ta)) = 0 , (2.14)

∆N

2
cos(ω(t∗ − tb)) '

α

4

√
Ntot . (2.15)

We solve Eq. (2.14) for t∗ and restrict our attention to the solution that is closer in phase

with the data. Substituting this result into Eq. (2.15) yields

sin(ω∆t) ' α
√
Ntot

2∆N
, (2.16)

where ∆t ≡ ta − tb. To be conservative, we choose to restrict the uncertainty in the phase
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to be at most one month, for which sin(ω∆t) = sin(π/6) = 1/2, which then implies

Ntot >
α2π2

4

(
R0

R1

)2

, (2.17)

which coincidentally is the as same as Eq. (2.11). We note that the above analysis is only

one sided in that it fails to account for the lower part of the (t∗, N̄) error bar. The true

uncertainty in the phase thus has a full width of two months, extending to one month to

either side of the best-fit value.

Since Eq. (2.11) and Eq. (2.17) coincide, the number of events required to distinguish

the phases (with a two month error) of the Sgr+SHM or DD+SHM modulations from the

phase of the SHM modulation are approximately the same as those required to confirm the

existence of the modulation itself. We thus expect any experiment measuring the modulation

in an energy range where the phases of the models significantly differ, to measure the phase

with high enough accuracy to differentiate the SHM from the Sgr+SHM and DD+SHM.

2.5 Summary

We have considered how gravitational focusing of DM due to the Sun’s gravitational potential

would alter the time modulation of a DM signal. Previous studies have separately considered

extracting information using a harmonic analysis [71] and investigating how anisotropies in

the DM halo might influence direct DM detection experiments [72–74]. The purpose of this

paper is to unify these analyses and investigate how GF would alter the results of a harmonic

analysis in the presence of DM velocity substructure.
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We performed our analysis on a dark halo described by the standard halo model (SHM),

a SHM with an added DM stream as expected from the tidal disruption of the Sgr dwarf

galaxy by the Milky Way, a SHM plus a dark disk (DD) with lag speed vlag = 50 km/s, and

a dissipative dark disk alone (DDD) with the same lag speed. Our results for the SHM alone

are in agreement with Ref. [74]. Additionally, the conclusion of Ref. [71] that there should

exist ratios of the amplitudes of harmonics independent of vmin was shown to be inconsistent

with the presence of GF at vmin . 300 km/s. This does not come as a surprise as the result

of [71] assumes that the local DM halo in the galactic frame is isotropic, and GF inherently

makes the halo anisotropic.

For the Sgr stream, modeled with a velocity vSgr = (−65, 135,−249) km/s in galactic

coordinates, we found that GF is unlikely to significantly affect any DM particles coming

from the stream, but can affect the smooth halo component, and thus can alter the relative

contributions of the Sgr stream and the smooth halo to the velocity integral η(vmin, t). We

showed that by increasing the relative importance of the background halo, GF tends to

reduce characteristic features that would otherwise be expected to appear in the phases of

the annual and biannual harmonics from the inclusion of the Sgr stream component. In

spite of this, GF does not eliminate the more prominent features which have the potential

to alter the expected phase of the annual modulation by more than two months for values

of vmin ≈ vS
Sgr with respect to the SHM alone, where vS

Sgr is the speed of the Sgr stream in

the Sun’s reference frame.

For our DD+SHM analysis we considered a dark disk co-rotating with the baryonic disk

but with a smaller rotational velocity. Since the relative velocity of DM in the DD is much
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smaller than in the SHM or Sgr stream, one would expect GF to have a much larger influence

in this model. Indeed we showed that the inclusion of a DD has a large influence on the

unmodulated rate, the fractional amplitude, the amplitudes of the annual and biannual

harmonics, and the phases of the annual and biannual harmonics. However, these effects

appear only at vmin . 250 km/s.

We also provided rough estimates of how many events should be observed in order to

differentiate between the Sgr+SHM, DD+SHM, and SHM. We have determined that should

an experiment measure the annual modulation in an energy range where the phase of the

Sgr+SHM and DD+SHM differ noticeably from that of the SHM, the uncertainty in the

measured phase will be small enough to allow for a discrimination between these models.

Our conclusions support the idea that analyzing the harmonic series of the DM differential

scattering rate could potentially shed light on the distribution of DM in our galaxy. We

have found that when DM velocity substructure is present, GF washes out some of the

more distinctive features that would appear in the amplitudes and phases of the dominant

harmonics were GF neglected. This is so because GF enhances the density of the low velocity

WIMPs in the smooth halo component. However, deviations with respect to the SHM, most

notably in the phases of the harmonics, can still persist and could provide insight into the

astrophysical nature of DM.
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3 Target dependence of the annual modulation in di-

rect dark matter searches

3.1 Introduction to Target-Dependent Modulation

Despite being the dominant form of matter in the Universe, the exact nature of the dark

matter (DM) is still unknown. One of the most well-motivated candidates for DM is a par-

ticle with few GeV to hundreds of TeV mass and weak-scale interactions, referred to as a

weakly interacting massive particle (WIMP). Efforts to shed light on the non-gravitational

interactions of WIMP DM primarily focus on either detecting the byproducts of DM an-

nihilation or decay (indirect detection), producing DM in the laboratory through collisions

of standard model particles, or detecting interactions between DM in the galactic halo and

terrestrial nuclei (direct detection).

Direct DM detection experiments attempt to gain insight into both the particle physics

properties of DM and the local DM velocity distribution by observing the energy deposited

by DM particles interacting with nuclei as they pass through detectors. A key feature of

any convincing direct detection signal would be the annual modulation of the scattering

rate caused by Earth’s rotation around the Sun [78]. For DM velocity distributions that are

locally smooth and isotropic in the galactic frame, it is usually expected that the differential

rate for dark matter scattering off a target nuclide T is nearly sinusoidal and can be well

represented by

dRT

dER

(ER, t) ' S0(ER) + Sm(ER) cos

(
2π

1 year
(t− t0)

)
, (3.1)
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where ER is the nuclear recoil energy. Allowing the modulation amplitude Sm(ER) to assume

both positive and negative values, the phase t0 is independent of ER. Taking instead Sm(ER)

to be non-negative, as we do in this paper, t0 changes from early June at large ER to

early December at small ER, with the transition occurring sharply at a single ER value.

Accounting for the presence of anisotropy in the DM halo modifies this picture, most notably

by modifying the ER dependence of the modulation phase. The extent to which various forms

of anisotropy, including DM substructure, the gravitational focusing (GF) of DM particles

by the Sun, and triaxial halo models, modify Eq. (3.1) has been investigated e.g. in [79–90].

At fixed recoil energies, experiments employing different target elements are not neces-

sarily expected to measure the same modulation of the rate. However, for most interactions,

some observables associated with the annual modulation like the modulation fraction or the

time of maximum and minimum signal, tmax and tmin, do not depend on the target nuclide

when expressed as functions of vmin. This is the minimum speed a DM particle must have

in Earth’s frame to impart a recoil energy ER on a target nucleus. This definition natu-

rally treats vmin as an ER-dependent function. Alternatively, it is possible to think of ER

as a vmin-dependent function. In this context, ER is interpreted as the extremum energy

(corresponding to a maximum energy if the scattering is elastic, and either a maximum or

minimum energy if the scattering is inelastic) that can be imparted to a nucleus by an in-

coming DM particle traveling with speed v = vmin in Earth’s frame. For each nuclide there

exists a bijective relation between ER and vmin dictated by the scattering kinematics, and

the choice of one or the other as the independent variable may lead to different insights. As

commented above, for most interactions (e.g. the standard spin-independent (SI) and spin-
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dependent (SD) interactions) observables like tmax and tmin are nuclide-independent functions

of vmin (this is no longer true when expressed as functions of ER, since the ER-vmin relation

is target dependent). Therefore for studying the signal modulation for single-element targets

it is convenient to adopt vmin as the independent variable (averaging over different isotopes).

For targets consisting of multiple elements, one must choose whether to treat ER or vmin as

the independent variable (see e.g. [91–93]). When we consider multiple targets in Sec. 3.3.1

we choose to return to using ER as the independent variable.

We pointed out in [94] that when the DM-nucleus differential cross section has a non-

factorizable velocity dependence, as for DM interacting through a magnetic dipole or an

anapole moment, tmax and tmin are no longer target-independent functions of vmin. Here, we

reconsider the analysis performed in [94] and examine more extensively how target-dependent

modulation arises, how various experiments can actually observe such a signal, and the extent

to which putative signals could identify DM with a non-factorizable velocity dependence in

its differential scattering cross section. Specifically, we consider how (i) integrating the

scattering rate over a finite energy range, (ii) the presence of multiple target elements with

non-negligible contributions to the rate, and (iii) different DM-nucleus scattering kinematics

affect the potential observability of target-dependent modulation.

This Chapter is organized as follows. In Section 3.2 we introduce the formalism and

discuss what conditions must be present for target-dependent modulation. In Section 3.3 we

take the particular example of DM interacting with nucleons through an anomalous magnetic

dipole moment and discuss how observables associated with the annual modulation of the

rate depend on vmin for specific targets employed in currents experiments. Additionally, we
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examine how experiments would view a signal arising from magnetic dipole DM a function of

the observed energy E ′ and the extent to which the expected signal would be distinguishable

from a signal arising from a standard SI or SD contact interaction, for both elastic and

inelastic scattering. We conclude in Section 3.4.

3.2 DM signal and its modulation

3.2.1 Direct detection rate

Direct DM detection experiments try to measure the recoil energy ER a nucleus initially at

rest in the detector acquires after scattering with a DM particle with initial velocity v in the

detector’s rest frame. The differential scattering rate on a nuclide T per unit detector mass

is

dRT

dER

(ER, t) =
CT
mT

ρ

m

∫

v>vmin(ER)

v f(v, t)
dσT
dER

d3v , (3.2)

where ρ = 0.3 GeV/cm3 is the local DM density, m is the DM particle mass, CT is the

nuclide mass fraction in the detector, mT is the target nuclide mass, and f(v, t) is the DM

velocity distribution in Earth’s frame. The energy dependence of vmin(ER), is dictated by

the scattering kinematics, for instance for elastic scattering

vmin(ER) =

√
mTER

2µ2
T

. (3.3)

Experiments do not measure directly the recoil energy, but a proxy for it denoted here

with E ′. This detected energy can e.g. be measured in keVee (keV electron-equivalent energy)
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or photoelectrons. For experiments that bin their data, the energy-integrated scattering rate

between detected energies E ′1 and E ′2 is

R[E′1,E
′
2](t) =

∑

T

∫ E′2

E′1

dE ′ ε(E ′)

∫ ∞

0

dERGT (ER, E
′)

dRT

dER

(ER, t) , (3.4)

where ε(E ′) is the counting efficiency and GT (ER, E
′) describes the probability that an

event detected with energy E ′ resulted from a nuclear recoil having energy ER. GT (ER, E
′)

is frequently taken to be a Gaussian with mean value 〈E ′〉 = QTER, where QT (ER) is an

element-dependent quenching factor.

Typically one assumes the DM is on average at rest with respect to the galaxy, and the

velocity distribution in the galactic frame fG(v) is smooth and isotropic. The DM velocity

distribution in Earth’s frame is then obtained via the Galilean transformation f(v, t) =

fG(v + v⊕(t) + v�), where v⊕(t) is the velocity of Earth with respect to the Sun and v� the

velocity of the Sun with respect to the galaxy. In this paper we choose to model the velocity

of Earth with respect to the Sun following the procedure of Ref. [95], and take the velocity

of the Sun with respect to the Galaxy to be v� = (11, 232, 7) km/s in galactic coordinates.

Furthermore, for concrete applications we assume the Standard Halo Model (SHM), in which

the velocity distribution of the dark halo is a truncated Maxwellian,

fG(v) =
e−v

2/v20

(πv2
0)3/2Nesc

θ(vesc − |v|) , (3.5)

with galactic escape velocity vesc = 533 km/s [96] and velocity dispersion v0 = 220 km/s [97].
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The normalization,

Nesc = Erf(vesc/v0)− 2vesc√
πv0

e−v
2
esc/v

2
0 , (3.6)

is chosen such that
∫

d3v fG(v) = 1.

DM that is on average at rest with respect to the Galaxy has a preferred direction of

motion in the Sun’s reference frame. For this reason, DM particles viewed in the Sun’s

reference frame appear as a constant “wind”, with velocities preferentially opposed to v�.

The gravitational potential of the Sun bends the trajectories of DM particles as they pass

by, resulting in a focusing effect that is maximized at Earth’s location when Earth is on the

leeward side with respect to the Sun, occurring on March 1st. This effect, referred to as

GF, implies the DM density and velocity distribution at Earth’s location depend on Earth’s

position relative to the Sun. The influence of GF is larger on slower moving particles as they

spend more time in the Sun’s gravitational potential, and is negligible on WIMPs traveling

faster than a few hundred km/s in the Solar reference frame. The effect of GF is taken into

account by replacing fG(v + v⊕(t) + v�) with fG(v∞[v + v⊕(t)] + v�), where

v∞[v] =
v2
∞v + 1

2
v∞u

2
escr̂ − v∞v(v · r̂)

v2
∞ + 1

2
u2

esc − v∞(v · r̂)
(3.7)

is the velocity a DM particle had asymptotically far away from the Sun’s gravitational

potential, such that its velocity when arriving at Earth is v [98]. Here uesc =
√

2GM�/r ≈ 40

km/s is the escape velocity of the Solar System at Earth’s location, r is the Sun-Earth

distance, r̂ is the unit vector pointing from the Sun to Earth, and v2
∞ = v2 − u2

esc.
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3.2.2 Time dependence of the rate

For the commonly considered SI and SD contact interactions, the differential scattering cross

section for DM-nucleus elastic scattering has the form

dσT
dER

(ER, v) =
mTσTFT (ER)2

2µ2
T

1

v2
, (3.8)

where µT is the DM-nucleus reduced mass, σT is the total cross section for a point-like

nucleus, and FT (ER) is the appropriate nuclear form factor normalized as FT (0) = 1. This

general form arises every time the scattering amplitude for a point-like nucleus is (at least

approximately) independent of the scattering angle, i.e. of the recoil energy. In this case,

σT ≡
∫ Emax

R

0

dσT
dER

dER = Emax
R

dσT
dER

(3.9)

where Emax
R = 2µ2

Tv
2/mT is the maximum recoil energy a nucleus can get from scattering

elastically with a DM particle with speed v. The effect of the finite size of the nucleus is then

taken into account with the appropriate form factor. The differential rate for cross sections

of the form in Eq. (3.8) then reads

dRT

dER

(ER, t) = CT
ρ

m

σTFT (ER)2

2µ2
T

η0(vmin(ER), t) , (3.10)

with

η0(vmin, t) ≡
∫

v>vmin

f(v, t)

v
d3v . (3.11)
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The modulation of the differential rate is determined solely by the time dependence in

the velocity integral η0(vmin, t), which is a target-independent function of vmin, and therefore

common to all experiments. Even though what enters the rate is the function η0(vmin(ER), t),

which depends on the target through vmin(ER), one can express ER as a function of vmin

and study dRT/dER(ER(vmin), t), which is proportional to the target-independent quantity

η0(vmin, t) (see e.g. [92,93]).

The target-independent nature of the time dependence of the differential rate for the

standard SI and SD contact interactions is a consequence of the fact that velocity and target

dependence can be factored in the differential cross section shown in Eq. (3.8). One may

then ask, in general, under what circumstances observables associated with the modulation

of the rate, such as tmax and tmin, are target-dependent functions of vmin. Following our

preliminary study [94], we find that this can only happen when the following conditions are

met:

1. the velocity and target dependence in the differential cross section cannot be factored,

and

2. the scattering events that can be recorded by an experiment probe portions of the DM

velocity distribution that are locally anisotropic in the galactic frame.

As shown in Ref [94], it is possible to meet both requirements and thus have a target-

dependent modulation. Regarding point 2, anisotropy in the local DM velocity distribution

can arise from an anisotropy in the smooth component of the halo, DM substructure, and

gravitational interactions of DM with nearby massive objects such as the Sun. In this paper

44



January 1st

Febuary 1st

March 1st

April 1st

May 1st

June 1st

100 200 300 400 500

vmin [km/s]

η
�
(�
�
��
��
)

100 200 300 400 500

100 200 300 400 500

vmin [km/s]

η
�
(�
�
��
��
)
-
η
�
(�
�
��
��
��
��
�
��
)

Figure 3.1: Left: η0 plotted as a function of vmin at fixed times. Right: The difference
between η0(vmin, t) and η0(vmin, t = March 1st) evaluated at various times. The inset depicts
the same figure should GF be neglected.

we choose to introduce anisotropy by only including the effect of GF of DM particles by the

Sun because this anisotropy necessarily exists and is well understood [79,80,98].

Regarding point 1, the factorizable velocity and target dependence of the differential cross

section, despite being very common, is not a completely general feature. The differential

scattering cross section for DM interacting through a magnetic dipole [93, 99–123] or an

anapole moment [99,120–127] actually contains two terms with unique velocity dependences

and energy-dependent coefficients. These types of differential cross sections also appear

with the interactions described by some of the effective operators studied e.g. in [128–133]

(see [118, 134–137] for explicit formulas of scattering amplitudes). In all these examples,

velocity dependences other than the dσT/dER ∝ 1/v2 in Eq. (3.8) are present. This happens

e.g. when higher order terms in the nonrelativistic (small v) expansion of the scattering
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amplitude become important. To be concrete, we can take for example the scattering rate

to be

dRT

dER

(ER, t) = r0(ER, t) + r1(ER, t) (3.12)

with

rn(ER, t) ∝ ηn(vmin(ER), t), n = 0, 1, (3.13)

where we generalized the definition of the velocity integral in Eq. (3.11) to

ηn(vmin, t) ≡
∫

v>vmin

v2n f(v, t)

v
d3v . (3.14)

The interesting case for us is when r0 and r1 have similar magnitudes. The proportionality

factor between ri and ηi in Eq. (3.13) is in general ER dependent, and this dependence must

balance the suppression provided by the extra powers of v in η1 with respect to η0 in order

for r0 and r1 to be comparable. We will see below that the scattering rate of a DM particle

interacting through an anomalous magnetic moment has exactly this form. As is clear from

Eq. (3.12), the time dependence of the rate does not coincide in general with that of a single

velocity integral, as it happened instead in the simple case of Eq. (3.10). It is therefore

useful to denote with τmax (τmin) the time of maximum (minimum) of each velocity integral,

to distinguish it from the time of maximum (minimum) of the rate denoted tmax (tmin).

To understand the time-dependent behavior of ηn we begin by considering the behavior

of η0. The left panel of Fig. 3.1 shows η0 evaluated at the first day of the month for the

46



January 1st

June 1st

March 1st

September 1st

May 20th

20 40 60 80 100 120

100 200 300 400 500

vmin [km/s]

η
�
(�
�
��
��
)

Figure 3.2: η1 plotted as a function of vmin at fixed times. The inset zooms in on the region
where the time of maximum τmax transitions from late May, occurring at small values of vmin,
to early June, occurring for vmin & 300 km/s.

first six months of the year as a function of vmin. Since the behavior of the curves is difficult

to discern, we plot in the right panel of Fig. 3.1 the difference between each of the curves

in the left panel and η0 evaluated at March 1st. Here, τmax, the time of maximum of the

velocity integral, can be seen to transition from early January to early June as vmin increases

from ≈ 140 km/s to ≈ 260 km/s (actually, τmax occurs before January 1st, during the month

of December at low values of vmin). The inset in the right panel of Fig. 3.1 shows how η0

changes with time should GF be neglected. Without GF, τmax still transitions from January

1st to June 1st, but this transition occurs very rapidly over a very narrow range of vmin values.

Fig. 3.2 shows η1 as a function of vmin for various fixed times. Unlike η0, there appears to

be a fixed separation between the various fixed time curves across nearly all values of vmin.

This occurs because the additional factor of v2 entering the velocity integral of η1 weights the
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high velocity part of the spectrum, where the fixed time curves of η0 are visibly separated.

The inset of Fig. 3.2 zooms in on the low vmin region to emphasize that τmax of η1 does have

a small vmin dependence, transitioning from late May at small values of vmin, to early June

for vmin & 300.

For n > 1, one would expect the high end of the velocity distribution to become increas-

ingly weighted, which within the SHM should result in a time dependence similar to that of

η1, but even more independent of vmin. This is shown in Fig. 3.3, where τmax and τmin are

plotted for η0, η1, and η2. Instead of plotting τmin, we plot τmin− τ̂min, where τ̂min ≡ τmax + 6

months. Fig. 3.3 shows the effect of including (solid) and neglecting (dashed) GF.8 For η2,

τmax is hardly affected by GF and thus only a single solid line is plotted. The results for

τmin − τ̂min without GF are not shown as in this case τmin is nearly indistinguishable from

τ̂min.

Fig. 3.3 shows that, within the SHM, η0 is the only ηn whose time-dependent behavior

differs markedly from ηn>1. Thus, for the target-dependent features of the modulation to ap-

pear, assuming no other forms of anisotropy are present within the dark halo, the differential

cross section must not only contain a non-factorizable velocity dependence, but one of the

terms in the differential cross section must be proportional to η0. Should τmax and τmin of η0

become vmin dependent above 300 km/s, e.g. due to the presence of DM substructure [81],

the approximate degeneracy of ηn>1 (and near exact degeneracy of ηn>2) would break and

the previous requirement would no longer be necessary.

We would like to note that any ηn can actually be rewritten in terms of, and thus

8Unless otherwise stated, GF and the eccentricity of Earth’s orbit are included in all calculations.
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Figure 3.3: Time of maximum τmax (left) and minimum τmin (right) of η0, η1, and η2 assuming
the SHM, with (solid) and without (dashed) GF. In the right panel we plot τmin− τ̂min, where
τ̂min is τmax + 6 months. Neglecting GF, τmin is nearly indistinguishable from τ̂min, and thus
is not shown.

computed from, η0. Defining F (v, t) ≡ v2
∫

dΩ f(v, t) with d3v = v2 dv dΩ, one can write

ηn =

∫

v>vmin

v2n f(v, t)

v
d3v =

∫ ∞

vmin

v2nF (v, t)

v
dv , (3.15)

which implies

ηn = −
∫ ∞

vmin

v2ndη0(v, t)

dv
dv , (3.16)

as can be seen by differentiating Eq. (3.11). Finally, integrating Eq. (3.16) by parts yields

ηn(vmin, t) = v2n
minη0(vmin, t) + 2n

∫ ∞

vmin

v2n−1η0(v, t) dv , (3.17)

where we used the fact that η0(∞, t) = 0. With a similar set of manipulations, any arbi-

trary ηn can be written in terms of any other arbitrary ηn′ . Therefore, in principle, one
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may choose to express the rate in terms of any of the ηn (or even in terms of f(v, t) itself,

as shown in Eq. (18) of [93]). Some of the ηn may have good properties for specific calcu-

lations, for example the normalization condition
∫
f(v, t) d3v = 1 can be written either as

∫∞
0
η0(vmin, t) dvmin = 1 (see e.g. [138, 139]) or η 1

2
(0) = 1. Moreover, whenever the velocity

integrals need to be computed numerically (e.g. for complicated halo models, or when com-

puting the effect of GF), Eq. (3.17) can be used to straightforwardly determine ηn6=0 once η0

is known.

The different time dependence of the the various ηn can be understood by looking at

Eq. (3.17). Were it only for the first term on the right-hand side, ηn6=0 and η0 would obviously

have the same time dependence at fixed vmin. Because of the second term, however, ηn(vmin, t)

is a function of time that depends in a nontrivial way on η0(v, t) for all v > vmin.

3.3 Annual modulation for magnetic dipole DM

3.3.1 Elastic scattering

We study here in detail the case of a Dirac fermion DM candidate χ elastically scattering

with nuclei through an anomalous magnetic dipole moment λχ, with interaction Lagrangian

L = (λχ/2) χ̄σµνχF
µν . The differential cross section for elastic scattering off a target nuclide

T with ZT protons and spin ST is

dσT
dER

(vmin, v) = αλ2
χ

{
Z2
T

mT

2µ2
T

[
1

v2
min

− 1

v2

(
1− µ2

T

m2

)]
F 2

SI,T (ER(vmin))+

λ̂2
T

v2

mT

m2
p

(
ST + 1

3ST

)
F 2

M,T (ER(vmin))

}
, (3.18)
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Figure 3.4: Rate fractions f0 and f1, as defined in Eq. (3.19), for fluorine (top left), sodium
(top right), iodine (middle left), xenon (middle right), germanium (bottom left), and argon
(bottom right). Solid (dashed) lines correspond to m = 100 GeV (1 TeV).
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Figure 3.5: Time of maximum tmax (left) and minimum tmin (right) of the differential rate
for magnetic DM scattering off fluorine, plotted for various DM masses as a function of vmin.
The current low energy threshold for PICO has been mapped onto vmin for each DM mass
and is shown as a small solid dot.

with α = e2/4π the electromagnetic fine structure constant, mp the proton mass, λ̂T the

nuclear magnetic moment in units of the nuclear magneton e/(2mp) = 0.16 GeV−1, and

ER(vmin) = 2µ2
Tv

2
min/mT [93]. The differential cross section contains two terms, one arising

from the charge-dipole interaction and the other arising from the dipole-dipole interaction.

The former thus depends on the nuclear charge and contains a spin-independent form factor

while the latter depends on the nuclear spin and contains a magnetic form factor. Both form

factors are normalized to 1 at zero recoil energy. We compute the cross section with the

formalism and form factors provided in [134,135].

Since the magnetic DM differential cross section contains terms proportional to η0(vmin, t)

and η1(vmin, t), the modulation of the differential rate is a direct consequence of the interplay

of these two functions and their respective coefficients. The relative importance of each of

these functions is determined by the target and DM mass-dependent coefficients. We define
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r0(ER, t) and r1(ER, t) as the terms of the differential rate containing η0 and η1 respectively,

as in Eqs. (3.12) and (3.13), and r̄0(ER) and r̄1(ER) to be their time average. The time-

averaged differential rate reads then dR̄T (ER)/dER = r̄0 + r̄1. Fig. 3.4 depicts the absolute

value of the time-averaged rate fractions,

f0 ≡
|r̄0|

r̄0 + r̄1

, f1 ≡
|r̄1|

r̄0 + r̄1

, (3.19)

as functions of vmin, for six elements (fluorine, iodine, sodium, xenon, germanium, and

argon) employed by current DM direct detection experiments. When more than one isotope

is present, i.e. for germanium and xenon, r0 and r1 are understood to be summed over

isotopes. Solid (dashed) lines correspond to a 100 GeV (1 TeV) DM particle.

The target dependence of tmax and tmin can be understood by combining the information

on the time dependence of η0 and η1 in Fig. 3.3 with the information on the rate fraction of

the corresponding element shown in Fig. 3.4. tmax and tmin as functions of vmin are shown in

Figs. 3.5–3.8 for magnetic DM scattering off fluorine, sodium, iodine, and xenon. We have

chosen not to plot tmax and tmin for germanium and argon because the results for all DM

masses below 10 TeV are identical due to their small (germanium) or zero (argon) nuclear

magnetic moment (see Ref. [94] for details). For each element, tmax (left panels) and tmin

(right panels) are plotted for various DM masses ranging from 10 GeV to 10 TeV. Also

shown, depicted as dots on the tmax and tmin curves, are the ER thresholds for LUX [140]

(3.1 keV [139], employing Xe), DAMA [141] (6.7 keV for Na with QNa = 0.3 and 22.2 keV

for I with QI = 0.09), and PICO [142] (3.2 keV, employing F), translated into vmin for elastic
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Figure 3.6: Time of maximum tmax (left) and minimum tmin (right) of the differential rate for
magnetic DM scattering off sodium, plotted for various DM masses as functions of vmin. The
current low energy threshold for DAMA has been mapped onto vmin, assuming a quenching
factor QNa = 0.3, for each DM mass and is shown as a small solid dot.

scattering with each DM mass. When multiple isotopes are present, the value of mT in

Eq. (3.3) is replaced with
∑

T ξTmT , where ξT is the numerical abundance of element T .

Figs. 3.5–3.8 show that tmax and tmin become target and DM mass independent for vmin &

300 km/s. This is due to the fact that the difference in the time-dependent behavior between

η0 and η1, which are central to the target-dependent features, vanish above vmin ≈ 300 km/s

(see Fig. 3.3), if the only source of anisotropy in the local halo is GF.

Fig. 3.4 confirms that at sufficiently small values of vmin the contribution to the differential

rate from the term proportional to η0 can be neglected. This is because the r1 term contains

the factor 1/v2
min, which dominates the vmin dependence of the rate at small vmin values.

Thus, in the small vmin limit, tmax occurs in late May and tmin occurs in late November,

regardless of the target element and DM mass. This behavior is a feature of elastic magnetic

DM and other DM models could behave in a qualitatively different way.
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For target elements that have a nonzero average nuclear magnetic moment (i.e., all ele-

ments considered here except argon), at large enough values of vmin the dipole-dipole inter-

action inevitably becomes dominant, and thus r0 > r1. This is because the spin-independent

form factor in Eq. (3.18) decreases significantly faster than the magnetic form factor. Fig. 3.4

confirms that for all elements considered except argon, there exists a value of vmin below which

r1 is the dominant contribution to the rate, and above which r0 is the dominant contribution

to the rate. The location in vmin of this transition and how fast or gradual it is determine

the unique element-dependent features of tmax and tmin in Figs. 3.5–3.8.

The mass of the DM particle can have a large influence on the appearance of target-

dependent features. Consider for instance the difference between a 100 GeV and 1 TeV DM

particle scattering off xenon. For a 100 GeV DM particle, Fig. 3.4 shows that the vmin point

at which r0 becomes dominant is around vmin ≈ 400 km/s. Since this value of vmin lies in

the target-independent region, tmax is effectively determined solely by the time dependence

of η1. As the DM mass increases, the point at which r0 becomes dominant with respect to r1

shifts to lower values of vmin. This is partly due to the fact that the vmin value corresponding

to a given ER decreases, but also because the terms 1/µ2
T and µ2

T/m
2 multiplying the SI

component of Eq. (3.18) decrease. Consequently, for a 1 TeV DM particle scattering off

xenon, the vmin value at which r0 becomes dominant appears in a vmin region where the

time dependence of η1 and η0 differ, leading to the appearance of a unique target-dependent

feature in the tmax and tmin curves.

Up to this point we have only discussed how target-dependent modulation arises and

how, under the assumption of magnetic DM, observables associated with the modulation of
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Figure 3.7: Time of maximum tmax (left) and minimum tmin (right) of the differential rate for
magnetic DM scattering off iodine, plotted for various DM masses as functions of vmin. The
current low energy threshold for DAMA has been mapped onto vmin, assuming a quenching
factor QI = 0.09, for each DM mass and is shown as a small solid dot.

the rate in vmin can potentially change. We have not yet discussed how these effects would

manifest in present day experiments. To determine if experiments are capable of observing

these target-dependent features, one must take into account the experimental threshold, the

efficiency, the energy resolution, and the binning method.

The obvious requirement for these target-dependent effects to be observable, is that the

experimental threshold in vmin must be below 300 km/s. The threshold in vmin depends on

the threshold in E ′, the DM particle mass, and the scattering kinematics. Figs. 3.5 and 3.8

show that present thresholds are already low enough to give rise to a four month difference

in tmax for a 50 GeV DM particle scattering elastically off fluorine and xenon (while the 50

GeV curve is not shown for xenon, it directly overlaps with the 100 GeV curve), should the

differential scattering rate be measured with perfect energy resolution, which is not possible

for actual experiments.
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Since we would like to see how observable this target dependence could be, we choose

to consider experiments employing elements with large nuclear magnetic moments. For this

reason we begin by considering the fluorine-based experiment PICO. PICO measures the

energy-integrated rate as a function of threshold energy Eth, and has an energy-dependent

efficiency function that reduces the contribution of the scattering events near threshold.

Figs. 3.5 and 3.9 can be used to understand how much the modulation features in the

differential rate are erased in the energy-integrated rate. Fig. 3.9 depicts the time-averaged

differential rate (summed over isotopic composition) for a 100 GeV DM particle scattering

off fluorine, sodium, iodine, argon, germanium, and xenon, for magnetic DM as a function

of ER. Fig. 3.9 includes both log-linear (left) and log-log (right) plots to show the different

features of the spectra. If the differential rate were very steep, the integrated rate would be

dominated by the differential rate at threshold, and thus have a similar annual modulation.

As the differential rate flattens, an increasingly unweighted averaging occurs for all energies

above threshold. The flattening of fluorine’s differential rate occurs below PICO’s 3.2 keV

threshold, and thus the pronounced features appearing in tmax of the differential rate should

be strongly suppressed in the integrated rate.

Fig. 3.10 depicts how PICO would realistically observe the time of maximum of the

energy-integrated rate as a function of the threshold energy for a 100 GeV DM particle

interacting through a magnetic dipole (solid blue line) or with the standard SI/SD contact

interaction (dashed red line). As PICO does not provide an analytic form of their efficiency,
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Figure 3.8: Time of maximum tmax (left) and minimum tmin (right) of the differential rate
for magnetic DM scattering off xenon, plotted for various DM masses as functions of vmin.
The current low energy threshold for LUX has been mapped onto vmin for each DM mass
and is shown as a small solid dot.

we take the parametrization used by PICASSO,

ε(E ′) = 1− eα(1−E′/Eth) , (3.20)

with α = 5 for fluorine [143]. We also assume a perfect energy resolution, GT (ER, E
′) =

δ(ER−E ′). We have checked that the contribution from carbon is negligible for all energies

so we consider only fluorine. Fig. 3.10 shows that the time of maximum of the rate as

would be measured by PICO is nearly identical for the magnetic dipole interaction (dashed

red line) and the standard SI/SD contact interactions (solid blue line), for all threshold

energies we examined (larger than 0.1 keV). To determine if the two interactions could be

differentiated by binning the data, we also consider a fluorine-based experiment capable

of measuring the rate in 1 keV bins. For this hypothetical experiment we take the same
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efficiency function we used for PICO, and plot the result as horizontal bars in Fig. 3.10 for

the magnetic dipole interaction (blue) and standard SI/SD contact interaction (red). The

difference in the time of maximum of the energy-integrated rate for the two interactions in

this hypothetical experiment ranges from 7 days to 20 days for threshold energies between

1 and 10 keV.

There are a number of reasons for the unique target-dependent features shown in Fig. 3.5

to be strongly suppressed when calculating the energy-integrated rate. First, the features

in tmax for the magnetic dipole interaction differ the most from the standard SI/SD contact

interactions in the vmin region where the r0 and r1 terms in Eq. (3.12) cross over. For fluorine,

this occurs at very small vmin values, vmin . 70 km/s. The top axis of Fig. 3.10 shows that

this region of vmin corresponds to very low energies, far below PICO’s current threshold.

Additionally, for elastic scattering ER ∝ v2
min, and since the integration of the differential

rate is over ER, the Jacobian’s dependence on vmin must be included in the integrand when

performing the integral in vmin instead. This additional factor increases the weight of the

large vmin region in the integration where the modulation is target independent. Finally,

as previously mentioned, the differential rate decreases rather slowly as a function of ER,

smearing the target-dependent features.

Let us see if other experiments could better preserve the target-dependent features. Let us

consider DAMA/LIBRA, henceforth referred to as DAMA (or any of the upcoming DAMA-

like experiment as KIMS-NaI, ANAIS, DM-Ice17, and SABRE, see e.g. [144,145] and refer-

ences therein). DAMA is an interesting experiment to consider as both sodium and iodine

have reasonably large nuclear magnetic moments and bin their data in small, 0.5 keVee, in-
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Figure 3.9: The time-averaged differential rate (summed over isotopes) in units of
counts/(kg day keV) for a 100 GeV magnetic DM particle scattering off various elements as
a function of recoil energy, shown on a semi-log (left) and log-log (right) plot. λχ has been
set to 10−20 e cm.

tervals. In the left panel of Fig. 3.11 we plot the time of maximum of the DAMA binned rate

as a function of E ′ for both the magnetic dipole interaction (blue) and the standard SI/SD

contact interaction (red), assuming elastic scattering with a 100 GeV DM particle. Also

depicted with a vertical dashed line is DAMA’s current low energy threshold of 2 keVee for

the analysis of the modulated signal. The results for DAMA are calculated using quenching

factors QNa = 0.3 and QI = 0.09, and a gaussian energy resolution function with standard

deviation 0.448
√
E ′+0.0091E ′ [146]. The results for the two interactions are nearly indistin-

guishable above 4 keVee, and only differ by about a month in the lowest observable energy

bin. It is worth mentioning that DAMA will soon extend their low-energy threshold down

to 1 keVee which should result in a further observable difference between modulation arising

from the standard SI/SD contact interactions and magnetic DM.
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Like PICO, DAMA also sees a strong suppression in the target element dependent features

of the modulation. The reason for the suppression in DAMA, however, is not primarily due

to integrating over the differential rate, but rather due to the fact that DAMA has two non-

negligible target elements. The independent contribution to the time-averaged differential

rate from sodium (yellow) and iodine (green) as a function of detected energy is shown in the

right panel of Fig. 3.11. Since each element has a different vmin to E ′ (average) mapping, and

neither element dominates the differential rate in the 2–6 keVee range, the target-dependent

region of tmax for sodium is partially averaged with the target-independent region of iodine,

leading to a large suppression of the target-dependent features. Furthermore, the small

quenching factor of iodine pushes the most pronounced differences of the tmax curve below

threshold. The horizontal dashed lines in the left panel of Fig. 3.11 show how the vmin values

for sodium (yellow) and iodine (green) independently map to E ′, in average.

Since experiments do not know the DM particle mass or the scattering kinematics a

priori, it is nontrivial to obtain tmax as a function of vmin from the data. For this reason, and

because tmax as a function of ER is necessarily known to be target element dependent, it is

logical to ask how tmax for magnetic DM differs from tmax for the standard SI/SD contact

interactions as functions of ER. This comparison is made in Fig. 3.12, where the left panel

shows tmax for SI/SD interactions while the right panel shows tmax for magnetic DM, both

as functions of ER. In both cases we assume a 100 GeV DM particle scattering elastically

with various target elements (note that the curves for argon, germanium, and xenon in the

right panel overlap almost entirely).

For the standard contact interaction with only r0 in the rate (see Eqs. (3.12) and (3.13)),
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Figure 3.10: Time at which the energy-integrated rate is maximum as a function of threshold
energy Eth (the corresponding vmin value has been plotted on the upper horizontal axis), as
observed by a fluorine detector for a 100 GeV DM particle scattering elastically through
a magnetic dipole (blue) and the standard SI/SD contact interaction (red). The solid and
dashed lines depict the result of integrating the rate from a fixed threshold energy Eth, while
horizontal bars show the result of binning data into 1 keV bins. The efficiency function in
Eq. (3.20) has been incorporated into all calculations. The vertical dashed line corresponds
to PICO’s 3.1 keV lowest energy threshold.

as the SI/SD interaction, the differences in the curves is determined solely by the mass

of the target nuclide. The largest difference in tmax therefore occurs between fluorine and

xenon and is around three months for recoil energies between 15 and 20 keV. While this is

a rather large discrepancy, the shape of the tmax curves for the standard SI/SD interactions

are all stretched and compressed images of each other. In fact, all curves are obtained from

the curve for η0 in Fig. 3.3 with the ER-vmin relation for elastic scattering in Eq. (3.3),

which of course only differ in each case for the choice of mT . In this sense, tmax and other

observables associated with the modulation are not truly target dependent for interactions

with only r0 in the rate. The same cannot be said for magnetic DM. The right panel of
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Figure 3.11: Left: tmax seen by DAMA for a 100 GeV WIMP interacting through a magnetic
dipole (blue) and the standard SI/SD contact interaction (red). Plotted with a vertical
dashed line is the current DAMA low energy threshold. The horizontal dashed lines show
the mapping of vmin onto E ′ for sodium (yellow) and iodine (green) assuming quenching
factors of QNa = 0.3 and QI = 0.09. Right: The time-averaged differential event rate for
a 100 GeV magnetic DM particle scattering off sodium (yellow) and iodine (green) as a
function of detected energy.

Fig. 3.12 shows that the difference between various tmax curves is more pronounced than

when the standard interactions are considered, and furthermore, the curves have a more

individualized shapes. The only exception are the curves for germanium, argon, and xenon,

which completely overlap for a 100 GeV DM particle, a consequence of having a small or

zero (for argon) average nuclear magnetic moment.

3.3.2 Inelastic scattering

Prior to this point we have only considered DM-nuclei elastic scattering. It has been shown

that inelastic scattering, which can occur when there exist at least two DM particles with

nearly degenerate masses m and m + δ with δ � m, has the potential to significantly alter

63



Fluorine

Sodium

Argon

Germanium

Iodine

Xenon

SI/SD

� = ��� ���

10 20 30 40

Jan. 1st

Feb. 1st

Mar. 1st

Apr. 1st

May 1st

June 1st

ER [keV]

t m
ax Fluorine

Sodium

Argon

Germanium

Iodine

Xenon

Magnetic DM

� = ��� ���

10 20 30 40

Jan. 1st

Feb. 1st

Mar. 1st

Apr. 1st

May 1st

June 1st

ER [keV]

t m
ax

Figure 3.12: tmax for a 100 GeV WIMP interacting with various elements through the
standard SI/SD contact interaction (left) and a magnetic dipole (right) as a function of
recoil energy. Note that the curves in the right panel for argon, germanium, and xenon all
overlap and are nearly indistinguishable.

the scattering kinematics and the observed annual modulation [147,148].

Inelastic endothermic scattering occurs when the light DM state scatters into the heavy

DM state, δ > 0. Since this process requires additional energy, only DM particles traveling

at speeds greater than or equal to vTδ ≡
√

2δ/µT can scatter off a particular target T . If GF

is the sole source of anisotropy, target-dependent modulation can only occur when speeds of

about 200 km/s are probed. This implies that for a fixed DM mass, there exists a maximum

mass splitting δmax for which target-dependent modulation can occur. For a 100 GeV DM

particle scattering off fluorine, sodium, and iodine, this corresponds to values of δmax ≈ 3.3

keV, 4 keV, and 12 keV, respectively. These values of δ are quite small with respect to the

typical momentum transfer in the interaction, and thus we expect the scattering kinematics

to be almost elastic. Without an additional form of anisotropy, endothermic scattering is

therefore ineffective in probing values of vmin which can lead to target-dependent modulation.
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Inelastic exothermic scattering, occurring when the heavier DM particle down-scatters

into the lighter DM state (δ < 0), can be potentially more interesting for target-dependent

modulation. To illustrate how exothermic scattering can alter the observed modulation, we

plot in the left panel of Fig. 3.13 tmax for DM interacting with various elements through the

standard SI/SD contact interaction, assuming m = 100 GeV and δ = −10 keV, as a function

or ER. This result is obtained by mapping the τmax(vmin) line corresponding to η0 shown in

Fig. 3.3 onto ER by using the ER-vmin relation for inelastic scattering,

vmin(ER) =
1√

2mTER

∣∣∣∣
mTER

µT
+ δ

∣∣∣∣ (3.21)

(remember that for the SI/SD interaction tmax coincides with τmax).

We have chosen not to plot tmax for magnetic exothermic dark matter because, for all

elements considered, the results mirror what would be expected should the differential cross

section either be independent of velocity, or proportional to v−2. That is to say for a given

element, only the term proportional to η0 or the term proportional to η1 is relevant, never

both. To understand why this is the case, it is necessary to first consider the differential

cross section [102]:

dσT
dER

(ER, v) = αλ2
χ

{
Z2
T

ER

[
1− ER

v2

(
1

2mT

− 1

m2

)
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v2

(
1

µT
+

δ

2mTER

)]
F 2

SI,T (ER) +
λ̂2
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p

(
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3ST

)
F 2

M,T (ER)

}
. (3.22)

There are two additional terms with respect to the elastic case in Eq. (3.18), both contribut-
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ing to the charge-dipole term for inelastic magnetic dark matter, one of which is proportional

to E−1
R and the other to E−2

R . Both of these terms are contained within f0 (see Sec. 3.3.1),

and since the target dependence relies on the interplay between f0 and f1, it is important to

understand how these two new terms contribute to the relative rate fractions.

In Sec. 3.3.1, we showed that for elastic scattering f1 is always the dominant contribution

to the rate at low vmin. This is a consequence of having a term proportional to v−2
min ∝ E−1

R .

For inelastic magnetic DM, f0 now has a term proportional to E−2
R , thus at very low energies

r0 is always the dominant contribution to the rate. This might be avoided, however, because

there may exist a lower limit on ER which depends on vesc, and this may be above the

region where E−2
R is the dominant factor (see Fig. 1 of [149]). At large energies, both of the

new terms will be suppressed, and as for elastic scattering, the rate should be controlled by

the term containing the magnetic form factor, r0 (assuming the target element has a non-

negligible nuclear magnetic moment). Whether r0 or r1 dominates the rate at intermediate

energies depends strongly on the target element, the DM mass, and δ.

To illustrate how these variables affect the potential appearance of target-dependent

modulation, we plot in the right panel of Fig. 3.13 the rate fraction for magnetic exothermic

DM scattering off fluorine, assuming m = 100 GeV and δ = −10 keV. The blue and red lines

show the terms proportional to f0 and f1, respectively. The green region highlights values

of ER where target-dependent modulation could potentially be observed (i.e. vmin . 200

km/s, assuming GF is the sole source of anisotropy), and the dot-dashed orange line depicts

the energy corresponding to vmin = 0 km/s. To compute the rate we again use the form

factors provided in [134,135]. While these only apply to elastic scattering, [118] showed that
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Figure 3.13: Left: tmax for the exothermic scattering with various elements assuming the
standard SI/SD contact interactions, a DM mass of 100 GeV, and a mass splitting δ = −10
keV, as a function of ER. Right: Rate fractions f0 (blue) and f1 (red) for magnetic DM (as
defined in Sec. 3.3.1) for 100 GeV DM scattering off fluorine, assuming δ = −10 keV. The
shaded green region highlights recoil energies corresponding to values of vmin < 200 km/s,
and the dot-dashed orange line depicts the ER value corresponding to vmin = 0 km/s.

they can be adapted to inelastic scattering by properly taking into account the modification

to v⊥ = v + q/2µN , the component of v orthogonal to the momentum transfer q, due to

inelastic kinematics (µN being here the DM-nucleon reduced mass). Therefore one simply

needs to replace the variable v⊥ in the form factors of [134, 135] with the true orthogonal

component of the DM velocity for inelastic scattering, v⊥inel = v⊥ + δq/|q|2.

Two comments are in order. We previously stated that f0 should be the dominant term

at low values of ER due to the E−2
R term in the differential cross section. While this may not

appear to be the case in Fig. 3.13, this is simply because we have not plotted the low ER

regime, as it is not relevant for target-dependent modulation (low ER corresponds to large

WIMP velocities where GF is unimportant). Next, for the current choice of parameters, f0

67



is the only relevant term in the ER range where the effect GF is important, and thus the

tmax curve is identical to the fluorine curve shown in the left panel of Fig. 3.13. We stress

that the unique target-dependent features seen in the tmax and tmin curves of Figs. 3.5–3.8

only arise if both f0 and f1 contribute in a non-negligible way within the region capable of

probing low DM speeds.

It is interesting to see how changing m, δ, and the target element alter the results of

Fig. 3.13. Changing the DM particle mass results in two distinct effects. Contrary to elastic

scattering, lower values of m increase the importance of f0 relative to f1 at fixed ER, and

thus the point at which f0 becomes dominant relative to f1 shifts to lower values of ER.

The second and more import effect arises from changing the value of m in Eq. (3.21), which

causes the ER range where the effect of GF is relevant in the right panel of Fig. 3.13 to shift.

Using Eq. (3.21), one can see that decreasing the DM mass shifts the influence of GF to

lower values of ER. We have checked that for δ > 10 keV, lowering the DM particle mass

to 10 GeV does not bring the point at which f0 and f1 cross into the region where target

dependent modulation could occur.

Increasing the magnitude of δ (i.e. making δ more negative) also has two effects. First,

it shifts the point at which f0 and f1 cross to higher values of ER. This effect is completely

negligible, however, when compared with how this change in δ shifts the ER range where the

effect of GF is relevant (see Eq. (3.21)).

The negligible nuclear magnetic moments of germanium, xenon, and argon lead to a

complete dominance of f1 over f0 for essentially all values of ER, regardless of the DM

mass and δ. This implies that inelastic magnetic DM scattering with these elements will
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always lead to an observation of tmax between late May and early June, and the annual

modulation will be consistent with inelastic scattering through differential cross sections that

are independent of velocity. For iodine and sodium we have checked that the crossover from

f1 to f0 as the dominant contribution to the rate, either always occurs far below threshold,

or does not occur in the region where target-dependent modulation would arise. Identifying

this type of scattering would then necessitate at least one experiment employing germanium,

xenon, or argon, and another experiment employing fluorine, sodium, or iodine, to observe

the annual modulation.

3.3.3 Identification of non-factorizable cross sections

The target-dependent effects described thus far have relied on two assumptions: experiments

probe anisotropy in the DM halo and velocity and target dependence cannot be factored in

the DM-nucleus differential scattering cross section. The question remains how a differen-

tial cross section of this form could be identified. A single experiment can never uniquely

determine the underlying particle physics and astrophysics; it is only possible for a sin-

gle experiment to say that their findings are consistent with some set of assumptions on

the distribution of DM, the DM mass, a particular DM-nucleus interaction, etc. The most

model-independent information is likely to come from a comparison of the outcomes of differ-

ent experiments. We believe the most effective way to confirm the existence of a DM-nucleus

cross section with a non-factorizable target and velocity dependence is to show that there

exists no ER-vmin relation capable of mapping observables associated with the modulation of

the rate from experiments employing different target elements onto a unique function of vmin.

69



We emphasize however that finding unique functions of vmin capable of reconciling the results

of multiple experiments does not preclude the existence of non-factorizable differential cross

sections. In the case of inelastic magnetic DM, elements with small average nuclear magnetic

moments, e.g. germanium, xenon, argon, and carbon, will all yield similar results because

the differential cross section is dominated by a single term, at least for the vmin region where

the local DM distribution is made anisotropic by GF.

3.4 Summary

It is typically assumed that observables associated with the annual modulation of the rate

in direct detection experiments, when expressed as functions of vmin (the minimum DM

speed necessary to impart a given recoil energy to a target nucleus), are unique target-

independent functions. We have shown that this is not necessarily the case, and in fact

the existence of a DM-nucleus differential cross section with a non-factorizable target and

velocity dependence naturally leads to target-dependent modulation. The identification of

this type of differential cross section is not straightforward and must be done through a

process of elimination. In the event that multiple experiments with putative signals cannot

find an ER-vmin relation that can reconcile the differences between the observed modulations,

one may then infer the potential existence of a non-factorizable differential cross section.

We emphasize, however, that the reverse is not true. That is to say, finding an ER-vmin

relation that maps observables associated with the modulation from multiple experiments

onto unique vmin-dependent functions does not necessarily ensure that the modulation is

target independent.
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As a specific example, we have shown how tmax (tmin), the time of maximum (minimum)

of the differential rate, depends on the target nuclide for magnetic dipole DM elastically

scattering with fluorine, germanium, iodine, sodium, argon, and xenon. We have also dis-

cussed how the annual modulation would appear should DM scatter inelastically with these

elements. In our calculations we assume the SHM and included the effect of GF. We have

shown that in an idealized experiment, the observed difference in tmax for DM scattering

off fluorine and xenon at a fixed value of vmin could differ by as much as four months for

DM masses above 50 GeV, however, accounting for the limitations of a realistic detector

and integrating the differential rate can significantly suppress these differences. The plau-

sible presence of DM substructure or forms of anisotropy other than GF could nevertheless

enhance the target dependence of the modulation.
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4 Updated Halo-Independent Constraints on CDMS-

II-Si

4.1 Introduction

Despite an overwhelming amount of evidence for the existence of dark matter, very little is

known about it beyond what is inferred from its gravitational influence. Motivated largely

by theoretical expectations, weakly interacting massive particles (WIMPs) with mass at the

GeV to ' 100 TeV-scale remain among the most studied candidates.

Direct dark matter experiments search for the energy deposited into nuclei in underground

detectors by collisions with WIMPs gravitationally bound to the galactic halo. While no

definitive detections have been made, a number of collaborations have observed potential

dark matter signals [150–156]; however, such observations are typically viewed to be in

conflict with the null results of many other experiments [142,143,157–170].

The difficulty in making definitive statements regarding the nature of potentially viable

signals arises from the fact that there exists a vast amount of uncertainty in the analysis

of direct dark matter detection data. This is because both the particle physics and the

astrophysics entering the computation of the expected scattering rates are, at best, poorly

understood. In standard analyses of direct detection data, assumptions must be made on

the local dark matter density, the dark matter velocity distribution, the dark matter-nuclei

interaction, and the scattering kinematics. Bounds are then placed as a function of the dark

matter mass and overall scale of the cross section. The obvious problem is that adjusting

assumptions, e.g. on the velocity distribution, unevenly alters the predicted rates in different
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experiments. This happens to be particularly true for the region of parameter space where

potential dark matter signals have arisen, as this region sits near the low-energy threshold

of many experiments.

In recent years, ‘halo-independent’ data comparison methods that avoid making any as-

sumptions about the local dark matter halo characteristics have been developed, thereby

reducing the uncertainty in experimental comparisons (see e.g. [91,93,122,126,138,149,171–

193]). The original halo-independent analyses were rather limited in that putative signals

often required averaging the signal over some energy range, potentially removing valuable in-

formation and making the comparison with upper limits ambiguous (see e.g. [91,93,171,173]).

Recently, methods were developed which, for putative signals, allow for the construction of

halo-independent confidence bands, resulting in a better comparison between upper limits

and potential signals [92, 179, 192]. These methods, however, rely on the ability to use an

extended likelihood [194] for at least one of the experiments observing a putative signal. At

the moment, CDMS-II-Si is the only experiment that has claimed a potential dark matter

signal for which such a method can be applied.

Halo-dependent analyses strongly constrain the excess observed by CDMS-II-Si (see

e.g. [177, 182, 195]). A halo-independent analysis performed on the CDMS-II-Si data in

2014 showed that the only WIMP candidates still consistent with the upper limits of null

searches were those with spin-independent isospin-violating interactions, and either elastic

or exothermic scattering [92]. Here, we revisit the viability of the CDMS-II-Si excess, us-

ing both halo-dependent, assuming the standard halo model (SHM), and halo-independent

analyses, incorporating the latest bounds produced by LUX (using their complete expo-

73



sure) [168], PandaX-II [169], and PICO-60 [170]. We also assess the projected sensitivity of

XENON1T [196,197], LZ [198,199], DARWIN [200], DarkSide-20k [201,202], PICO-250 [203],

and the high-voltage germanium detectors of SuperCDMS to be installed at SNOLAB [204].

We show that models with highly exothermic kinematics and a neutron-to-proton coupling

ratio fn/fp set to minimize the scattering rate in xenon-target experiments are not currently

excluded, nor can they be rejected by XENON1T.

In Sec. 4.2 we review the halo-independent analysis and the procedure for constructing

the two-sided pointwise halo-independent confidence band. The analysis for each experiment

is explained in Sec. 4.3. In Sec. 4.4, we present our results, specifically focusing on isospin

conserving and isospin-violating [205,206] (with fn/fp = −0.8 and fn/fp = −0.7) interactions

with elastic and exothermic scattering [148,207,208]. We conclude in Sec. 4.5.

4.2 Halo-Independent Analysis

4.2.1 Halo-Independent Bounds

Here, we briefly review the generalized halo-independent analysis implemented in Sec. 4.4,

concentrating on the extended halo independent (EHI) analysis [92] in the following subsec-

tion (the reader is encouraged to consult [91,93,175,182,209] for additional details).

In direct detection experiments, the differential rate per unit detector mass of a target

T , induced by collisions with a WIMP of mass m, as a function of nuclear recoil energy ER

is given by

dRT

dER

=
ρ

m

CT
mT

∫

v>vmin(ER)

d3 v f(v, t) v
dσT
dER

(ER,v) , (4.1)
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where mT is the mass of the target element, ρ is the local dark matter density, CT is the

mass fraction of a nuclide T in the detector, dσT/dER is the dark matter-nuclide differential

cross section in the lab frame, and f(v, t) is the dark matter velocity distribution in the

lab frame. The temporal dependence of f(v, t) arises from Earth’s rotation about the Sun.

For the halo-dependent analyses in Sec. 4.4, we assume the SHM, i.e. f(v, t) is an isotropic

Maxwellian velocity distribution in the Galactic frame, with the astrophysical parameters

adopted in [180].

The integration in Eq. (5.2) runs over all dark matter particle speeds larger than or equal

to vmin(ER), the minimum speed necessary to impart an energy ER to the nucleus. Should

multiple target nuclides be present in the detector, the total differential scattering rate is

given by

dR

dER

=
∑

T

dRT

dER

. (4.2)

For elastic scattering, the value of vmin is given by

vmin =

√
mTER

2µ2
T

, (4.3)

where µT is the WIMP-nuclide reduced mass. It may be possible that the dominant WIMP-

nuclei interaction proceeds instead through an inelastic collision, whereby the dark matter

particle χ scatters into a new state χ′ with mass m′ = m+ δ (with |δ| � m) [148,207,208].

In the limit that µT |δ|/m2 � 1, vmin(ER) is instead given by

vmin(ER) =
1√

2mTER

∣∣∣∣
mTER

µT
+ δ

∣∣∣∣ , (4.4)
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where δ < 0 (δ > 0) corresponds to an exothermic (endothermic) scattering process. Eq. (4.4)

can be inverted to find the possible range of recoil energies which can be imparted by a dark

matter particle with speed v in the lab frame ET,−
R ≤ ER ≤ ET,+

R , where

ET,±
R (v) =

µ2
Tv

2

2mT

(
1±

√
1− 2δ

µTv2

)2

. (4.5)

It should be clear from Eq. (4.5) that for endothermic scattering, for which δ > 0, there exists

a non-trivial kinematic endpoint for the WIMP speed given by vTδ =
√

2δ/µT > 0, such that

dark matter particles traveling at speeds v < vTδ cannot induce nuclear recoils. In this paper

we will be focusing exclusively on elastic (δ = 0) and exothermic (δ < 0) scattering, for which

vTδ = 0. Interpreting the CDMS-II-Si data using models with endothermic spin-independent

interactions are clearly experimentally rejected. Notice that Eq. (4.5) implies only a finite

range of recoil energies around the energy ER(vTδ ) = µT |δ|/mT can be probed for inelastic

scattering.

Experiments do not directly measure the recoil energy of the nucleus, but rather a proxy

for it that we denote E ′. The differential rate in this new observable energy E ′ is given by

dR

dE ′
=
∑

T

∫ ∞

0

dER ε(ER, E
′)GT (ER, E

′)
dRT

dER

, (4.6)

where ε(ER, E
′) is the detection efficiency and GT (ER, E

′) is the energy resolution; jointly,

these two functions give the probability that a detected recoil energy E ′ resulted from a true

nuclear recoil energy ER.

Changing the order of integration in Eq. (4.6) allows the differential rate to be expressed
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as

dR

dE ′
=
σrefρ

m

∫

v>vTδ

d3v
f(v, t)

v

dH
dE ′

(E ′,v) , (4.7)

where we have defined

dH
dE ′

(E ′,v) ≡
∑

T





CT
mT

∫ ET,+R

ET,−R

dERε(ER, E
′)GT (ER, E

′)
v2

σref

dσT
dER

(ER,v) if v > vTδ ,

0 if v < vTδ .

(4.8)

Here, we have explicitly factored out an overall normalization σref from the differential cross

section. For spin-independent interactions, the differential WIMP-nucleus cross section is

given by

dσSIT
dER

(ER, v) = σp
µ2
T

µ2
p

[ZT + (AT − ZT )(fn/fp)]
2 F 2

T (ER)

2µ2
Tv

2/mT

, (4.9)

where FT (ER) is the nuclear form factor that accounts for the decoherence of the dark

matter-nuclide interaction at large momentum transfer. Here, we take this to be the Helm

form factor [?]. Thus we take σref = σp, the WIMP-proton cross section. Interactions with

spin- or nuclear magnetic moment-dependencies produce smaller rates in silicon relative to

other target elements employed by experiments which have not observed an excess.

Let us define the halo function

η̃(vmin, t) ≡
ρσref

m

∫ ∞

vmin

dv
F (v, t)

v
, (4.10)

where the function F (v, t) is the local dark halo speed distribution, given by F (v, t) =
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v2
∫

dΩvf(v, t). Using Eq. (4.10), the differential rate in E ′ can be written as

dR

dE ′
= −

∫ ∞

vδ

dv
∂η̃(v, t)

∂v

dH
dE ′

(E ′, v) . (4.11)

Applying integration by parts on Eq. (4.11), and noting that η̃(∞, t) = 0 and dH/dE ′(E ′, vδ) =

0, the differential rate can be expressed as

dR

dE ′
=

∫ ∞

vδ

dvminη̃(vmin, t)
dR
dE ′

(E ′, vmin) , (4.12)

where we have defined a WIMP model and experiment dependent “differential response

function” dR/dE ′ as

dR
dE ′

(E ′, vmin) ≡ ∂

∂vmin

[
dH
dE ′

(E ′, vmin)

]
. (4.13)

Approximating the time dependence of the halo function as

η̃(vmin, t) ' η̃0(vmin) + η̃1(vmin) cos(2π(t− t0)/year) , (4.14)

and integrating Eq. (4.12) over E ′, the unmodulated R0 and annual modulation amplitude

R1 of the rate, integrated over an observable energy bin [E ′1, E
′
2], is given by

Rα
[E′1,E

′
2] ≡

∫ ∞

vδ

dvmin η̃
α(vmin)

∫ E′2

E′1

dE ′
dR
dE ′

(4.15)

=

∫ ∞

vδ

dvmin η̃
α(vmin)R[E′1,E

′
2](vmin) , (4.16)

where α = 0, 1 and the second line has defined the energy integrated “response function” R.
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In order to place an upper limit on the function η̃0(vmin) (hereby denoted η̃(vmin)), we note

that at a particular point in the vmin − η̃ plane, the halo function producing the smallest

number of events in a particular experiment is a downward step-function with the step

located at the particular (vmin, η̃) point. This is a consequence of the fact that, by definition,

η̃(vmin) is a monotonically decreasing function of vmin. As first shown in [171], 90% CL limits

on η̃, η̃lim, are placed by determining the 90% CL limit on the rate, Rlim
[E′1,E

′
2], and inverting

Eq. (4.16), i.e.

η̃lim(vmin) =
Rlim

[E′1,E
′
2]∫ vmin

vδ
dvR[E′1,E

′
2](v)

. (4.17)

4.2.2 Halo-Independent Confidence Band

It was shown in [92,179] that an extended likelihood is maximized by a piece-wise constant

halo function η̃BF (vmin) with a number of steps less than or equal to the number of events

observed, and furthermore that a two-sided pointwise halo-independent confidence band can

be constructed around this best-fit halo function, η̃BF . A stream of velocity ~vs with respect

to the Galaxy, such that |~vs + ~v⊕| = vmin (where ~v⊕ is Earth’s velocity with respect to the

Galaxy) would produce an η̃ function proportional to Θ(|~vs + ~v⊕| − vmin). Thus a piecewise

η̃(vmin) function could be interpreted as corresponding to a series of streams, one for each

of its downward steps. More recently, it was shown that this formalism can be extended

to more generalized likelihood functions that include at least one extended likelihood [192].

Here, we briefly summarize the process outlined in [92] for producing a two-sided pointwise

halo-independent confidence band using an extended likelihood function (which we apply in
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Sec. 4.4 to the CDMS-II-Si data) of the form

L = e−NE [η̃]

Nobs∏

a=1

MT
dRtot

dE ′

∣∣∣∣∣
E′=Ea

, (4.18)

where NE[η̃] is the total number of expected events, Nobs is the number of observed events,

dRtot/dE
′ is the total differential rate, and E ′a is the detected energy of event a.

The confidence band is defined as the region in the vmin − η̃ plane satisfying

∆L[η̃] ≡ L[η̃]− Lmin ≤ ∆L∗ , (4.19)

where L[η̃] is two times the minus log likelihood, Lmin is the value of L[η̃] evaluated with

the best-fit halo function η̃BF (vmin), and ∆L∗ corresponds to the desired confidence level.

That is to say, we seek the collection of all halo functions that produce changes in the log

likelihood function less than or equal to the desired value ∆L∗.

While this is a viable definition, in practice finding this complete set of halo functions is

not possible. Instead, we consider the subset of η̃ functions which minimize L[η̃] subject to

the constraint

η̃(v∗) = η̃∗ . (4.20)

We define Lcmin(v∗, η̃∗) to be the minimum of L[η̃] subject to the constraint in Eq. (4.20),

and we define the function ∆Lcmin(v∗, η̃∗) as

∆Lcmin(v∗, η̃∗) ≡ Lcmin(v∗, η̃∗)− Lmin . (4.21)
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Should the point (v∗, η̃∗) lie within the confidence band, then at least one halo function

passing through this point should satisfy ∆L[η̃] ≤ ∆L∗. It follows that ∆Lcmin(v∗, η̃∗) ≤ ∆L∗.

On the other hand, should ∆Lcmin(v∗, η̃∗) > ∆L∗, there should not exist any halo functions

contained within the confidence band passing through (v∗, η̃∗). Thus, a two-sided pointwise

confidence band can be constructed by finding at each value of vmin, the values of η̃∗ around

η̃BF which satisfy ∆Lcmin(vmin, η̃
∗) ≤ ∆L∗. For the results presented in Sec. 4.4, we plot

the contours of ∆L∗ = 1.0 and 2.7, which for a chi-squared distribution9 with one degree of

freedom correspond to 68% and 90% CL confidence bands, respectively [92]. Compatibility of

these confidence bands with upper limits can then be assessed at a given CL by determining

whether there exists a non-increasing halo function η̃(vmin) which is entirely contained within

a particular band and does not exceed any of the upper limits. A confidence band is said to

be excluded if no such halo function can be constructed.

4.3 Data Analysis

Here, we present current halo-dependent and halo-independent constraints on the CDMS-

II-Si 68% and 90% regions for a variety of elastic and exothermic spin-independent inter-

action models. We focus explicitly on isospin conserving (fn/fp = 1), ‘Ge-phobic’ (defined

by the choice of neutron and proton couplings which minimizes scattering in germanium,

i.e. fn/fp = −0.8), and ‘Xe-phobic’ models (defined by the choice of neutron and proton cou-

plings which minimizes scattering in xenon, i.e. fn/fp = −0.7). Halo-independent constraints

are presented for three representative choices of m and δ, which had been selected in [92] as

9In the limit that Nobs is large, Wilk’s theorem states that the log-likelihood ratio follows a chi-squared
distribution which may not exactly apply with only 3 events.

81



Contact
δ = 0 keV
fn/fp = 1

CDMS-II-Si
SuperCDMS
CDMSlite(2016)
XENON100

LUX(2013)
LUX(2016)

PandaX-II

XENON1T

SuperCDMS Ge(HV)

LZ

DAWRIN
PICO-60
PICO-250
DarkSide-20k

1. 10. 100.
-49.

-48.

-47.

-46.

-45.

-44.

-43.

-42.

-41.

-40.

-39.

m [GeV]

L
o
g
10
(σ
p

[c
m
2
])

Figure 4.1: Halo-dependent comparison of CDMS-II-Si 68% (dark red) and 90% (light
red) regions with current 90% CL upper limits from SuperCDMS (brown), CDMSlite2016
(magenta), XENON100 (blue, solid), LUX2013 (purple, dotted), LUX2016 (purple, solid),
PandaX-II (grey), and PICO-60 (green, solid), for an elastic isospin conserving spin-
independent interaction. Also shown are projected discovery limits (dashed) for XENON1T
(blue), SuperCDMS SNOLAB Ge HV (black), LZ (purple), DARWIN (orange), DarkSide-
20k (yellow), and PICO-250 (green).

parameters in the halo-dependent analyses which appeared to provide good compatibility of

the CDMS-II-Si signal and the upper bounds from null searches.

Upper limits in this section are presented for the following experiments: SuperCDMS [166],

CDMSlite (2016 result) [165], XENON100 [167], LUX (2013 result)10 [140], LUX (2016 re-

sult) [168], PandaX-II [169], and PICO-60 [170]. Also shown are projected bounds for

XENON1T [197], SuperCDMS SNOLAB Ge High-Voltage (which we call SuperCDMS Ge(HV)) [204],

LZ [198,199], DARWIN [200], DarkSide-20k [201,202], and PICO-250 [203]. The procedure

for constructing the LUX2013 bound was previously outlined in [122,175,177]. We describe

here the process used below to produce the remaining experimental bounds.

10The LUX2013 bound is presented assuming zero observed events. This bound has been shown to be well
representative of the true bound [177].
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4.3.1 CDMS-II-Si

The procedure for analyzing the CDMS-II-Si data follows the procedure outlined in [122,

175, 177]. Specifically, we consider the three event signal with energies 8.2, 9.5, and 12.3

keV. CDMS-II-Si had an exposure of 140.2 kg-days and an energy window of 7 keV to 100

keV. Using a profile likelihood ratio test, a preference was found for the WIMP+background

hypothesis over the background-only hypothesis with a p−value of 0.19% [156]. We use an

ER-dependent efficiency identical to that shown in Fig. 1 of [156] (solid blue line). Since

the energy resolution for silicon in CDMS-II has not been measured, we use a Gaussian

resolution function with the energy resolution used for CDMS-II’s germanium detectors,

taken from in Eq. 1 of [210], σ(E ′) =
√

0.2932 + 0.0562 × E ′/keV keV. To estimate the

differential background rate for each observed event, we take the differential background rates

from [211] and normalize each component such that 0.41, 0.13, and 0.08 events are expected

from surface events, neutrons, and 208Pb respectively [156]. This procedure reproduces the

preferred regions shown in Fig. 4 of [156].

4.3.2 XENON100

The XENON100 bound is produced in the manner outlined in [175], but using the updated

477 day exposure [167]. This procedure accurately reproduces the bound shown in Fig. 11

of [167].
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Figure 4.2: (Left) Halo-dependent analysis and (Right) halo-independent analysis for m = 9
GeV, assessing the compatibility of the CDMS-II-Si 68% and 90% CL regions (shown in
darker and lighter red) with the 90% CL upper limits and projected sensitivities of other
experiments, for an elastic spin-independent contact interaction with fn/fp = −0.7. We
include SuperCDMS (brown), CDMSlite (magenta), XENON100 (blue, solid), LUX2013
(purple, dotted), LUX2016 (purple, solid), PandaX-II (grey), and PICO-60 (green, solid)
upper limits, and the projected sensitivities (dashed lines) of XENON1T (blue), SuperCDMS
Ge(HV) (black), LZ (purple), DARWIN (orange), DarkSide-20k (yellow), and PICO-250
(green). Also shown is the best-fit halo function η̃BF to the CDMS-II-Si data (dark red
step function) and the vmin value corresponding to the event with the largest observed recoil
energy, assuming ER = E ′ = 12.3 keV (vertical dot dashed dark red line).

4.3.3 CDMSlite 2016

The CDMSlite bound (hereby CDMSlite2016) is constructed using results from the recently

reported 70.1 kg-day exposure. The detector efficiency and quenching factor are taken from

Fig. 1 and Eq. 3 of [165], respectively. The energy of detected events is read off the inset in

Fig. 3 in [165], but only between detected energies of 0.36 and 1.04 keVee, and the maximum

gap method is then applied. This procedure reproduces the published bound.
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4.3.4 LUX 2016

The LUX bound is computed by using the complete LUX exposure (approximately 4.47×104

kg-days). The efficiency and fractional resolution as functions of ER are extracted from Fig. 2

(black solid line) and Fig. 5 of [168], respectively. The bound is obtained by determining the

cross section required to produce a total of 3.2 events. As mentioned in [168] this procedure

reproduces the 90% CL combined LUX exclusion limit.

4.3.5 PandaX-II

The constraint for PandaX-II is based on the 3.3 × 104 kg-day run data published in 2016.

To reproduce the published bound, the nuclear recoil efficiency function is taken from Fig. 2

of [169] (black line), and the recoil energies of the three observed events are read off Figs. 4

and 14 of [169]). Applying the maximum gap method [212] yields a bound that reproduces

well the published bound for m . 30 GeV, and is slightly stronger at larger masses by a

factor of . 1.5.

4.3.6 PICO-60

The constraint for PICO-60 is based on the recent 1167 kg-day run of C3F8 [170]. Here, we

restrict our attention to scattering off fluorine, as this element accounts for ' 80% of the

target mass and has a lower threshold than carbon (after considering the bubble nucleation

efficiency in Fig. 4 of [142]). PICO-60 is run at a thermodynamic threshold of 3.3 keV,

however this threshold does not correspond to the threshold recoil energy in fluorine required

to nucleate a bubble. We take this threshold to be 6 keV using the efficiency function shown
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Figure 4.3: (Left) Halo-dependent analysis and (Right) halo-independent analysis for m =
3.5 GeV, assessing the compatibility of the CDMS-II-Si 68% and 90% CL regions (shown
in darker and lighter red) with the 90% CL upper limits and projected sensitivities of other
experiments, for an exothermic spin-independent contact interaction with δ = −50 keV.
Results are shown for isospin conserving couplings (top), ‘Ge-phobic’ couplings (middle),
and ‘Xe-phobic’ couplings (bottom). Experiments included are identical to those shown in
Fig. 4.2.
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in Fig. 4 of [142] for a 3.2 keV thermodynamic threshold (although this is only determined

for a 5 GeV WIMP with a spin-independent interaction). Using Poisson statistics with zero

observed events and zero expected background, we find this threshold perfectly reproduces

the published bound [170].

4.3.7 XENON1T

The projected bound for XENON1T [197] is computed assuming a 2 ton-year exposure,

a flat efficiency of 0.4, and an effective light yield, a low-energy threshold, and an energy

resolution equal to those used in the XENON100 analysis of [175]. This procedure produces

a sensitivity limit consistent with the ±1σ confidence intervals of the 2 ton-year sensitivity

limit shown in Fig. 8 of [197].

4.3.8 SuperCDMS SNOLAB Ge(HV)

SuperCDMS plans to operate the next generation of their experiment at SNOLAB beginning

in 2020; the discovery limits produced here are based on the recent projected sensitivity

for their high-voltage germanium, Ge(HV), detectors. Specifically, we assume 8 Ge(HV)

detectors, each with an exposure of 44 kg-days. We also assume perfect efficiency in the

energy range 0.04 keV (taken from Table VIII of [204]) to 2 keV (taken to be consistent with

the energy range suggested in the caption of Table V of [204]), perfect energy resolution,

an ionization yield given by Lindhard theory (with parameters taken from [213]), and zero

observed events. Using the maximum gap method (which coincides with using a Poisson

likelihood in this case) we obtained a 90% CL limit very similar to the Ge(HV) limit shown
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in Fig. 8 of [204]. SuperCDMS also plans to run a high-voltage silicon detector which is

not included here because its projected sensitivity is inferior across most of the parameter

space. Also note that if the energy ranges of the HV detectors could be extended to energies

beyond 2 keV, these experiments could gain sensitivity to the exothermic models considered

here.

4.3.9 LZ

The projected sensitivity for LZ is produced using the same energy resolution and efficiency

function used in the LUX2016 analysis, and assuming a total exposure of 15.33 ton-years

(i.e. a 5.6 ton fiducial volume with 1000 live-days) [198, 199]. We then apply the maximum

gap method, under the assumption of zero observed events, with which we reproduce a

sensitivity limit comparable to that shown in Fig.4 of [199].

4.3.10 DARWIN

The projected sensitivity limit for DARWIN is based on the design presented in [200], for a

liquid xenon experiment with a 200 ton-year exposure. Following [200], we consider an energy

range of 5 keV to 20.5 keV and a constant detection efficiency of 30%. We approximate the

energy resolution as a Gaussian with σ = ER× 0.15, which is roughly consistent with Fig. 1

of [200]. Assuming zero observed events, the bound is obtained using the maximum gap

method. This procedure is found to produce a sensitivity limit in strong agreement with

that shown in Fig. 7 of [200].
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4.3.11 DarkSide-20k

The projected sensitivity for DarkSide-20k is produced assuming a flat nuclear recoil ef-

ficiency of 0.7 between energies 40 keV and 240 keV (and zero elsewhere), a 60 ton-year

exposure (i.e. a 20 ton fiducial volume run for 3 years), and by applying the maximum gap

method with zero observed events [201,202]. DarkSide-20k is not sensitive for the nuclear re-

coils imparted to argon nuclei by the particular candidates in our halo-independent analyses

(we show vmin ≤ 1000 km/s), thus no DarkSide-20k bounds appear in the halo-independent

plots.

4.3.12 PICO-250

The projected sensitivity for PICO-250 is produced assuming perfect detection efficiency

for energies above 6 keV (see Sec. 4.3.6), a 250 kg fiducial volume, a 2 year runtime (or

alternatively, a 500 kg fiducial volume run for one year), and by using Poisson statistics

with zero observed events and zero expected background [170,203]. As in Sec. 4.3.6, we only

consider scattering off fluorine.

4.4 Results

For the purpose of providing context, we begin by plotting in Fig. 4.1 a comparison of the

68% and 90% CDMS-II-Si regions with the current and projected 90% CL limits of other

experiments, assuming the conventional elastic spin-independent contact interaction with

isospin conserving couplings. Null results from LUX2013 and SuperCDMS have excluded

this model at the 90% CL in both halo-dependent and halo-independent analyses (there
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Figure 4.4: Same as Fig. 4.3, but for δ = −200 keV and m = 1.3 GeV (halo-independent
analyses only). The SuperCDMS Ge(HV) discovery limit is not shown as it cannot probe
the WIMP candidates shown.
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exist small discrepancies in the preferred CDMS-II-Si regions of [92] and those presented

below, a mistake that arose because the factor of 2 in the definition of L[η̃] was missing

in [92]) [92,177].

We present in Fig. 4.2 a halo-dependent (left) and halo-independent (right) analysis of an

elastic spin-independent contact interaction with ‘Xe-phobic’ couplings (i.e. fn/fp = −0.7).

In the halo-dependent analysis, the 90% CL CDMS-II-Si region is excluded by the 90%

CL upper limits of LUX2016, PandaX-II, and PICO-60. This is consistent with the results

of [195]. In the halo-independent analysis, the upper limit of PandaX-II does not entirely

exclude the 68% CL CDMS-II-Si region, the LUX2016 limit only marginally excludes the

90% CL CDMS-II-Si region, and only the very recent PICO-60 90% CL bound definitively

excludes 90% CL CDMS-II-Si region. This is shown for m = 9 GeV, but other choices

of masses lead to similar results. In the halo-independent analysis, we also show the vmin

value corresponding to the energy of the event with the largest observed energy, assuming

ER = E ′ = 12.3 keV (shown with vertical dot dashed dark red line). Had our analysis of the

CDMS-II-Si data assumed a perfect energy resolution, the location of the highest step of the

best-fit η̃ would identically correspond to this value of vmin; with finite energy resolution,

the locations of the steps of the best-fit η̃ function occur at slightly larger values of vmin.

For highly exothermic models, it becomes important to verify that the dark matter speeds

capable of producing such recoils are physical, i.e. they do not exceed the galactic escape

velocity, which for the Standard Halo Model is vesc ' 765 km/s (in the lab frame).

In Figs. 4.3, 4.4 and 4.5 we plot halo-dependent (left) and halo-independent (right) anal-

yses of exothermic spin-independent contact interactions with δ = −50 keV, δ = −200 keV,
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Figure 4.5: Same as Fig. 4.2 but for δ = −225 keV. The halo-independent analysis is
shown for m = 1.1 GeV. The dotted black line in the halo-independent analysis shows the
SHM η̃(vmin) function for σp = 2× 10−43cm2, a value included in the 68% CL region in the
halo-dependent analysis.

and δ = −225 keV respectively. In Figs. 4.3 and 4.4 results are shown for isospin conserving

(top), ‘Ge-phobic’ (middle), and ‘Xe-phobic’ (bottom) models. The halo-dependent analyses

in Fig. 4.3 show that the present 90% CL limits reject the 68% and 90% CL CDMS-II-Si

regions. The Fig. 4.3 halo-independent analyses, shown for m = 3.5 GeV, illustrate that the

CDMS-II-Si 90% CL region for a ‘Xe-phobic’ interaction with δ = −50 keV is only excluded

by the recent PICO-60, and not by the PandaX-II or LUX limits. Note that the 2 keV

upper cutoff imposed on the recoil energy in the SuperCDMS Ge(HV) data analysis implies

that this experiment only tests very light exothermic candidates, and does not probe the

CDMS-II-Si regions. Similarly, DARWIN’s relatively large low energy threshold prevents this

experiment from probing the WIMP candidate presented in the halo-independent analysis.

This is a consequence of only showing WIMP speeds less than 1000 km/s.
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Figure 4.6: Same as right panel of Fig. 4.5 but for m = 1.2 GeV. The dotted black line in the
halo-independent analysis shows the SHM η̃(vmin) function for σp = 3 × 10−43cm2, a value
included in the 90% CL region in the halo-dependent analysis.

The results shown in Fig. 4.4 are similar to those in Fig. 4.3, except that in the halo-

independent analyses (shown for m = 1.3 GeV), the 90% CL CDMS-II-Si region for the

‘Xe-phobic’ interaction with δ = −200 keV is no longer ruled out for a small set of halo func-

tions which deviate considerably from the SHM. It would seem that increasingly exothermic

scattering kinematics (i.e. more negative values of δ) may alleviate the tension between the

dark matter interpretation of CDMS-II-Si and the null results of other experiments. This is

not the case, however, as increasingly negative values of δ decrease the range of recoil energies

that can be imparted by WIMPs (see Eq. (4.5)). This implies that highly exothermic candi-

dates traveling at speeds less than the galactic escape velocity may not be able to account for

all three events observed by CDMS-II-Si (as illustrated in Fig. 1 of [180]). While the largest

step in the best-fit η̃ function in Fig. 4.4 does lie above what is conventionally taken to be

the galactic escape velocity, ∼ 765 km/s in the lab frame, the vmin value corresponding to the
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12.3 keV event is clearly below this value (additionally, there are non-negligible astrophysical

uncertainties in the value of the galactic escape velocity.) To further illustrate this point, we

show in Fig. 4.5 an analysis of a ‘Xe-phobic’ dark matter candidate with δ = −225 keV. It

can be clearly seen in the halo-independent analysis (shown in the right panel for m = 1.1

GeV) that the third event of CDMS-II-Si can only be attributed to WIMPs traveling at

speeds v ' 1000 km/s (in the lab frame), far above the galactic escape velocity. Notice that

we have not included in our halo-independent analyses a term in the likelihood penalizing

large unphysical halo speeds (as was done e.g. in [138]), which in this case would allow only

two of the events observed by CDMS-II-Si to be attributed to dark matter. Also shown in

Fig. 4.5 is the SHM η̃ function with a normalization set to σp = 2× 10−43cm2, a value which

is allowed the 68% CL region in the halo-dependent analysis. The halo-independent analysis

clearly rejects this function at the 90% CL, showing that, for this particular dark matter

particle candidate, the SHM does not fit the CDMS-II-Si data well.

For strongly exothermic candidates, a small change in the particle mass leads to a consid-

erable change in the range of recoil energies probed by acceptable values of vmin. In Fig. 4.6,

we show the halo-independent analysis for the same interaction (i.e. spin-independent with

fn/fp = −0.7 and δ = −225 keV) and a WIMP mass m = 1.2 GeV instead of m = 1.1 GeV.

This small change in the mass eliminates the problem of requiring unacceptably large WIMP

speeds. However, in this case the new PICO-60 90% CL limit rejects the halo-independent

CDMS-II-Si 90% CL region, which would otherwise be allowed by all other bounds. Again,

the SHM η̃ function with values of σp allowed in the 90% CL region in the halo-dependent

analysis, lies outside the halo-independent 90% CL confidence band. These examples clearly
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Figure 4.7: Values of m and δ in the ‘Xe-phobic’ model for which one (light pink), two
(pink), and all three (redder pink) of the CDMS-II-Si events are below the galactic escape
velocity. The two purple regions indicate the part of the redder pink region not excluded by
current experiments. While still viable, the light purple, region ‘B’, region provides a worse
fit to the CDMS-II-Si data than the darker purple region, region ‘A’ (see text for details).

illustrate the point that one cannot continue to lower delta below −200 keV with the hope

of increasing the viability of a dark matter interpretation of the CDMS-II-Si events.

For completeness, we show in Fig. 4.7 the viable parameter space in the δ −m plane for

‘Xe-phobic’ models. The pink regions are where either one (light pink), two (pink), or all

three (redder pink) events observed by CDMS can be induced by WIMPs traveling at speeds

v ≤ 800 km/s in the lab frame (a conservative choice for the galactic escape velocity [214]),

namely where their recoils are kinematically allowed. The purple regions highlight the subset

of the dark red region that cannot be ruled out by current direct detection experiments

(i.e. the viable parameter space where all three observed events can be due to WIMPs

bound to the galactic halo). While the light purple region (region ‘B’) is still viable, the

minus log likelihood evaluated in the light purple region is significantly larger than that of
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the dark purple region (region ‘A’), indicating a worse fit to the data. This is because two

of the observed events are relatively close in energy and thus, given that the halo function is

monotonically decreasing, the data prefers models in which the vmin values associated with

the two lowest observed recoils are lower than the vmin value of the highest energy event.

Fig. 4.4 and Fig. 4.5 show that no viable parameter space for ‘Xe-phobic’ interactions will

remain if an experiment like LZ or PICO-250 does not find any dark matter signal (i.e. the

purple regions, both ‘A’ and ’B’, shown in Fig. 4.7 will be rejected). Notice that, even though

the exposure of PICO-250 is much smaller than the exposure of LZ, PICO is highly sensitive

to light exothermic WIMPs because fluorine is much lighter than xenon (in general exother-

mic scattering favors lighter target nuclei) and both PICO and LZ have comparable energy

thresholds. In this regard, although argon is much lighter than xenon, the higher energy

threshold of DarkSide-20k makes this experiment insensitive to light exothermic WIMPs.

4.5 Conclusions

We have presented here updated halo-dependent and halo-independent constraints on dark

matter particle candidates that could explain the CDMS-II-Si data. We have studied candi-

dates with isospin conserving and isospin-violating spin-independent interactions, with either

elastic or exothermic scattering. We included constraints from PandaX-II, LUX (complete

exposure), and PICO-60, as well as projected sensitivities for XENON1T, SuperCDMS SNO-

LAB Ge(HV), LZ, DARWIN, DarkSide-20k, and PICO-250.

The results presented show that both spin-independent isospin conserving and ‘Ge-

phobic’ (fn/fp = −0.8) interpretations of CDMS-II-Si are excluded at the 90% CL. ‘Xe-
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phobic’ (fn/fp = −0.7) interpretations, however, are still marginally viable after the recent

PICO-60 result if the dark matter particle scatters exothermically with nuclei (with δ . −200

keV), and can only be ruled out in the future by an experiment comparable to LZ or PICO-

250. Although still marginally viable, the highly tuned nature of these models make a dark

matter interpretation of the CDMS-II-Si very unlikely.
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5 Assessing Compatibility of Direct Detection Data:

Halo-Independent Global Likelihood Analyses

5.1 Introduction

Astrophysical and cosmological evidence indicate that roughly 85% of the matter in the Uni-

verse is in the form of dark matter (DM) most likely composed of yet unknown elementary

particles. Arguably the most extensively studied DM particle candidate is a weakly interact-

ing massive particle (WIMP), which offers both theoretical appeal and hope for near-future

detection. Most of the matter in our own galaxy resides in a spheroidal dark halo that ex-

tends much beyond the visible disk. Direct DM detection experiments represent one of the

primary WIMP search methods currently employed. These experiments attempt to measure

the recoil energy of nuclei after they collide with DM particles bound to the galactic dark

halo passing through Earth. The current status of DM direct detection experiments remain

ambiguous, with three experiments observing a potential DM signal and all others report-

ing upper bounds, some of which appear to be in irreconcilable conflict with the putative

detection claims for most particle candidates [143,150–166].

Interpreting the results of DM direct detection experiments typically requires assumptions

on the local DM density, the DM velocity distribution, the DM-nuclei interaction, and the

scattering kinematics. The uncertainties associated with these inputs can significantly affect

the expected recoil spectrum (both in shape and magnitude) for a particular experiment, as

well as the observed compatibility between experimental data. Attempts have been made to

remove the astrophysical uncertainty from direct DM detection calculations, and compare
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data in a “halo-independent” manner, by translating measurements and bounds on the

scattering rate into measurements and bounds on a function we will refer to as η̃(vmin, t)

common to all experiments, which contains all of the information on the local DM density

and velocity distribution (see e.g. [91,93,122,126,138,149,171–191]).

The function η̃(vmin, t) depends on the time t and a particular speed vmin. The physical

interpretation of vmin depends on the type of analysis being used. If the nuclear recoil ER

is considered an independent variable, then vmin is understood to be the minimum speed

necessary for the incoming DM particle to impart a nuclear recoil ER to the target nucleus

(and thus it depends on the target nuclide T through its mass mT , vTmin = vmin(ER,mT )).

This has been the more common approach [126,171,173]. Alternatively, one can choose vmin

as the independent variable, in which case ET
R is understood to be the extremum recoil energy

(maximum for elastic scattering, and either maximum or minimum for inelastic scattering)

that can be imparted by an incoming WIMP traveling with speed v = vmin to a target

nuclide T . Note that for elastic scattering off a single nuclide target the two approaches are

just related by a simple change of variables. We will choose to treat vmin as an independent

variable for the remainder of this paper, as this choice allows us to account for any isotopic

target composition by summing terms dependent on ET
R(vmin) over target nuclides T , for any

fixed detected energy E ′.

Early halo-independent analyses were limited in the way they handled putative sig-

nals. Only weighted averages on vmin intervals of the unmodulated component of η̃(vmin, t),

η̃0(vmin), and of the amplitude of the annually modulated component, η̃1(vmin), (see Eq. (5.14)

below) were plotted against upper bounds in the vmin − η̃ plane (see e.g. [91, 93, 171, 173]).
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This type of analysis leads to a poor understanding of the compatibility of various data sets.

Recently, attempts have been made to move beyond this limited approach of taking

averages over vmin intervals by finding a best fit η̃0 function and constructing confidence

bands in the vmin − η̃ plane [92,179], from unbinned data with an extended likelihood [194].

One can then compare upper bounds at a particular confidence level (CL) with a confidence

band at a particular CL to assess if they are compatible (see [92] for a discussion). From

now on, when an upper index 0 or 1 is not written, η̃(vmin) is understood to be η̃0(vmin).

An alternative approach to analyzing the compatibility of data has been studied in [138]

using the “parameter goodness-of-fit” test statistic [215,216] derived from a global likelihood

(an alternative approach is taken in [184]). In [138], the compatibility of various experiments

within a particular theoretical framework was determined by obtaining a p-value from Monte

Carlo (MC) simulated data, generated under the assumption that the true halo function is

the global best fit halo function. This approach has an advantage in that one can make quan-

titative statements about the compatibility between the observed data given a dark matter

candidate model. However, this procedure assigns only a single number to the whole halo-

independent parameter space, and we would like to have the ability to assess compatibility

of the data with less restrictive assumptions on the underlying halo function.

In this paper we extend the approaches of [138] and [92] by using the global likelihood

function to assess the compatibility of multiple data sets within a particular theoretical

model across the halo-independent vmin− η̃ parameter space. This is done with two distinct

approaches. First, we extend the construction of the halo-independent pointwise confidence

band presented in [92] to the case of a global likelihood function, consisting of one (or more)
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extended likelihood functions and an arbitrary number of Gaussian or Poisson likelihoods.

The resultant global confidence band can be compared directly with the confidence band

constructed from the extended likelihood alone, to assess the joint compatibility of the data

for any choice of DM-nuclei interaction and scattering kinematics. The drawback of this

method is that it cannot quantitatively address the level of compatibility of the data sets.

To address this concern we also propose an extension of the parameter goodness-of-fit test,

which we will refer to as the “constrained parameter goodness-of-fit” test, that quantifies

the compatibility of various data sets for a given DM particle candidate assuming the halo

function η̃(vmin) passes through a particular point (v∗, η̃∗). By calculating the p-values for

each (v∗, η̃∗) throughout the vmin − η̃ plane, one can construct plausibility regions, such

that for any halo function not entirely contained within the plausibility region the data are

incompatible at the chosen level, e.g. p < 10%.

In Sec. 5.2 we review the procedure for constructing the best fit halo function η̃BF and

confidence band from an extended likelihood. Readers familiar with [92] may wish to skip

this section and go directly to Sec. 5.3, which discusses how the construction of the best

fit halo function and confidence band is altered when dealing with a global likelihood func-

tion that is the product of one (or more) extended likelihoods and an arbitrary number of

Poisson or Gaussian likelihoods. In Sec. 5.4, we use the methods discussed in Sec. 5.3 to

construct the best fit halo and global pointwise confidence band, for the combined analysis

of CDMS-II-Si and SuperCDMS data assuming elastic isospin-conserving [205,206,217] and

exothermic isospin-violating spin-independent (SI) interactions [180,183]. Sec. 5.5 introduces

the “constrained parameter goodness-of-fit” test statistic and the construction of the plausi-
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bility regions. This method is illustrated using CDMS-II-Si and SuperCDMS data, assuming

elastic isospin-conserving spin-independent interactions. We conclude in Sec. 5.6.

5.2 Review of the Extended Maximum-Likelihood Halo-independent
(EHI) Analysis Method

5.2.1 Generalized halo-independent analysis

The differential rate per unit of detector mass as a function of nuclear recoil energy ER for

dark matter particles of mass m scattering off a target nuclide T with mass mT is given by

dRT

dER

=
ρ

m

CT
mT

∫

v>vmin(ER)

d3 v f(v, t) v
dσT
dER

(ER,v) , (5.1)

where ρ is the local dark matter density, CT is the mass fraction of the nuclide T in the

detector, f(v, t) is the dark matter velocity distribution in Earth’s frame, and dσT/dER is

the WIMP-nuclide differential cross section in the lab frame. When multiple target elements

are present in the detector, the differential rate is

dR

dER

=
∑

T

dRT

dER

. (5.2)

To allow for the possibility of inelastic DM-nuclei scattering, we consider a DM particle

scattering to a new state of mass m′ = m + δ, where |δ| � m, and δ > 0 (< 0) describes

endothermic (exothermic) scattering. In the limit µT |δ|/m2 � 1, vmin(ER) is given by

vmin(ER) =
1√

2mTER

∣∣∣∣
mTER

µT
+ δ

∣∣∣∣ , (5.3)
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where µT is the reduced mass of the WIMP-nucleus system. Notice Eq. (5.3) reduces to the

typical equation for elastic scattering when δ = 0. Eq. (5.3) can be used to obtain the range

of possible recoil energies, [ET,−
R (v), ET,+

R (v)], that can be imparted to a target nucleus by a

DM particle traveling at speed v in Earth’s frame, given by

ET,±
R (v) =

µ2
Tv

2

2mT

(
1±

√
1− 2δ

µTv2

)2

. (5.4)

Eq. (5.4) shows that for endothermic scattering there exists a nontrivial kinematic endpoint,

given by the DM speed vTδ =
√

2δ/µT , below which incoming DM particles cannot induce

nuclear recoils. When multiple targets are present in a detector, we use vδ to denote the

minimum of all vTδ . For exothermic and elastic scattering vδ = 0.

Experiments do not actually measure the recoil energy of a target nucleus, but rather

a proxy for recoil energy (e.g. the number of photoelectrons detected in a photomultiplier

tube) denoted E ′. The differential rate as a function of the detected energy E ′ is given by

dR

dE ′
=
∑

T

∫ ∞

0

dER ε(ER, E
′)GT (ER, E

′)
dRT

dER

, (5.5)

where the differential rate in Eq. (5.1) has been convolved with the efficiency function

ε(ER, E
′) and the energy resolution function GT (ER, E

′), which together give the proba-

bility that a detected recoil energy E ′ resulted from a true recoil energy ER.

Upon changing the order of integration, one can express the differential rate in detected
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energy as

dR

dE ′
=
σrefρ

m

∫

v>vδ

d3v
f(v, t)

v

∑

T

dHT

dE ′
(E ′,v) , (5.6)

where dHT/dE
′ is given by

dHT

dE ′
(E ′,v) ≡





CT
mT

∫ ET,+R

ET,−R

dERε(ER, E
′)GT (ER, E

′)
v2

σref

dσT
dER

(ER,v) if v > vTδ ,

0 if v < vTδ .

(5.7)

and we define

dH
dE ′
≡
∑

T

dHT

dE ′
. (5.8)

Here, we only consider differential cross sections that depend on the speed of the WIMP

v = |v|. The cross section depends only on the speed v if the incoming WIMPs and the

target nuclei are unpolarized and the detector response is isotropic, as is most common. In

Eqs. 5.6 and 5.7, we have incorporated the parameter σref which denotes the overall strength

of the interaction. For example in the case of the SI interaction, with differential cross

section given by D where AT and ZT are the atomic and charge numbers of nuclide T , fn

and fp are the neutron and proton couplings, and FT (ER) is the form factor normalized to

FT (0) = 1 (taken here to be Helm form factor), we will choose σref = σp, the WIMP-proton

cross section.

A halo-independent analysis relies on the separation of the astrophysical parameters from

the particle physics and detector-dependent quantities. Here we follow [93]. Let us define

η̃(vmin, t) ≡
ρσref

m

∫ ∞

vmin

dv
F (v, t)

v
, (5.9)
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where F (v, t) ≡ v2
∫

dΩvf(v, t). Differentiating both sides of Eq. (5.9) gives

σrefρ

m

F (v, t)

v
= −∂η̃(v, t)

∂v
, (5.10)

which upon insertion into Eq. (5.6) leads to

dR

dE ′
= −

∫ ∞

vδ

dv
∂η̃(v, t)

∂v

dH
dE ′

(E ′, v) . (5.11)

Using the fact that η̃(∞, t) = 0 and dH/dE ′(E ′, vδ) = 0, integration by parts of Eq. (5.11)

results in the following expression for the differential rate

dR

dE ′
=

∫ ∞

vδ

dvminη̃(vmin, t)
dR
dE ′

(E ′, vmin) , (5.12)

where we have now defined the differential response function dR/dE ′ as

dR
dE ′

(E ′, vmin) ≡ ∂

∂vmin

[
dH
dE ′

(E ′, vmin)

]
. (5.13)

η̃(vmin, t) is a function of time due to the annual rotation of the Earth around the Sun.

If one now makes the approximation

η̃(vmin, t) ' η̃0(vmin) + η̃1(vmin) cos(2π(t− t0)/year) (5.14)

and integrates the differential rate over the energy range of interest, the unmodulated com-
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ponent R0 and annual modulation amplitude R1 of the rate are given by

Rα
[E′1,E

′
2] ≡

∫ ∞

vδ

dvmin η̃
α(vmin)

∫ E′2

E′1

dE ′
dR
dE ′

(5.15)

=

∫ ∞

vδ

dvmin η̃
α(vmin)R[E′1,E

′
2](vmin) , (5.16)

where α = 0 or 1, and the energy-integrated response function R is given by

R[E′1,E
′
2](vmin) =

∫ E′2

E′1

dE ′
dR
dE ′

(E ′, vmin) . (5.17)

In the event that R[E′1,E
′
2](vmin) is a well-localized function in vmin, measurements on un-

modulated and modulated rate can be used to infer the average values of η̃0 and η̃1 over a

vmin interval. This is the case for DM-nuclei differential cross sections proportional to 1/v2

(e.g. the typical SI and SD contact interactions). Should the differential cross section not be

of this form, one may need to regularize the energy-integrated response function as described

in [93].

5.2.2 Extended maximum likelihood analysis

It was initially proven in [179], that if there is no uncertainty in the measurement of recoil

energies in a single nuclide target, then the extended likelihood, given by

L[η̃(vmin)] ≡ e−NE [η̃]

NO∏

a=1

MT
dRtot

dE ′

∣∣∣∣
E′=E′a

, (5.18)
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is maximized by a non-increasing piecewise constant η̃0(vmin) function (which we call simply

η̃(vmin)) with at most NO (the number of observed events) steps. NE[η̃] in Eq. (5.18) is

the total number of expected events, and E ′a is the observed energy of event a. This proof

was generalized to the case of realistic energy resolution and arbitrary target composition

in [92]. The generalized proof presented in [92] applies the Karush-Kuhn-Tucker (KKT)

conditions, which are only valid for systems with an objective function of finite number of

variables subject to a finite number of constraints, to the likelihood functional in Eq. (5.18) by

discretizing the variable vmin, applying the KKT conditions, and then taking the continuum

limit.

Here, we will briefly review the conclusions presented in [92]. If one defines the quantity

L[η̃] = −2 lnL[η̃] , (5.19)

then instead of maximizing the likelihood, one can equivalently minimize L[η̃]. The KKT

conditions, applied to Eq. (5.19) and taken in the continuum limit, lead to the following:

(I) q(vmin) =

∫ vmin

vδ

dv
δL

δη̃(v)
(5.20)

(II) q(vmin) ≥ 0 (5.21)

(III) ∀ε > 0, η̃(vmin + ε) ≤ η̃(vmin) (5.22)

(IV) q(vmin) lim
ε→+0

η̃(vmin + ε)− η̃(vmin)

ε
= 0 . (5.23)

A direct consequence of Eq. (5.23) is that η̃(vmin) is a piecewise constant function with the
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locations of the steps given by the vmin values which satisfy q(vmin) = 0. For this reason, we

need to analyze the behavior of q(vmin). Eq. (5.18) and (5.20) can be used to show that

q(vmin) = 2ξ(vmin)− 2

NO∑

a=1

Ha(vmin)

γa[η̃]
, (5.24)

where we have defined the following quantities:

ξ(vmin) ≡MT

∫ E′max

E′min

dE ′
dH
dE ′

(E ′, vmin) , (5.25)

Ha(vmin) ≡ dH
dE ′

(E ′, vmin)

∣∣∣∣
E′=E′a

, (5.26)

and

γa[η̃] ≡ dRtot

dE ′

∣∣∣∣
E′=E′a

. (5.27)

For the extended likelihood function in Eq. (5.18), the behavior of the terms in Eq. (5.24)

were studied in [92] to determine how many steps can appear in the best fit η̃ function. We

briefly review their behavior here (see [92] for additional details).

Consider first the vmin-dependence of dH/dE ′ (see Eq. (5.7)), which appears in both the

integrand of ξ(vmin) and in Ha(vmin). If the differential cross section is proportional to v−2,

as is the case for the standard SI and SD contact interactions, the only velocity dependence

of dH/dE ′ is in the integration range [ET,+
R (vmin), ET,−

R (vmin)]. For these interactions, as vmin

increases, the integration covers a larger portion of the parameter space where the integrand

is non-zero. At large values of vmin, the entire region where the integrand is non-zero is

included in the integration and dH/dE ′ becomes constant. For a fixed value of E ′, one
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would expect the integrand of dH/dE ′ to be a well-localized function of ER (i.e. an observed

recoil E ′ can only result from a narrow range of ER values). For this reason, the terms

Ha(vmin) appear as step-like functions in vmin.

The term ξ(vmin) contains an additional integration of dH/dE ′ over E ′. The only de-

pendence on E ′ appears in the factor ε(E ′, ER)GT (E ′, ER), which describes the probability

a detected recoil energy E ′ is the result of some true recoil energy ER. For small values

of vmin, only a narrow range of recoil energies are integrated over and thus ξ will be quite

small (i.e. , for vmin values such that ET,+
R (vmin) is below threshold). As vmin increases, the

integration range widens and ξ(vmin) steadily increases. Eventually, the entire region where

the integrand is nonzero is included in the integration, and ξ(vmin) becomes constant.

The only term dependent on the halo function is γa[η̃], which only alters the relative

contribution of each step-like function to q(vmin). The function η̃BF (vmin) can only be dis-

continuous when q(vmin) = 0, which is equivalent to saying the steps of η̃BF occur where the

step-like functions Ha(vmin)/γa[η̃] touch ξ(vmin) from below. Since there is a single term of

the form Ha(vmin)/γa[η̃] for each observed event, the number of steps appearing in η̃BF must

be less than or equal to the number of observed events, NO.

5.2.3 Construction of the best fit halo function and confidence band from an
extended likelihood

In this section we briefly review the construction of the best fit function η̃BF (vmin) and the

confidence band for an extended likelihood [92]. Let us define the function fNOL of 2NO

variables,

fNOL (~v, ~̃η) ≡ L[η̃NO(vmin;~v, ~̃η)] , (5.28)
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where ~v = (v1, ..., vNO) and ~̃η = (η̃1, ..., η̃NO), and the various va and η̃a specify the location

and height of each step. Here, we have defined the piecewise constant function η̃NO as

η̃NO(vmin;~v, ~̃η) ≡





η̃a va−1 < vmin ≤ va ,

0 vNO < vmin .

Using the result of the previous section, minimizing the functional L[η̃], and thus finding the

best fit η̃(vmin), is now reduced to minimizing fNOL subject to the constraints

v1 > vδ , (5.29)

vb − va ≥ 0 and η̃a − η̃b ≥ 0 for a < b . (5.30)

We can define the confidence band as the region filled by all possible η̃ functions satisifying

∆L[η̃] ≡ L[η̃]− Lmin ≤ ∆L∗ , (5.31)

where Lmin is the minimum of L[η̃], and ∆L∗ corresponds to the desired confidence level.

However, in practice, finding all η̃ functions satisfying Eq. (5.31) is not possible. Instead, let

us consider the possible subset of η̃ functions which minimize L[η̃] subject to the constraint

η̃(v∗) = η̃∗ . (5.32)

Now let us define Lcmin(v∗, η̃∗) to be the minimum of L[η̃] subject to the constraint in
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Eq. (5.32), and

∆Lcmin(v∗, η̃∗) = Lcmin(v∗, η̃∗)− Lmin . (5.33)

If the point (v∗, η̃∗) lies within the confidence band, then there should exist at least one η̃

function passing through this point which satisfies ∆L[η̃] ≤ ∆L∗. Should this be the case,

it follows that ∆Lcmin(v∗, η̃∗) ≤ ∆L∗. Alternatively, if ∆Lcmin(v∗, η̃∗) ≥ ∆L∗, one can state

that there does not exist a single η̃ which satisfies ∆L[η̃] ≤ ∆L∗. Thus the confidence band

can be constructed by finding the values of (v∗, η̃∗) which satisfy ∆Lcmin(v∗, η̃∗) ≤ ∆L∗. This

condition defines a two-sided interval around η̃BF for each vmin value (with vmin = v∗), and

the collection of those intervals forms a pointwise confidence band in vmin–η̃ space, which we

are simply calling the confidence band.

To understand the meaning of ∆Lcmin, let us first discretize the continuous variable vmin

into a collection of K discrete values ~vmin = (v0
min, ..., v

K−1
min ). The likelihood functional in

Eq. (5.19) then becomes a function of the K−dimensional vector ~̃η = (η̃0, η̃1, ..., η̃K−1) which

defines the piecewise constant function η̃(vmin; ~̃η) given by

η̃(vmin; ~̃η) ≡ η̃i if vimin ≤ vmin < vi+1
min . (5.34)

With this discretization, the constraint on (v∗, η̃∗) in Eq. (5.32) corresponds to vkmin ≤ v∗ <

vk+1
min and η̃∗ = η̃k for some integer 0 ≤ k ≤ K − 1. ∆Lcmin(v∗, η̃∗) is then replaced by the

function ∆Lk,cmin(η̃∗) with the index k corresponding to v∗, defined by

∆Lk,cmin(η̃∗) = −2 ln

[
L(ˆ̃̂η0, ...,

ˆ̃̂ηk−1, η̃k = η̃∗, ˆ̃̂ηk+1, ...,
ˆ̃̂ηK−1)

L(ˆ̃η0, ..., ˆ̃ηk, ..., ˆ̃ηK−1)

]
, (5.35)
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where ˆ̃̂ηi are the η̃i values which maximize the likelihood function L(η̃0, ...η̃K−1) ≡ L[η̃(vmin; ~̃η)]

subject to the constraint η̃k = η̃∗, and ˆ̃ηi maximize L without the constraint. ∆Lk,cmin(η̃∗)

now defines the −2 ln of the profile likelihood ratio with one parameter (η̃k), and thus by

Wilks’ theorem the distribution of ∆Lk,cmin(η̃∗) approaches the chi-square distribution with

one degree of freedom in the limit where the data sample is very large. If we now recover

the continuum limit by taking K → ∞, we see that ∆Lk,cmin(η̃∗) approaches ∆Lcmin(v∗, η̃∗).

Thus the construction of the confidence band is equivalent to finding the collection of con-

fidence intervals in η̃∗ for each v∗ at a given CL for which ∆Lcmin < ∆L∗. Assuming that

∆Lcmin is chi-square distributed, the choices ∆L∗ = 1.0 and ∆L∗ = 2.7 correspond to the

confidence intervals of η̃ at 68% and 90% CL, respectively, for each vmin value. In [92] it

was shown that the constrained best fit halo function η̃cBF defining Lcmin(v∗, η̃∗) is a piecewise

constant function with at most NO + 1 steps, with the additional step potentially appearing

at (v∗, η̃∗). An in-depth discussion of the interpretation of the confidence band constructed

from the profile likelihood ratio is provided in [92].

5.3 Extension of EHI analysis to a global maximum likelihood

In this paper we extend the analysis presented in [92] to make statistically meaningful state-

ments about the data of multiple experiments in a halo-independent manner. Specifically,

we (i) extend the formalism of constructing a pointwise confidence band from a profile likeli-

hood in halo-independent parameter space to a global likelihood function (this section), and

(ii) propose a method for creating plausibility regions, constructed from a new family of test

statistics which can assess the compatibility of multiple data sets under the assumption that
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the halo function η̃(vmin) passes through each (v∗, η̃∗) point (see Sec. 5.5). To accomplish

these tasks one must first understand how to find the best fit halo function and constrained

best fit halo function from a global likelihood.

In this section we extend the procedure of [92] to the global likelihood function, defined

by the product of some number Nexp of individual likelihood functions, α = 1, 2, ...Nexp,

LG =

Nexp∏

α=1

Lα . (5.36)

The procedure of [92] relies on the fact that an extended likelihood function is maximized

by a non-increasing piecewise constant η̃BF (vmin) function with a finite number of points

of discontinuity. As discussed below, the methods and reasoning of [92] extend to a global

likelihood, if it includes at least one extended likelihood. Thus, the global likelihood function

we will work with for the remainder of the paper is

LG = LEHI

(Nexp−1)∏

α=1

Lα , (5.37)

where LEHI is an extended likelihood (EHI stands for “extended halo-independent” [92]) as

in Eq. (5.18) and, for each α, Lα represents Poisson likelihoods,

Lα[η̃] =

N
(α)
bin∏

j=1

(ν
(α)
j [η̃] + b

(α)
j )n

(α)
j e−(ν

(α)
j [η̃]+b

(α)
j )

n
(α)
j !

, (5.38)
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or Gaussian likelihoods

Lα[η̃] =

N
(α)
bin∏

j=1

1

σ
(α)
j

√
2π

exp


−

(
ν

(α)
j [η̃] + b

(α)
j − n(α)

j√
2σ

(α)
j

)2

 . (5.39)

Here ν
(α)
j [η̃], b

(α)
j , and n

(α)
j are respectively the expected number of dark matter events,

the expected number of background events, and the number of observed events in bin j of

experiment α. N
(α)
bin is the number of bins used in the Poisson or Gaussian likelihood of

experiment α, and σ
(α)
j is the standard deviation associated with the measurement of n

(α)
j in

an experiment α employing a Gaussian likelihood.

We now prove that global likelihoods of the form Eq. (5.37) are maximized by non-

increasing piecewise constant η̃ functions with at most N steps,

N ≡ NEHI +
∑

α

N
(α)
bin , (5.40)

where NEHI = NO in Eq. (5.18), i.e. the number of observed events in the extended likelihood.

The KKT conditions in Eq. (5.20–5.23) apply equally to any likelihood function L. The

KKT condition in Eq. (5.23) implies that η̃BF is constant in an open interval where q(vmin) 6=

0. Thus if the q(vmin) function given by Eq. (5.20) has only a finite number of isolated zeros

within a range, the best fit η̃ in this range should be a piecewise constant function with steps

located at the zeros of q(vmin). Therefore, the problem of determining the potential number

of steps of η̃BF is equivalent to counting the maximum possible number of isolated zeros of

the q(vmin) function.
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For the global likelihood in Eq. (5.37), q(vmin) is given by

q(vmin) = 2ξEHI(vmin)− 2

NEHI∑

a=1

HEHI
a (vmin)

γEHI
a [η̃]

+
∑

α=1

Q(α)[η̃; vmin] , (5.41)

where Q(α)[η̃; vmin] is defined by either

Q(α)[η̃, vmin] ≡
∫ vmin

vδ

dv
δ(−2 lnLα)

δη̃(v)
= 2

N
(α)
bin∑

j=1

[
ν

(α)
j [η̃] + b

(α)
j − n(α)

j

ν
(α)
j [η̃] + b

(α)
j

]
ξ

(α)
j (vmin) (5.42)

for Poisson likelihoods of the form in Eq. (5.38), and

Q(α)[η̃, vmin] = 2

N
(α)
bin∑

j=1

[
ν

(α)
j [η̃] + b

(α)
j − n(α)

j

σ2
j

]
ξ

(α)
j (vmin) , (5.43)

for Gaussian likelihoods in Eq. (5.39). Changing the function η̃(vmin) only alters the sign and

magnitude of the prefactor of ξ
(α)
j (vmin) in each term of Q(α)[η̃, vmin]. The vmin dependence of

Q(α)[η̃, vmin] exclusively appears in the functions ξ
(α)
j (vmin), which is defined as in Eq. (5.25),

replacing the integration range [E ′min, E
′
max] with the energy range of the bin, and H by H(α).

The function ξ
(α)
j (vmin) has the same generic behavior as ξ(vmin) described at the end of

Sec. 5.2.2.

In Appendix A.1 we prove that above a certain value of vmin, given by the minimum vµlow

(see Appendix A.1.1 for definition), the zeros of q(vmin) in Eq. (5.41) are isolated, and the

maximum number of isolated zeros is given by Eq. (5.40). However, in practice the number

of steps is smaller than N and can be determined by studying the functional form of the

functions ξEHI(vmin), HEHI
a (vmin), and ξ

(α)
j (vmin) (which are independent of η̃). In Appendix
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Figure 5.1: The function q(vmin) (black), and absolute value of each of its three comprising
terms in Eq. (5.41) (dashed lines) for the combined analysis of CDMS-II-Si and SuperCDMS,
assuming a 9 GeV DM particle scattering elastically with a SI contact interaction and fn/fp =
1. The vmin values where q(vmin) = 0 correspond to the locations of the steps in the global
η̃BF halo function.

B we prove the uniqueness of the best fit halo function, η̃BF .

An explicit example of the q(vmin) function and its components is shown in Fig. 5.1 for

the case of CDMS-II-Si combined with SuperCDMS data. For SuperCDMS we have taken a

one-bin Poisson likelihood, summing over all detectors in Table 1 of [166], the contribution

from which to q(vmin) is shown in green. Also included in Fig. 5.1 are the contributions

to q(vmin) arising from ξEHI(vmin) (red) and the summation over the Ha(vmin)/γa[η̃] (blue).

Fig. 5.1 shows that q(vmin) goes to 0 at vmin ' 510 km/s and 580 km/s, denoting the locations

of the steps of η̃BF (shown later in Fig. 5.2).

We would like to emphasize that all of the aforementioned arguments have relied on

having a global likelihood that contains at least one extended likelihood. This likelihood

has the essential feature of contributing an η̃-dependent term and an η̃-independent term to
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Figure 5.2: 68% (dark red region) and 90% (light red region) global confidence bands and
η̃BF (dark red) arising from the combined CDMS-II-Si and SuperCDMS (left) and Super-
CDMSLT5 (right) halo-independent analysis. Results are compared with 90% CL bounds
from SuperCDMS (dark yellow line), 68% (black dashed lines) and 90% (solid black lines)
confidence bands and η̃BF for CMDS-II-Si only analysis (blue line) [92]. The red crosses rep-
resent the 68% CL intervals of the averaged η̃ arising from binning the CDMS-II-Si events
into 2 keVnr bins between 7 and 13 keV (see e.g. [175, 177, 182], in which we take the hor-
izontal bars to be the vmin range where 90% of the area under R[E′1,E

′
2](vmin) is contained).

The results shown assume a 9 GeV DM particle scattering elastically through a SI isospin-
conserving contact interaction (fn/fp = 1).
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q(vmin), with different functional dependences on vmin.

In order to construct the two sided confidence band, we compute at each value of vmin = v∗

the two sided interval defined by

∆LcG,min ≡ −2 ln

[
L̂G(v∗, η̃∗)

L̂G

]
≤ ∆L∗ , (5.44)

where L̂G(v∗, η̃∗) is the maximum of the global likelihood subject to constraint Eq. (5.32),

and L̂G is the maximum of the global likelihood. Using the same arguments of Sec. 5.2.3 and

assuming that ∆LcG,min is chi-square distributed, the distribution of ∆LcG,min has one degree

of freedom and ∆L∗ = 1.0 and ∆L∗ = 2.7 for the 68% and 90% CL intervals, respectively.

In Sec. 4.2 of [92] it was shown that if L is maximized by an η̃BF function with a maximum

of N steps, then L(v∗, η̃∗) (i.e. L subject to the constraint that η̃(vmin) passes through the

point (v∗, η̃∗)) is maximized by a halo function, which we call the constrained best fit η̃cBF ,

with a maximum of (N + 1) steps, one of which could occur at vmin = v∗. This proof applies

to LG and LG(v∗, η̃∗) as well.

5.4 Global Likelihood Analysis of CDMS-II-Si and SuperCDMS
data

Here we apply the formalism described in Sec. 5.3 using the global likelihood function in

Eq. (5.37) with an extended likelihood [194] for the three events observed by CDMS-II-

Si [156], and a 1-bin Poisson likelihood for SuperCDMS [166]. To obtain background esti-

mates for CDMS-II-Si, we take the normalized background distribution functions from [211]

and rescale them such that 0.41, 0.13, and 0.08 events are expected from surface events,
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neutrons, and 208Pb respectively (see [156]). Since the resolution function for silicon in

CDMS-II has not been measured, we take the energy resolution function for germanium

from Eq.1 of [210].

In addition to implementing the full SuperCDMS data in Table 1 of [166] (11 events

observed, 6.56 expected background events, 577 kg-days of exposure), we also use a subset

of the SuperCDMS data which neglects the observed events (and the exposure) from tower

5 (4 events observed, 5.33 expected background events, 412 kg-days of exposure). The

SuperCDMS collaboration acknowledges that tower 5 had a malfunctioning guard electrode

which resulted in a poor understanding of the background in this tower. We will use the

label “SuperCDMSLT5” for this analysis (where LT5 stands for “Less Tower 5”).

The data analysis used throughout this paper is included in the CoddsDM software [218],

an open-source Python program for the analysis of dark matter direct detection data.

In the left panel of Fig. 5.2 we show the 68% (dark red) and 90% (light red) CL confidence

bands, calculated assuming ∆Lcmin(v∗, η̃∗) is χ2 distributed with one degree of freedom, for the

combined analysis of CDMS-II-Si and SuperCDMS, assuming a 9 GeV DM particle scattering

elastically off nuclei with a SI isospin-conserving contact interaction. Also shown in Fig. 5.2

is the global η̃BF function (dark red line), the η̃BF function for CDMS-II-Si data alone (blue

line), the SuperCDMS 90% upper limit (dark yellow), and the upper and lower boundaries of

the 68% (black dashed) and 90% (black solid) CL confidence bands obtained using CDMS-II-

Si data alone (these coincide with those presented in Fig. 3 of [92]). Notice that the confidence

bands are unbounded from above for vmin . 275 km/s and vmin . 400 km/s, for the global

analyses and CDMS-II-Si analyses respectively (the lower boundaries of the confidence bands
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are, however, well defined as η̃(vmin) is a non-increasing function). This is because q(vmin) = 0

in these intervals (i.e. the experiment/experiments are not sensitive to recoils imparted from

DM traveling at these speeds), and thus the η̃BF is actually undetermined. Since the purpose

of plotting these functions is to compare the compatibility of putative and null signals, we

extend η̃BF in our plots to this region, in the most conservative way (i.e. constant). The

red crosses in Fig. 5.2 represent the 68% CL intervals (vertical bars) of averaged η̃ over

corresponding vmin intervals (indicated by horizontal bars) arising from binning the CDMS-

II-Si events into 2 keVnr bins between 7 and 13 keV (see e.g. [175,177,182], except we take

the horizontal bars to be defined by the vmin range where 90% of the area underR[E′1,E
′
2](vmin)

is contained).

To determine the all upper bounds on η̃0 arising throughout this paper from the Super-

CDMS data, we follow the procedure first outlined in [171,173]. Using the fact that η̃0(vmin)

is a non-increasing function, this procedure argues the smallest possible function passing

through a point (v0, η̃0) is the downward step-function η̃0Θ(v0 − vmin). With this in mind,

Eq. (5.15) can be rewritten such that an upper bound on the observed rate in the energy

range [E ′1, E
′
2] can be translated into an upper bound η̃lim(vmin) on η̃0, using

η̃lim(v0) =
Rlim

[E′1,E
′
2]∫ v0

vδ
dvminR[E′1,E

′
2](vmin)

. (5.45)

This limit is conservative in that every η̃0 function lying above the bound is excluded by the

data, but not all η̃0 functions lying below the bound are allowed by the data. The values of

Rlim used in this paper are determined using the Feldman-Cousins approach [219]. Assuming
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a Poisson distribution for both SuperCDMS (n = 11, b = 6.56) and SuperCDMSLT5 (n = 4,

b = 5.33) and an energy range [E ′1, E
′
2] corresponding to the quoted experimental range

(i.e. E ′1 = 1.6 keV and E ′2 = 10.0 keV), this leads to 90% CL upper limits on the number of

DM events µlim of 11.25 and 3.33 events respectively. The value of Rlim can then be obtained

by dividing µlim by the exposure of the relevant experiment.

The global η̃BF function is shifted to lower values of η̃ by over an order of magnitude

relative to the η̃BF found using CDMS-II-Si data alone, and is outside the 68% and 90% CL

confidence bands of CDMS-II-Si alone. Similarly, the η̃BF for CDMS-II-Si alone (in blue) is

incompatible with the 68% and 90% Cl global confidence bands. Furthermore, in the range

360 km/s . vmin . 480 km/s the 68% CL global confidence band has no overlap with the

68% CL confidence band of CDMS-II-Si.

The right panel of Fig. 5.2 is the same as the left panel but using SuperCDMSLT5 instead

of SuperCDMS. The global η̃BF function has shifted to slightly lower values of η̃ (relative

to the SuperCDMS analysis), as have both confidence bands, but the general conclusions

are the same – namely, there appears to be a strong level of incompatibility between the

results arising from the global likelihood and those found using only CDMS-II-Si data. We

also note that the increased conflict between CDMS-II-Si and SuperCDMSLT5 has resulted

in the 90% CL confidence band extending down to η̃ ' 0 (i.e. no DM) at low values of vmin,

as opposed to having a well defined non-zero lower boundary for the case of SuperCDMS.

We present one final illustration of this method in Fig. 5.3 for a 3.5 GeV DM particle with

exothermic scattering (δ = −50 keV) and a Ge-phobic SI interaction (fn/fp = −0.8) [180].

This example has been chosen to illustrate how the global η̃BF and confidence bands behave
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Figure 5.3: Same as the right panel of Fig. 5.2 but for a 3.5 GeV DM particle with exothermic
scattering (δ = −50 keV) and a Ge-phobic SI interaction (fn/fp = −0.8) [180]

in the case of non-conflicting data sets. As expected, the results from the global likelihood

analysis of CDMS-II-Si and SuperCDMSLT5 are nearly identical to the results obtained from

CDMS-II-Si alone, with the only significant change occurring at low values of vmin, where

the upper bound of SuperCDMSLT5 is in conflict with the confidence bands of CDMS-II-Si

alone.

5.5 Constrained Goodness-of-Fit Analysis

The global likelihood analysis presented in the previous section always produces a best fit

halo function and confidence band, even when considering conflicting data sets. A particular

goodness-of-fit test has been proposed in [215, 216] to assess the compatibility of different

data sets in the framework of a given theoretical model. This so called “parameter goodness-

of-fit” (PG) test was used in [138] to gauge the compatibility of CDMS-II-Si, SuperCDMS,
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and LUX data, in a halo-independent way. It is defined as

qPG ≡ −2

(
ln L̂G −

∑

α

ln L̂α
)
, (5.46)

where L̂G is the maximum of the global likelihood and L̂α is the maximum of the likelihood

of experiment α. If the η̃BF of all individual experiments would coincide, then qPG = 0.

On the other hand a strong disagreement between the η̃BF of individual experiments would

lead to a large value of qPG. Thus qPG quantifies the degree of compatibility of all data

sets under the assumption of a particular DM particle model. To provide a quantitative

statement about the compatibility, the p-value of the observed data was obtained from a MC

simulation, assuming the global η̃BF is the true halo model [138]. This procedure assigns

a single number, a single p-value, to the whole halo-independent parameter space, and we

would like to identify regions of this space where η̃(vmin) functions may lead to better or

worse compatibility among data sets. With this purpose in mind, we define a family of test

statistics similar to qPG, one for each point in parameter space, using the profile likelihood,

defined as the likelihood maximized subject to the constraint in Eq. (5.32), i.e. η̃(v∗) = η̃∗

(it is the continuum limit of the numerator inside the square bracket in Eq. (5.35)). We will

then define a p-value for every point in the halo independent parameter space. We define

the “constrained parameter goodness-of-fit” test statistic as

qcPG(v∗, η∗) ≡ −2

(
ln L̂cG(v∗, η̃∗)−

∑

α

ln L̂cα(v∗, η̃∗)

)
, (5.47)
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where L̂cG(v∗, η̃∗) is the global profile likelihood and L̂cα(v∗, η̃∗) is the profile likelihood of

experiment α. qcPG tests the compatibility of the different data sets under the assumption

that η̃(vmin) passes through (v∗, η̃∗). To infer the probability distribution for qcPG(v∗, η̃∗) we

use a Monte Carlo simulation, assuming the true halo model is given by the global best fit

halo function that maximizes LG under the constraint η̃(v∗) = η̃∗. We call “constrained best

fit halo function” η̃cBF the function that maximizes a likelihood subjected to this constraint.

There is a different η̃cBF (vmin) function for each (v∗, η̃∗) point (which certainly fulfills the

condition η̃cBF (v∗) = η̃∗), one for the global likelihood and one for each single experiment

extended likelihood. The p-value for a given (v∗, η̃∗) is then obtained by comparing the

observed value of qcPG to the distribution constructed from O(103) simulated data sets (for

each choice of (v∗, η̃∗)).

We have only developed a method for maximizing the Poisson and Gaussian likelihoods

subject to the constraint η̃(v∗) = η̃∗ for a single bin Poisson/Gaussian likelihood. In this

case, the likelihood is maximized by an expected number of dark matter events ν̂
(α)
1 , where

either ν̂
(α)
1 = n

(α)
1 − b(α)

1 if n
(α)
1 ≥ b

(α)
1 , or ν̂

(α)
1 = 0 if n

(α)
1 ≤ b

(α)
1 . In order to maximize the

constrained likelihood, one needs to consider whether v∗ lies above or below the experimental

threshold. If v∗ is below threshold, a halo function passing through (v∗, η̃∗) produces a

minimum number of 0 observed events (with η̃ = η̃∗Θ(v∗ − vmin)), and a maximum number

νmax of events given by the flat halo function η̃(vmin) = η̃∗. If v∗ is above threshold, a

halo function passing through (v∗, η̃∗) produces a minimum number νmin of observed events

when η̃ = η̃∗Θ(v∗ − vmin), and there is no limit on the maximum number of observed events

because η̃ can be unbounded from above for vmin < v∗. If ν̂
(α)
j lies between the minimum and
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Figure 5.4: Monte Carlo generated distribution for qcPG for v∗ = 400 km/s (left) and 500
km/s (right) and log(η̃∗) = −26.478. Observed value of qcPG shown with red dashed line.
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maximum number of predicted events for η̃(vmin) passing through (v∗, η̃∗) in each case, then

the maximum of the constrained likelihood is the maximum of the likelihood. Otherwise,

the maximum of the constrained likelihood is calculated using νmax or νmin, depending on

the respective case above.

The probability distributions of qcPG are shown in Fig. 5.4 for the combination of CDMS-

II-Si and SuperCDMSLT5, for a SI contact interaction with (m, δ, fn/fp) = (9 GeV, 0 keV, 1),

for v∗ = 400 km/s (left) and 500 km/s (right) with η̃∗ chosen on the global η̃BF curve.

The observed value of qcPG in Fig. 5.4 are indicated by the dashed red line. The p-values

roughly correspond to 2.8% for v∗ = 400 km/s, and 0.5% for v∗ = 500 km/s. While

the probability distributions shown in Fig. 5.4 do not appear to approach 1 in the limit

x → 0, there are in fact a large number of simulations which yield extremely small values

of qcPG that are not depicted (the probabilities do in fact equal 1 at x = 0). This happens

because the global best fit halo function predicts less than one observed event in CDMS-II-Si,

which leads to many simulations in which 0 events are observed by CDMS-II-Si. In turn,

this implies the global constrained best fit halo function and the constrained best fit halo

function for CDMS-II-Si are the same, as they can only have a single step at the location

of (v∗, η̃∗). For SuperCDMSLT5, the expected background is larger than the number of

observed events, and thus the profile likelihood of SuperCDMSLT5 is relatively insensitive to

halo functions that predict small numbers of DM events. Consequently, it is not uncommon

to find ln L̂cG(v∗, η̃∗) '∑α ln L̂cα(v∗, η̃∗).

Fig. 5.4 already demonstrates a high level of incompatibility between the CDMS-II-Si and

SuperCDMSLT5 data sets for the assumed WIMP candidate, because the global η̃BF (vmin)
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Figure 5.5: Plausibility region (light purple) generated from the constrained parameter
goodness-of-fit test statistic for CDMS-II-Si and SuperCDMSLT5 (p-value larger than 10%),
compared with the confidence bands (red shaded) generated for CDMS-II-Si data alone
(left) [92] and the global confidence bands (red shaded) constructed in Sec. 5.4 (right). The
plausibility regions are crossed over because halo functions entirely contained within these
regions are not necessary allowed by our test, i.e. do not necessarily lead to a compatibility
of the data sets at the level of p >10%. However, for any halo function not entirely contained
within the plausibility region the data sets are incompatible at the chosen level (p <10%).
Also shown are η̃BF for CDMS-II-Si alone (blue), the η̃BF resulting from the global likelihood
analysis (dark red), and the vmin-averaged CDMS-II-Si data (crosses) as described in Sec. 5.4.
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Figure 5.6: Same as the right panel of Fig. 5.5 but for a 3.5 GeV DM particle with exothermic
scattering (δ = −50 keV) and a Ge-phobic SI interaction (fn/fp = −0.8) [180] (as in Fig. 5.3).
Halo functions η̃vmin entirely contained within the plausibility region (light purple) lead to a
compatibility of the data sets at the chosen level (p >10%). For those not entirely contained
within the plausibility region the data sets are incompatible at the chosen level (p <10%).

cannot produce a large p-value, say larger than 10%. We can construct intervals at each

vmin = v∗ in which the probability of obtaining a qcPG value larger than the one observed

is ≥ 10%. By joining these intervals we build regions in (vmin, η̃) which are referred to as

“plausibility” regions.

Let us now clarify the meaning of the plausibility regions. A halo function η̃(vmin) is a non-

increasing continuous function which must be defined for any value of vmin. Consequently,

any halo function not entirely contained within the plausibility region passes though points

with p < 10 %, and thus for these functions the data sets are incompatible at the chosen level

(p < 10%). However, halo functions that are entirely contained within a plausibility region

are not necessarily allowed by our test, i.e. do not necessarily lead to compatibility of all

data at the chosen level. The issue is that the true halo model adopted at each point within
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a plausibility region, namely the η̃cBF of the profile global likelihood at each point, may also

pass through points outside the plausibility region and be rejected by our test. If so, the

p-value evaluation at the particular point in the plausibility region is inconsistent. This is

the case for all points in the plausibility regions (light purple) shown in Fig. 5.5. The regions

are crossed by thin black lines to indicate that halo functions entirely contained within them

are not guaranteed to lead to compatibility of the data sets. However, if the true halo model

adopted at all points within a plausibility region are entirely contained within it, the p-value

calculation is reliable and halo functions entirely contained with this region are allowed by

our test. This is the case of the plausibility region in Fig. 5.6 (shown in light purple).

The plausibility region for p ≥ 10% arising from the constrained parameter goodness-

of-fit test for the combination of CDMS-II-Si and SuperCDMSLT5 (light purple region)

is compared in Fig. 5.5 to the confidence bands (red shaded regions) generated from the

global likelihood described in Sec. 5.4 (right panel) and the confidence bands generated

with CDMS-II-Si data alone (left panel). Also shown are the global best fit halo function

η̃BF (dark red) and the best fit halo function for CDMS-II-Si alone (blue). The left panel

of Fig. 5.5 shows that there does not exist a halo function in the CDMS-II-Si confidence

bands that can describe the compatibility of the observed data sets. Not all halo functions

contained within the 90% global confidence band in the right panel of Fig. 5.5 are excluded

by the plausibility region, but the 68% region is entirely excluded, as is the global best fit halo

function. As explained above the plausibility regions are crossed over because the functions

entirely included within them are not allowed by our test (while those passing through points

outside them are rejected). By contrast, we can see in Fig. 5.6 how the plausibility region
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includes the entire global confidence bands (as well as the bands for CDMS-II-Si alone, which

in this case are nearly identical, see Fig. 5.3) in the case of non-conflicting data sets. This

is the example of a 3.5 GeV DM particle with exothermic scattering (δ = −50 keV) and a

Ge-phobic SI interaction (fn/fp = −0.8) [180]. The plausibility region provides in this case

a further indication of compatibility of the CDMS-II-Si and SuperCDMSLT5 data sets for

this particular DM particle model, besides the near complete overlap of the global and single

experiment confidence bands.

A comment is in order regarding Fig. 5.6. While generating the probability distributions

at large values of η̃ and vmin (above the 90% CL band), we found the predicted number

of events in both experiments was too large for our computational methods to work. We

resorted to using a nearest-neighbor extrapolation at fixed vmin to generate the probability

distributions in this region. We found that in this region of the vmin− η̃ plane, the probability

distribution changes slowly with respect to the observed value of qcPG, and thus we believe we

obtained a good estimate of the upper boundary of the plausibility region. This extrapolation

was only used above the 90% CL confidence band boundary.

5.6 Summary

In this paper we have presented two distinct methods to assess the joint compatibility of data

sets for a given DM particle model across halo-independent parameter space, using a global

likelihood consisting of at least one extended likelihood and an arbitrary number of Gaussian

or Poisson likelihoods. We have illustrated these methods by applying them to CDMS-II-Si

and SuperCDMS data, assuming WIMP candidates with SI contact interactions.
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The first method is a natural extension of the procedure presented in [92], in which a best

fit halo function and pointwise confidence band are constructed from the profile likelihood

ratio. Here we have proven that the best fit halo function η̃BF for the global likelihood we

studied is a piecewise constant function with the number of steps at most equal to the number

of unbinned data points plus the number of data bins in all the single likelihoods, and argued

why in practice the number of steps is smaller than this maximum number (see Section 3

and Appendix A). A best fit piecewise constant halo function had already been found in the

literature (see [138]) for a global likelihood of the type we use, but as a curiosity without

any explanation (or proof of uniqueness). In addition to showing how to find the best fit

halo function η̃BF and that this function is unique (see Appendix B), here we have shown for

the first time how to construct two-sided confidence bands at any CL for the type of global

likelihood we studied. As an illustration of the method we have found the best fit halo

function and the 68% and 90% CL confidence bands assuming two different choices for the

DM particle model parameters m, δ, and fn/fp. The choice of a 9 GeV DM particle scattering

elastically (δ = 0) with an isospin-conserving coupling (fn/fp = 1) leads to an apparent

incompatibility between the observed CDMS-II-Si events and the SuperCDMS upper limit,

in agreement with previous published results (see e.g. [92, 182]). This incompatibility can

be assessed by comparing the overlap or lack thereof of the global confidence bands with

those of CDMS-II-Si alone. As shown in Fig. 5.2, at the 68% CL, it is not possible to

find a halo function passing through both confidence bands. The situation is very different

for a 3.5 GeV DM particle with exothermic scattering (δ = −50 keV) and a Ge-phobic SI

interaction (fn/fp = −0.8) [180], for which the data sets are compatible. As shown in Fig. 5.3
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the global and CDMS-II-Si alone confidence bands practically coincide.

The drawback of this method is that it cannot provide a quantitative measurement of

the level of incompatibility of the various data sets that comprise the global likelihood. To

address this concern, we have proposed in Section 5 a second method in which we con-

struct a “plausibility region” arising from the global likelihood, using an extension of the

parameter goodness-of-fit test [138, 215, 216], that we refer to as the “constrained param-

eter goodness-of-fit” test. By evaluating the ratio of the global profile likelihood and the

product of the individual profile likelihoods (assuming η̃(v∗) = η̃∗), a plausibility region can

be constructed by grouping together regions of parameter space for which, at each point

(v∗, η̃∗), our observed test statistic has a p-value e.g. ≥ 10%. This p-value was determined

using a probability distribution constructed with Monte Carlo generated data assuming the

true halo function is the constrained best fit η̃cBF of the profile global likelihood, i.e. the halo

function that maximizes the global likelihood subject to the constraint η̃(v∗) = η̃∗. For any

halo function not entirely contained within this plausibility region the data are incompatible

for the assumed DM particle model at the assumed level (e.g. p < 10%). For halo functions

entirely contained within the plausibility region the data sets are compatible at the chosen

level only if the contained best fit at each point within the region are also entirely contained

within the region. We have demonstrated this method for a 9 GeV DM particle scattering

elastically with an isospin conserving coupling and for the aforementioned Ge-phobic par-

ticle candidate. The results are shown in Figs. 5.5 and 5.6 respectively. In the first case

the confidence bands are largely outside the plausibility region, while in the second case

the confidence bands are entirely included in the plausibility region and any halo function

132



entirely contained within the plausibility region lead to a compatibility of the data sets at

the chosen level (p > 10%).

Together these two methods provide complementary assessments of the compatibility of

the data given a particular dark matter model, across the vmin−η̃ halo-independent parameter

space. We expect these tools to prove useful for future direct dark matter searches both to

test compatibility of different data sets as to provide a guidance of which type of halo

functions provide a better or worse compatibility of all the data.
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6 Gamma Rays From Dark Matter Subhalos Revis-

ited: Refining the Predictions and Constraints

6.1 Introduction

A wide range of experimental strategies are being pursued in an effort to observe dark

matter’s non-gravitational interactions and ultimately identify the particle nature of dark

matter. This program includes but is not limited to experiments designed to detect the

scattering of dark matter with nuclei, searches for the annihilation or decay products of

dark matter, and efforts to produce and observe dark matter at accelerators. In all three of

these areas, current experiments are probing important regions of parameter space and are

sensitive to a wide range of well motivated dark matter candidates.

Particularly promising are searches for dark matter utilizing gamma-ray telescopes. Con-

straints from the Fermi Gamma-Ray Space Telescope’s observations of dwarf spheroidal

galaxies [220,221], the Galactic Center [222] and the extragalactic gamma-ray background [223,

224], are each currently sensitive to dark matter particles with masses in the range of ∼10-

100 GeV and annihilation cross sections similar to that naively predicted from thermal relic

abundance considerations, σv ' 2 × 10−26 cm3/s. Furthermore, the excess of GeV-scale

gamma rays observed from the region surrounding the Galactic Center exhibits a spectrum

and morphology that is consistent with the predictions of dark matter particles with a mass

of ∼ 30 − 60 GeV and an annihilation cross section of σv ∼ 10−26 cm3/s [225–234] (for

discussions of other interpretations, see Refs. [235–244]).

Within the standard paradigm of cold and collisionless dark matter, structure forms
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hierarchically, meaning that the smallest halos form first and gradually merge to form larger

systems, including the halos that host galaxies and galaxy clusters [245]. As a consequence

of this process, the dark matter halos that encompass galaxies are predicted to contain large

numbers of smaller subhalos.

In the case of the Milky Way, the largest and most massive subhalos include the known

dwarf galaxies, as well as the Large and Small Magellanic Clouds. This collection of very

massive objects reflects only a small fraction of the subhalo population, however. A much

larger number of subhalos that are too small to capture significant quantities of gas and

form stars are also expected to be present, while remaining invisible to surveys at optical

and other wavelengths. If dark matter particles annihilate with a cross section that is similar

to that naively predicted for a thermal relic, nearby subhalos could be a promising target

for gamma-ray telescopes [246–265].

The most recent catalog released by the Fermi Collaboration (the 3FGL) contains 992

gamma-ray sources that have not been associated with emission observed at other wave-

lengths [266], a small fraction of which could potentially be dark matter subhalos. Recent

studies of the 3FGL identified a subset of 19 bright (Φγ > 7 × 10−10 cm−2 s−1, Eγ > 1

GeV) and high-latitude (|b| > 20◦) sources that show no evidence of variability and exhibit a

spectral shape that is consistent with the predictions of annihilating dark matter [246,247].

From the characteristics of these subhalo candidate sources, limits can be derived on the dark

matter annihilation cross section. Such limits, however, can vary significantly depending on

the assumptions that are made regarding the local abundance of dark matter subhalos and

on the spatial distribution of dark matter within these systems. For example, the limits on
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the dark matter’s annihilation cross section placed in Ref. [246] and Ref. [248] differ by a

factor of a few for most dark matter masses. Actually, there are a number of significant

differences between the analyses of Ref. [246] and Ref. [248] which mitigate their appar-

ent disagreement. Specifically, the mass range analyzed by Ref. [248] extends 2-3 orders

of magnitude above what was used in Ref. [246], and the density profiles and halo-to-halo

variations used in Ref. [246] predict significantly higher gamma-ray fluxes for the same mass

subhalos. The various assumptions entering each of these analyses seem at face value to be

quite reasonable. Consider, for example, the density profiles used to characterize the local

subhalo population. The authors of Ref. [246] adopted density profiles that are described

by an Einasto profile, tidally truncated to remove the outermost 99.5% of a given subhalo’s

mass, Ref. [248] chose instead to adopt a traditional NFW density profile, with concentra-

tions chosen to match the parameters of a given subhalo identified within the Via Lactea II

simulation. In reality, however, it is likely that the true population of nearby subhalos is not

particularly well described by either of these simple halo profile parameterizations.

Ref. [265] has also recently performed a more comprehensive assessment of how various

uncertainties associated with the subhalo distribution and parameterization may effect their

observability with gamma-ray telescopes. In light of the large variability that is produced

from seemingly reasonable assumptions, it has become clear that a focused and self-consistent

analysis of the local subhalo population is necessary before reliable statements can be made

regarding subhalo detectability.

In this paper, we revisit the characteristics of the local dark matter subhalo population,

basing our analysis on the properties of the subhalos identified within the cosmological
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simulations Via Lactea II and ELVIS. We find that the simulated subhalos in the local

region of the Milky Way are generally well characterized by power-law density profiles with

an exponential cutoff. Using this profile parameterization, and accounting for halo-to-halo

variations as determined by the distribution of simulated subhalos, we estimate the number

of subhalos that could be observed by the Fermi Large Area Telescope (Fermi-LAT) and

use this information to place constraints on the dark matter’s annihilation cross section.

We also calculate the fraction of the observable subhalos that will be spatially extended

at a level potentially discernible to experiments such as Fermi, providing us with a way of

discriminating a dark matter subhalo population from a collection of point-like gamma-ray

sources.

6.2 Subhalo Populations in Cosmological Simulations

Various groups have utilized Fermi’s catalog of unassociated gamma-ray sources to derive

limits on the dark matter annihilation cross section [246, 248, 249,267]. The results of these

studies, however, vary considerably depending on the assumed characteristics of the local

subhalo population. Among the least understood characteristics, is the response of the

subhalo density profile to extreme tidal forces.

There have been numerous attempts to study the intimate details of the subhalo radial

density profile (e.g. see [264,268–286] for an incomplete list). Specifically, these studies have

largely focused on using either high-resolution simulations or semi-analytic tools to study

the process by which tidal forces of the host halo disrupt the subhalo’s density distribution.

By analyzing the distribution of test particles within the tidally disrupted subhalos, various
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groups (see e.g. [271, 272, 280]) have derived modified profiles, often taken to be extensions

of the canonical NFW profile, that characterize the resolved subhalo profile as a function of

e.g. mass, location, orbit, merger history, etc.

More recently, attempts have been made to simplify the characterization of these subha-

los for the more practical purpose of implementing these modifications into calculations. For

example, Ref. [286] attempted to characterize the subhalo population identified in the Via

Lactea II and ELVIS simulations using an NFW profile, but with concentration parameters

that were dependent on both the subhalo mass (or maximum circular velocity) and the loca-

tion of the subhalo relative to the host center. This was done for the purpose of calculating

boost factors.

Here in Sec. 6.2, we take a similar approach to [286], in that we adapt a more generalized

parameterization of subhalos identified in the Via Lactea II and ELVIS simulations for the

purpose of assessing the impact that tidal stripping has on the observability of subhalos. The

primary difference between our approach to characterizing these subhalos and that of [286],

is that we relax the assumption that tidally stripped halos are well-described by an NFW

profile, and instead attempt to parametrize density distributions with a mass and location

dependent profile. Thus, by deriving subhalo characteristics and distributions from a fixed

set of simulations, we attempt here to provide a more self-consistent and reliable description

of the observability of dark matter subhalos.
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6.2.1 The Via Lactea II and ELVIS Simulations

In an effort to characterize the population of dark matter subhalos located within the local

volume of the Milky Way, we utilize the publicly available data from the Via Lactea II

(VL-II) [287] and ELVIS [288] cosmological simulations. The VL-II simulation contains

over 1 billion particles, each with a mass of 4.1 × 103M�, and identifies approximately

20, 000 subhalos with a maximum circular velocity, vc,max, greater than 4 km/s. Since we

are interested here in subhalos residing within Milky Way-like halos, we have chosen to

restrict our attention to those subhalos that are located within 300 kiloparsecs (kpc) of the

center of the host halo. Furthermore, in order to minimize the impact of thresholds and other

ambiguities associated with subhalo identification and characterization, we limit our analysis

to those subhalos that consist of 100 or more particles. These cuts reduce the number of

VL-II subhalos used in our analysis to 5, 268.

The ELVIS suite consists of 48 simulated halos, each comprised of at least 53 million

particles with masses of 1.9 × 105M�. Half of these simulations are of paired galaxies,

intended to be representative of the Milky Way-Andromeda system in both mass and phase

space. Three high-resolution simulations were performed on isolated halos (in addition to

the aforementioned 48) with a particle mass of 2.35 × 104M�. In our analysis, we consider

those subhalos that are comprised of at least 100 particles and with vc,max > 8 km/s in the

paired and isolated simulations, and vc,max > 4 km/s in the high-resolution simulations. As

with VL-II, we have restricted our attention to subhalos that are located within 300 kpc of

the nearest host halo’s center, leaving us with a total of 26, 048 subhalos from among the

suite of ELVIS simulations.
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For each subhalo found in either simulation catalogue, we extract vc,max, the radius at

which maximum circular velocity occurs, Rv,max, and the total gravitationally bound mass

(each evaluated at z = 0). It is well known that the velocity profiles and concentrations

of the subhalos extracted from dark matter simulations depend on the precise values of the

adopted cosmological parameters. Ref. [289] derived a scaling relation for Rv,max (at fixed

vc,max) on the cosmological parameters σ8 and ns, based on the results of various cold DM

simulations. Specifically, they found the following:

Rv,max ∝ (σ8 5.5ns)−1.5 . (6.1)

Since the cosmological parameters adopted by VL-II and ELVIS are based on WMAP-3

(σ8 = 0.74, ns = 0.951) and WMAP-7 (σ8 = 0.80, ns = 0.963), respectively, we have rescaled

both to the latest results from the Planck Collaboration (σ8 = 0.82, ns = 0.967) [32].

6.2.2 The Dark Matter Profiles of Simulated Subhalos

Here, we investigate the distribution of dark matter in subhalos identified within the VL-II

and ELVIS simulations. Specifically, for each subhalo, we considered various parameteri-

zations of the density profile and determined which can provide good agreement with the

simulated values of vc,max, Rv,max, and the total gravitationally bound mass.11

After determining that the subhalo profile parameterizations adopted in both Refs. [246,

249] and Ref. [248] provide poor fits to the subhalos located near the center of the host halo,

11Although we would ideally like to extract information for the r < Rv,max region of a given subhalo,
statistical limitations make this impractical in most cases. We focus here on the values of the more reliably
determined quantities, vc,max, Rv,max, and Mtot.
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we further considered a doubly-generalized NFW profile of the following form:

ρ(r) =
ρs(

r
rs

)γ1 ( r
rs

+ 1
)γ2 , (6.2)

where the case of a canonical NFW profile is recovered for γ1 = 1 and γ2 = 2. For those

subhalos located in the outer regions of a host halo, we found that this parameterization

could in most cases be tuned to match the characteristics found in the simulations. But for

subhalos located within the innermost few tens of kiloparsecs of their host halo, we found

that this class of profile shapes could generally not simultaneously accommodate both the

mass contained within Rv,max (i.e. M(< Rv,max)) and the total mass, Mtot, of the subhalo (for

any profile with γ1 > 0). We attribute the inability of the doubly-generalized NFW profile

to describe these subhalos to the effects of tidal stripping, which are more pronounced in

high density environments.

Next, inspired by Ref. [272] (see also Ref. [278]), we considered the following density

profile for the local population of tidally truncated subhalos:

ρ(r) =
ρ0

rγ
exp

(
− r

Rb

)
. (6.3)

For nearly all of the simulated subhalos considered in this analysis, we are able to identify

choices of γ and Rb that can simultaneously accommodate the reported values of both M(<

Rv,max) and Mtot.

Our goal in this work is to identify the properties and distributions of the local subhalo

population. Unfortunately, there are simply not enough subhalos in the inner tens of kilo-
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parsecs to meaningfully extract properties exclusively from this sample. We approached this

problem by identifying trends in the behavior of γ and Rb as functions of the total subhalo

mass and the distance to the center of the host halo. This was accomplished by dividing

subhalos into four mass bins, and then dividing each mass bin into four bins that differentiate

halos by their distance to the Galactic Center. Bin sizes were chosen in such a way that

each bin contains an approximately equal number of subhalos. Scatter plots of these best-fit

values are shown in Figs. 6.1 and 6.2.

As the result of tidal stripping, one can see in Fig. 6.2 that the average value of Rb

decreases with proximity to the center of the host halo. This result is consistent, for example,

with the recent findings of Ref. [286] (see also e.g. [271, 280]). Perhaps less anticipated is

that the average inner slope, γ, is also found to be lower for those subhalos located near the

Galactic Center.

To parameterize the distribution of the values of γ at Earth’s location, we adopt a

generalized normal distribution:

dP

dγ
=

1√
2π

1

σ − κ(γ − 〈γ〉) exp

(
− ln2(1− κ(γ − 〈γ〉)/σ)

2κ2

)
, (6.4)

where 〈γ〉 is the median value of γ, and σ and κ are parameters which jointly characterize the

width and skew of the distribution 12. Note that this distribution is defined on the domain

γ < σ/κ + 〈γ〉. For each bin in subhalo mass and Galactic Center distance, we find the

values of 〈γ〉, σ and κ which provide the best fit to the simulated dataset. Examples of the

12For clarification, the width and skew are not characterized by σ and κ, respectively, but rather are more
complicated functions of both of these parameters.
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Figure 6.1: The best-fit values found for the inner slope, γ, for subhalos in the Via Lactea-II
(red circles) and ELVIS simulations (green triangles), adopting a profile of the form ρ(r) =
ρ0 r

−γ exp(−r/Rb). Results are presented as a function of the distance of the subhalo to
the center of the host halo, with each frame corresponding to subhalos in a different mass
range. The solid line denotes the power-law trend for the median value of this parameter
(the equations for which are given in each panel, denoted γ(d)), while the error bars depict
the range of values found among the central 68% of subhalos in each of four distance bins.
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Figure 6.2: As in Fig. 6.1, but for the parameter Rb, where ρ(r) = ρ0 r
−γ exp(−r/Rb). As

a result of tidal stripping, the average value of Rb decreases with proximity to the center
of the host halo. In each bin, we display the median best fit value of Rb, i.e. 〈Rb〉, and
68% containment region for each bin (denoted with a black ‘x’ and vertical black lines
respectively). The power law fit used to extrapolate the median Rb values is shown in each
panel, and is denoted Rb(d).
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Figure 6.3: The distribution of the inner slope (left) and exponential scale radius (right) for
subhalos in the ELVIS and Via Lactea II simulations, for subhalos with masses in the range
of (2−5)×107M� and at various distances from the Galactic Center (GCD). The green line
in each frame depicts the best-fit generalized normal (left) or lognormal (right) distribution.
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Figure 6.4: Comparison of best-fit parameters (top) γ and Rb to VL-II (red circles) and
ELVIS subhalos (green triangles) and ‘fake’ subhalos (bottom, blue) derived using random
draws from Eq. (6.5) and Eq. (6.4). Analysis is shown for subhalo masses between 4.1× 105

and 4× 106M�, and for GCD ranges [59, 87] kpc (left) and [87, 118] kpc (right).
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Figure 6.5: Left: The best-fit power law for the exponential scale parameter, Rb, as a
function of subhalo mass, as determined from the ELVIS and Via Lactea II simulation data,
for subhalos located 8.5 kpc from the Galactic Center. Right: The median inner slope, γ,
as determined from the ELVIS and Via Lactea II simulation data, for subhalos located 8.5
kpc from the Galactic Center as a function of the subhalo mass. In each frame, the shaded
regions depict the 68% and 95% containment contours.

fitted distributions are shown for in the left panel of Fig. 6.3 for subhalo masses in the range

of (2− 5)× 107M� and various ranges of distance to the Galactic Center. For a fixed mass

range, we fit a power law to the median value of gamma as a function of Galactic Center

distance (the resultant fit equations for 〈γ〉 are given in each panel of Fig. 6.1), as well as

to the γ values demarcating the edges of the 68% containment region γ+,−
68 — defined as the

values of γ satisfying
∫ γ+68
〈γ〉 dP/dγ = 0.34 and

∫ 〈γ〉
γ−68

dP/dγ = 0.34. The median local value

of γ for a given range of subhalo masses is then determined using this power law fit. The

equations defining the median power law fits for each mass range are provided in Fig. 6.1.

For each mass bin, the values of σ and κ characterizing the distribution in γ are determined

by requiring γ+,−
68 equal the values determined by their respective power law extrapolations.

Note that we take this approach, rather than attempting to extrapolate σ and κ directly,

because there does not appear to be an obvious trend in either of these variables (this is
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a consequence of the fact that these variables do not independently correspond to physical

features of the distribution). This procedure results in local γ distributions for each of the

4 distinct mass intervals. The median local value of gamma for each mass range, as well

as the extrapolated γ+,−
68 values, are shown in the right panel of Fig. 6.5. Since this figure

does not reveal any clear trend in the median value or in distribution of γ as a function of

subhalo mass, we parameterize the local γ distribution as being independent of the subhalo

mass, with values of 〈γ〉, σ, and κ set to be the median of the local fits shown in Fig. 6.5

(the parameters of which are provided in Fig. 6.5).

Similarly, to characterize the distribution of Rb we adopt a log-normal distribution:

dP

dRb

=
1

σ
√

2π

1

Rb

exp

(
− (lnRb − ln〈Rb〉)2

2σ2

)
, (6.5)

where 〈Rb〉 is the median value of Rb, and σ is the width of the distribution. Once again, we

find the values of 〈Rb〉 and σ which provide the best fit to the simulated dataset in each bin

in subhalo mass and Galactic Center distance. We find that the value of σ is not dependent

on the subhalo mass or Galactic Center distance, and thus we average the preferred value

across all bins. Examples of the fitted distributions are shown for in the right panel of

Fig. 6.3 for subhalo masses in the range of (2 − 5) × 107M� and various ranges of distance

to the Galactic Center. The local median value of Rb for each mass bin is determined using

the power law fits to the median Rb value of each bin, shown in Fig. 6.2 (these equations are

also provided in Fig. 6.2 for each mass interval). The local 〈Rb〉 fit and 68% containment

regions for each subhalo mass bin are shown in the left panel of Fig. 6.5. We find that
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the mass dependence of the exponential scale parameter is well described by a power-law,

with 〈Rb(M)〉 ∝ M0.421. We thus use this power law, along with the averaged σ value,

to characterize the mass dependence of the local distribution of Rb (the final parameters

characterizing this distribution are provided in left panel of Fig. 6.5). We have verified that

our derived distributions in both Rb and γ are relatively insensitive to the choice of binning.

To address possible correlations between Rb and γ that are not captured by our one

dimensional parameterizations, we compare in the Rb − γ plane the VL-II and ELVIS best-

fit parameters to the best-fit parameters that would be derived from randomly drawing values

of Rb and γ from Eq. (6.5) and Eq. (6.4), assuming subhalo characteristics (mass and GC

distance) are identical to those of the VL-II and ELVIS subhalos. The result of this test

is shown in Fig. 6.4 for two different bins. The independent extrapolations appear to do a

very reasonable job of capturing the subhalo properties. Fig. 6.4 does suggest, however, that

our distributions may slightly over-estimate the number of small-γ large-Rb subhalos and

the number of large-γ small-Rb subhalos. It is difficult to the assess the overall impact of

this mis-modeling given that these overestimations lead to opposite effects. In Sec. 6.3.4 we

will demonstrate the extent to which reducing halo-to-halo variations impacts the number of

observable subhalos; from there, one many attempt to infer the effect that this mis-modeling

may have on the derived limits.

If Fig. 6.6, we compare the median subhalo density profiles adopted in Ref. [246] (black),

Ref. [248] (magenta), and as derived in this study (blue), for subhalos ranging in mass from

104M� to 107M�. As the volume integral of the NFW profile adopted in Ref. [248] yields

a subhalo mass that exceeds that reported by VL-II, we take the outer regions of the dark
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Figure 6.6: A comparison of the median density profiles adopted in Ref. [246] (black),
Ref. [248] (magenta), and as derived in this study (blue) and for subhalos of four different
masses.

matter distribution to be unspecified in this case. To convey this, we plot this profile as a

solid line only within the radius that contains the mass reported by VL-II, and as a dashed

line beyond this point.13

In order to predict the number of subhalos that could be observed by Fermi-LAT, one

needs not only the shapes of the subhalo density profiles, but also the local number density

13We note that Ref. [248] does not explicitly state how they reconstruct density profiles at fixed subhalo
mass from the extracted VL-II simulation results. The curves shown here are the result of a cubic spline
interpolation function fit to lnRv,max(lnM) and ln vc,max(lnM) in the mass range where VL-II can resolve
subhalos, and that we extrapolate to lower masses using a power law fit. The results obtained in this fashion
appear to be quite similar to those presented in Ref. [248].
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Figure 6.7: Left: The number of subhalos per unit mass within 300 kpc of the host halo’s
center as found in the ELVIS suite of simulations. The red line represents the best-fit power-
law for subhalos with mass between 108 and 1010M�. Right: The number of subhalos per
unit volume in the ELVIS simulations for subhalos with masses between 108 and 1010M�.
The red line depicts the best-fit Einasto profile for this subhalo distribution. At a distance
of 8.5 kpc from the center of the host halo, this corresponds to a local population described
by dN/dMdV = 628 kpc−3M−1

� × (M/M�)−1.9.

of subhalos of a given mass. In the left panel of Fig. 6.7, we plot the number of subhalos

in the ELVIS simulation per unit subhalo mass as a function of subhalo mass. For masses

above 108M�, we find that this distribution is well fit by dN/dM ∝M−1.9, consistent with

previous literature [287,288,290,291]. Although the distribution appears to depart from this

power-law at lower masses, we attribute this to the finite resolution of the ELVIS simulation.

In the right panel of Fig. 6.7, we plot the number density of subhalos as a function of the

distance to the host center. Consistent with Refs. [290, 291], we find that this distribution

is well-characterized by an Einasto profile. We use the fitted Einasto profile rather than

the histogram itself to extract the local number density to avoid sensitivity to the choice of
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binning. This allows us to derive the following distribution for the local subhalo population:

dN

dMdV
=

628

M� kpc3

(
M

M�

)−1.9

. (6.6)

In principle, a complete subhalo analysis would use the full radial dependence of the sub-

halo number density. However, we find that for the cross sections considered, effectively all

observable subhalos reside very near to Earth where the subhalo number density is approx-

imately constant. Note that had we considered more massive subhalos (e.g. dwarf galaxy

sized objects), this would no longer have been the case and the radial dependence of the

number density would be important. We thus approximate the number density as a location

independent function using Eq. (6.6). We caution the reader that while this approxima-

tion is not thought to introduce significant error, it is possible that it results in a slight

overestimation of the number of observable subhalos.

In the following section, we will use this subhalo distribution, along with the afore de-

scribed distribution of subhalo density profiles, to calculate the gamma-ray luminosity func-

tion of local subhalos, and in turn the number of such subhalos that are predicted to be

detectable to Fermi and other gamma-ray telescopes.
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6.3 Detecting Dark Matter Subhalos With Gamma-Ray Telescopes

6.3.1 Gamma-Rays from Dark Matter Subhalos

A given subhalo will generate a gamma-ray flux that is given by:

Φγ =
〈σv〉Nγ

8πm2
χD

2

∫
ρ2(r) dV, (6.7)

where 〈σv〉 is the dark matter’s thermally averaged self-annihilation cross section, Nγ is the

number of gamma rays produced per annihilation, mχ is the dark matter mass, D is the

distance to the center of the subhalo, and ρ(r) is the density profile of the subhalo. For a

given dark matter mass and annihilation channel, we calculate Nγ using Pythia 8 [292].

From the elements described in the previous section, we can calculate the number of

subhalos that yield a gamma-ray flux above a given flux threshold, ΦThresh:

Nobs = Ω

∫ ∫ ∫ ∫
D2 dN

dMdV

dP

dγ

dP

dRb

Θ[Φγ(M,D,Rb, γ)− ΦThresh] dM dD dRb dγ,

(6.8)

where dN/dMdV is the local subhalo number density per unit mass (Eq. 6.6) and dP/dγ

and dP/dRb are the generalized normal and lognormal distributions for the parameters γ

and Rb, respectively (Eqns. 6.4 and 6.5). The quantity Ω is the solid angle observed, which

in the case of |b| > 20◦ corresponds to 4π(1 − sin 20◦). We choose to limit the parameter

γ to the range of 0 to 1.45, re-normalizing the distribution such that
∫ 1.45

0
(dP/dγ) dγ = 1.
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This is done for two reasons. First, subhalos with γ < 0 are unlikely to be physical, as there

are no mechanisms at play in these dark matter only simulations which should cause the

density profile to increase as a function of radius. Note that this truncation occurs only at

the far tail of the distribution, resulting in a small effect. The far more important effect is

truncating γ > 1.45. The density integral in Eq. (6.7) is divergent for γ ≥ 1.5. This is not

to say such halos cannot be physical, only that the density distribution must develop a core

at some inner radii. In order to avoid having to specify the specific nature of such a core,

we remove this part of the distribution. This truncation is conservative as subhalos with

larger γ produce a noticeably larger flux, and are thus more observable. In order to compare

our calculations to the list of subhalo candidates in the 3FGL gamma-ray source catalog as

presented in Ref. [246], we adopt a value of ΦThresh = 7× 10−10 cm−2 s−1 and consider only

photons with energies above 1 GeV. We restrict our attention to subhalos with masses below

107M� to avoid the inclusion of any dwarf galaxies and treat the minimum subhalo mass as

a free parameter.

We note that because our analysis focuses on local subhalos and explicitly approximates

the subhalo number density as independent of GC distance, log10(Nobs) ∝ 3
2

log10(〈σv〉). This

scaling relation differs from various published results, particularly for analyses that include

dwarf-sized objects (see e.g. Fig. 5 of Ref. [248] and Fig. 9 of Ref. [293]). This is because

dwarf-sized objects can be observed at much larger distances where the constant number

density approximation may no longer be valid.
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6.3.2 Placing Constraints on the Dark Matter Annihilation Cross Section

Analyses of the unidentified sources in Fermi’s 3FGL catalogue have identified 19 bright

(Φγ > 7× 10−10 cm−2 s−1 ), high-latitude (|b| > 20◦) sources with no evidence of variability

and which exhibit a spectral shape consistent with annihilating dark matter [246, 247].14

In this subsection, we will use the observed number and characteristics of these subhalo

candidates to place upper limits on the dark matter annihilation cross section.

Following the approach of Ref. [246], we calculate the χ2 associated with the fit of a

given dark matter model to the spectrum of each subhalo candidate, and define the weighted

number of sources (WNS) to be twice the sum of the p-values associated with the fit, i.e.

WNS ≡ 2
∑

i

pi = 2
∑

i

∫ ∞

χ2
obs,i

fk(x) dx (6.9)

(refer to the left panel of Fig. 10 in Ref. [246] for result). Here, pi is the p-value associated

with source i, fk(x) is the χ2 distribution function for k degrees of freedom, and χ2
obs,i is the

observed chi-square value of source i. We then apply Poisson statistics to the WNS to place

a 95% upper limit on the annihilation cross section, for a given value of the dark matter

mass and annihilation channel.

In Fig. 6.8, we plot the upper limit derived for dark matter annihilating to bb̄ (purple).

The upper (lower) boundary of this band represents the limit obtained assuming a minimum

subhalo mass of 105M� (10−5M�). We also show in this figure the limits that would have

been obtained if no subhalo candidate sources had been detected (zero weighted sources).

14The 19 subhalo candidates are the same as those listed in Ref. [246], after removing the five sources that
have more recently been associated with emission at other wavelengths [247].
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Figure 6.8: The 95% confidence level upper limit on the cross section for dark matter
annihilation to bb̄ as derived from the unassociated gamma-ray source population presented
in Ref. [246] (purple). Also shown are the limits that would have been derived if no subhalo
candidates been observed (grey).

As a benchmark, we plot as a dashed horizontal line the cross section associated with dark

matter in the form of a simple thermal relic. In Fig. 6.9, we show the 95% upper limits for

dark matter annihilating to various final states (bb̄, cc̄, τ+τ−, ZZ or W+W−), adopting a

minimum mass of either 10−5M� (left) or 105M� (right).

In Fig. 6.10, we compare the limits on the annihilation cross section derived in this

study to those previously obtained from Fermi’s observations of dwarf galaxies (short-dashed

blue) [220], the Galactic Center (long-dashed magneta) [222] and the isotropic gamma-ray

background (dot-dashed green) [223]. Although the limits from subhalo searches are some-

what weaker than those derived from these other observational targets, they are reasonably

competitive and highly complementary.
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Figure 6.9: The 95% confidence level upper limit on the dark matter annihilation cross
section for various annihilation channels, adopting a minimum subhalo mass of 10−5M�
(left) or 105M� (right).

6.3.3 Prospects for Detecting Spatial Extension

Thus far our discussion has been restricted to the detection of dark matter subhalos as point-

like gamma-ray sources. Of those subhalos detectable by Fermi, however, the most massive

and nearby may be discernibly spatially extended, potentially enabling one to distinguish a

dark matter subhalo from a pulsar, blazar, or other gamma-ray point source. The unambigu-

ous observation of a spatially extended gamma-ray source with no corresponding emission

at other wavelengths would constitute a smoking gun for annihilating dark matter [247].

To quantify the degree of spatial extension of the gamma-ray emission from a dark matter

subhalo, we introduce the parameter, σ68 , defined as the angular radius which contains 68%
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Figure 6.10: A comparison of the 95% confidence level upper limits on the dark matter
annihilation cross section placed from gamma-ray searches for subhalos (solid black) and
gamma-ray observations of dwarf galaxies (short-dashed blue) [220], the Galactic Center
(long-dashed purple) [222] and the isotropic gamma-ray background (dot-dashed red) [223].
Here we have adopted a minimum subhalo mass of 10−5M� and consider the representative
case of annihilations to bb̄.
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Figure 6.11: The 68% containment radius, σ68 , as a function of the distance to a given
subhalo, for five values of the subhalo mass.

of the total photons from the source:

∫ σ68
0

ρ(r)2 dl
∫ θmax

0
ρ(r)2 dl

= 0.68, (6.10)

where the integrals are performed over the line-of-sight, and θmax is the angular radius

encompassing the full extension of the subhalo. Given the point spread function of Fermi,

a bright unassociated source can be potentially identified as spatially extended if σ68
>∼

O(0.1◦) [247]. In the case of bright point-like gamma-ray sources, Fermi can typically place

upper limits on the degree of spatial extension at approximately the same level.

In Fig. 6.11 we plot σ68 as a function of the distance to a given subhalo, for five values

of the subhalo mass and assuming a density profile as described by Eq. 6.3 (with Rb and γ

set to their median values). This illustrates that in order for an observable subhalo to have
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Figure 6.12: Left: The fraction of subhalos with spatial extension greater than 0.1◦ (purple)
and 0.3◦ (yellow) as a function of minimum gamma-ray flux (above 1 GeV) and annihilation
cross section. Results are shown for a dark matter particle with a mass of 100 GeV (solid) and
10 GeV (dashed), and for the case of annihilations to bb̄. Right: Total number of observable
subhalos as a function of minimum gamma-ray flux (above 1 GeV) and annihilation cross
section, for σmin = 0 (i.e. point-like and extended, thin black), σmin = 0.1◦ (purple), σmin =
0.3 (yellow). As in the left panel, results are shown for a dark matter particle with a mass
of 100 GeV (solid) and 10 GeV (dashed), and for the case of annihilations to bb̄.

potentially discernible extension (σ68
>∼ 0.1◦), it must be very massive, very nearby, or both.

In the left panel of Fig. 6.12, we plot the fraction of subhalos for which σ68 > 0.1◦ (purple)

or σ68 > 0.3◦ (yellow), as a function of the minimum gamma-ray flux and annihilation cross

section. Results are shown for dark matter with a mass of 100 GeV (solid) or 10 GeV

(dashed), and for the representative case of annihilations to bb̄. The right panel of Fig. 6.12

shows the total number of observable subhalos for these same candidates and minimum

σ68 values, and compares this result with the total number of predicted subhalos (shown in

black). For dark matter particles in this mass range and with an annihilation cross section of

〈σv〉 = 2.2×10−26 cm3/s, we predict that approximately 10-20% of subhalos with a gamma-

ray flux above 10−9 cm−2 s−1 will be extended at a level of σ68 > 0.3◦ and that 40-55% will be

extended at σ68 > 0.1◦. This can be directly compared to the degree of extension observed
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among those subhalo candidate sources observed by Fermi.

A recent analysis of the 12 brightest (Φγ > 10−9cm−2s−1) dark matter subhalo candidates

in the 3FGL catalog found that three of these sources prefer a spatially extended morphology

at a level of 2∆ lnL > 4, corresponding to>∼ 2σ significance [247]. These three sources (3FGL

J2212.5+0703, 3FGL J1119.9-2204, and 3FGL J0318.1+0252) were found to be best-fit by

extensions of σ68 = 0.25◦, 0.07◦ and 0.15◦, respectively. The other nine sources in this

sample showed little or no preference for spatial extension. Given the upper limits placed on

the spatial extension of these twelve sources, eleven require σ68 < 0.3◦ while seven require

σ68 < 0.1◦ (at the 95% confidence level). While this manuscript was being considered for

publication, Ref. [294] identified an additional unassociated gamma-ray source with ' 5σ

preference for a spatial extension of σ ' 0.1◦. This is particularly interesting in light of

the fact that the estimated background from overlapping point sources is O(2%) per source.

Assessing the consistency of subhalo interpretations of these sources will be of interest in the

future as the uncertainties entering subhalo analyses are further reduced.

According to the analysis of Ref. [247], none of Fermi’s subhalo candidates are compatible

with extension greater than σ68 > 0.31◦. We can use this fact, in conjunction with the

predicted distribution of subhalo extensions, to place an upper limit on the dark matter

annihilation cross section. In Fig. 6.13, we plot the 95% upper limit derived from the

non-observation of sources with spatial extension σ68 greater than 0.31◦ (green), for the

case of annihilations to bb̄ and a minimum subhalo mass of 105M�. For comparison, we

also show in this figure the limit derived from point-like sources (long dashed), assuming

the same annihilation channel and minimum subhalo mass. The limit derived from the
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Figure 6.13: The 95% upper limit on the dark matter annihilation cross section for an-
nihilation into bb̄ derived from the non-observation of extended gamma ray sources with a
flux above 10−9cm−2s−1 and a spatial extension σ68 greater than 0.31◦ (solid green). Shown
for comparison are the limits derived from the total number of subhalo candidate sources as
depicted in right panel of Fig. 6.9 (dashed black).
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non-observation of spatially extended sources (with σ68 > 0.31◦) is somewhat weaker than

that based on the total number of sources observed. That being said, as Fermi and other

gamma-ray telescopes continue to accumulate catalogs of dark matter subhalo candidate

sources, spatial extension will be essential for distinguishing any subhalo population from

other gamma-ray source classes.

6.3.4 Uncertainties

Thus far in this study, we have not addressed the many uncertainties involved in our calcu-

lations. In this section, we will discuss the most important of these uncertainties and their

likely impact on our results and conclusions.

We begin by considering the density profiles of the local subhalo population. With an

ideal suite of numerical simulations, one could fully resolve the profiles of individual subhalos

over a wide range of scales and masses. Current simulations, however, lack the resolution

to probe the inner regions such subhalos, making it difficult to distinguish between different

functional forms that might describe the distributions of dark matter in these systems. We

also note that current simulations are not able to resolve any small-scale structure that may

be present within a given subhalo, potentially inducing a boost factor to the annihilation

rate in a given subhalo. Throughout this analysis, we have conservatively chosen to neglect

any boost factors to the annihilation rate.

Arguably, the most significant assumption we have made in our analysis is that the

distributions of the parameters γ and Rb which describe the local subhalo population can

be safely extrapolated from the distributions describing the subhalos located throughout
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the larger volume of the host halo. While the distributions of the simulated subhalos do

appear to present a clear trend with respect to subhalo location with the host halo, there

are simply not enough simulated subhalos in the inner tens of kiloparsecs to extract these

parameters and distributions without relying on such an extrapolation. Despite the fact that

it is difficult to meaningfully assess the uncertainty associated with our extrapolations of the

distributions in γ and Rb, it is important to understand the impact of halo-to-halo variations

on predictions for the observability of subhalos. To address this question, we plot in Fig. 6.14

the limits that would be derived should the value of σ characterizing of the distribution in

γ (purple) and Rb (blue) be reduced by a factor of
√

2, assuming annihilations to bb̄ and a

minimum subhalo mass of 105M�. We emphasize that there is no meaningful justification

for the assumed values of σ shown in Fig. 6.14, but rather have included this figure to better

understand how decreasing halo-to-halo variations can alter the derived limits. We believe

that a proper understanding of these variations for the local population is instrumental for

making concrete predictions of the observability of dark matter subhalos. Ideally, as the

statistics associated with such simulations continue to improve, we hope to eventually be

able to rely exclusively on simulated subhalos located in the inner regions of their host halo,

eliminating the need for extrapolations in these distributions and leading to a more stable

understanding of dark matter subhalos.

Similar to how current simulations tell us very little about the small scale structure of

dark matter halos and subhalos, they are also not generally capable of revolving the lowest

mass subhalos. Below roughly 106 to 108M�, we are forced to extrapolate the characteristics

of the local subhalo population, both in terms of the number density and mass distribution
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Figure 6.14: The 95% confidence level upper limit derived on the cross section for dark
matter annihilating to bb̄, varying independently the variance in Rb (short dashed, blue)
and γ (long dashed, purple). Results are compared with the standard analysis (black).
Calculations assume a minimum subhalo mass of 105M�.

of such subhalos (see the left frame of Fig. 6.7), and in terms of the distributions of the halo

parameters γ and Rb (see Fig. 6.5). Given that the subhalo distribution extends to masses

as low as ∼10−8 to 10−3M� for typical WIMPs [282,295–297], even modest departures from

this extrapolation can have a non-negligible impact on the predicted number of observable

subhalos. Some simulations actually suggest that the density profiles of the smallest scale

subhalos may actually have much steeper inner slopes (with γ ' 1.3−1.5), potentially mak-

ing our extrapolations slightly conservative [264, 282]. To assess the uncertainty associated

with the distribution of subhalos, we plot in Fig. 6.15 the upper limit on the dark matter

annihilation cross section when we change the power-law slope of the subhalo mass distri-

bution over the range of -1.8 to -2.0 (in our earlier calculations, we adopted a value of -1.9;
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Figure 6.15: The 95% confidence level upper limit derived on the cross section for
dark matter annihilating to bb̄, varying the exponent of the subhalo mass distribution
dN/dMdV ∝ Mβ (see Eq. 6.6) between β = −1.8 (upper boundary) and β = −2.0 (lower
boundary), and adopting a minimum subhalo mass of 10−5M�. The solid black contour
represents the limit for our default value of β = −1.9.

see Eq. 6.6) [287,288,298,299]. Here, we have adopted a minimum subhalo mass of 10−5M�

and again have considered the representative case of annihilations to bb̄. This range of limits

can vary by a factor of up to ∼2 (in either direction) from those presented in the left panel

of Fig. 6.9.

Finally, we would like to emphasize that our results are based on the subhalo popula-

tions generated in dark matter-only simulations. As the physical effects of baryons in the

Milky Way are not captured in such simulations, our results do not take into account the

gravitational potential of our Galaxy’s stars, gas and dust. In recent years, there has been

considerable progress in understanding the impact of baryons on the evolution of dark matter

structure in Milky Way-like systems. In particular, some groups have attempted to capture
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the effect of the baryonic disk on the evolution of structure in the Milky Way without re-

sorting to a full hydrodynamical treatment, but instead by artificially introducing a disk

potential. Some of these simulations (utilizing either an artificial disk potential or a fully

hydrodynamical approach) have shown that the presence of such a disk may non-negligibly

reduce the local density of subhalos. For example, Refs. [299] and [300] each find that bary-

onic effects reduce the local number density of subhalos by a factor of approximately ∼2

(see also e.g. [291, 293, 301]). Depending on how these baryonic effects impact the shape

of the surviving subhalo density profiles, they could have a wide range of possible impacts

on the resulting cross section constraints. Until such hydrodyamical effects are able to be

reliably implemented with higher resolution, it will be difficult to assess their impact on the

observability of the nearby dark matter subhalo population.

While this manuscript was being prepared for journal publication, a study attempting

to address the baryonic impact of subhalo detectability was released [293]. Ref. [293] found

a minimal impact on subhalo detectability between hydrodynamical and dark matter only

simulations. We do note, however, that the conclusions of [293] using the results of dark

matter-only simulations differ slightly from the results shown here15. We attribute this

difference primarily to the adopted subhalo parameterization.

Taking the impact of these various uncertainties together, we conclude that the predicted

number of observable subhalos could quite plausibly vary from those values presented here by

a factor of a few in either direction. Only with improvements in the resolution of numerical

simulations (both dark matter-only and hydrodynamical simulations) will such predictions

15Ref. [293] bases their dark matter-only results on the ∼ 1200 subhalos identified in the AQ08 simula-
tion [290], and adopts an analysis comparable to that of [248].
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be able to be placed on firmer footing, allowing one to establish more robust limits on the

dark matter annihilation cross section.

6.4 Summary and Conclusion

In this paper, we have revisited constraints on the dark matter annihilation cross section

derived from searches for dark matter subhalo candidates among Fermi’s list of unassociated

gamma-ray sources. We have based our calculations on the properties of over 30, 000 subhalos

identified within the Via Lactea-II and ELVIS simulations, which we used to constrain the

density profiles and the mass distribution of the local subhalo population.

The density profiles of subhalos located within the innermost tens of kiloparsecs of a

given host halo are significantly altered as a result of tidal stripping, and in most cases

cannot be described by a traditional NFW profile. Instead, we find that these subhalos are

well characterized by a power-law profile with an exponential cutoff. While the inner slope

of these profiles is largely independent of the subhalo mass (consistently featuring a median

value of 〈γ〉 ' 0.74), the median cutoff radius is a function of mass. Using simulated subhalos

from the ELVIS and Via Lactea-II simulations, we fit the distributions of these parameters

as a function of the subhalo’s mass and distance to the center of the host halo. From this

information, we deduce the characteristics of the local subhalo population and calculate the

dark matter annihilation rate within this collection of objects, determining the number of

subhalos that will appear to Fermi as bright gamma-ray sources.

The limits on the dark matter annihilation cross section that have been derived in this

study are somewhat weaker (by a factor of ∼2-3) than those presented previously by Bertoni,
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Hooper and Linden [246], and somewhat stronger than those later presented by Schoonenberg

et al. [248].

We have also calculated the fraction of gamma-ray bright subhalos that are predicted to

have discernible spatial extension to a telescope such as Fermi. Such information provides an

important test, enabling us to potentially distinguish a dark matter subhalo from a point-like

astrophysical source, such as a radio-faint pulsar. We find that for typical WIMPs, roughly

10-50% of gamma-ray bright subhalos will be discernibly extended to Fermi, depending on

the value of the dark matter’s mass and annihilation cross section. This is particularly

interesting in light of recent evidence for spatial extension among several of Fermi’s subhalo

candidates [247, 294]. The results presented here are compatible with the possibility that a

significant fraction of these candidate sources could, in fact, be dark matter subhalos.

Although the limits on the dark matter annihilation cross section derived in this study

are somewhat weaker than those based on observations of dwarf galaxies, the Galactic Cen-

ter, and the isotropic gamma-ray background, these strategies are each subject to different

uncertainties and limitations, and are thus highly complementary. Furthermore, the fu-

ture prospects for dark matter subhalo searches using gamma-ray telescopes are particularly

promising. In addition to further data that will be collected by Fermi, future space-based

gamma-ray missions such as ComPair [302] and e-ASTROGAM [303] are anticipated to sig-

nificantly improve upon the current point sensitivity at energies below ∼1 GeV, likely leading

to the discovery of many new sources, and to the improved characterization of the sources

already detected by Fermi.
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7 Updated Collider and Direct Detection Constraints

on Dark Matter Models for the Galactic Center Gamma-

Ray Excess

7.1 The Galactic Center Excess

Over the past decade or so, a number of observations have been interpreted as possible signals

of annihilating or decaying dark matter particles. Examples of such observations include

the 511 keV emission from the Galactic Bulge [304], an excess of synchrotron emission

known as the WMAP Haze [305, 306], an excess of high energy positrons in the cosmic

ray spectrum [307, 308], a mono-energetic line of 130 GeV gamma rays from the Galactic

Halo [309], and a 3.5 keV X-ray line from Perseus and other galaxy clusters [310,311]. Each of

these anomalies, however, has either failed to be confirmed by subsequent measurements [312,

313], or has been shown to be quite plausibly explained by astrophysical phenomena [314–

317].

In comparison to these other anomalous signals, the gamma-ray excess observed from

the Galactic Center by the Fermi Gamma-Ray Space Telescope stands out. This signal

has been studied in detail over the past seven years [225–227, 229–234, 318, 319] and has

been shown with high statistical significance to exhibit a spectrum, morphology and overall

intensity that is compatible with that predicted from annihilating dark matter particles in

the form of a ∼ 30-70 GeV thermal relic distributed with a profile similar to that favored

by numerical simulations. Although astrophysical interpretations of this signal have been

proposed (consisting of either a large population of millisecond pulsars [235–241, 320], or a
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series of recent leptonic cosmic-ray outbursts [242–244]), these explanations require either

a significant degree of tuning in their parameters [243], or pulsar populations which are

very different from those observed in the environments of globular clusters or in the field

of the Milky Way [235, 240, 320]. In addition, some modest support for a dark matter

interpretation of this signal has recently appeared in the form of excesses in the cosmic-

ray antiproton spectrum [321–323], in the gamma-ray emission from the dwarf spheroidal

galaxies Reticulum II and Tucana III [220, 324–327], and from the observation of spatially

extended gamma-ray emission from two dark matter subhalo candidates [246,247,294,328].

At this point in time, however, there is no clear resolution to the question of the origin of

the Galactic Center excess.

Many groups have studied dark matter models that are capable of generating the observed

features of the Galactic Center excess (for an incomplete list, see Refs. [329–347]). In this

study, we follow an approach similar to that taken in Ref. [329], and consider an exhaustive

list of simplified models that are capable of generating the observed gamma-ray excess while

remaining consistent with all constraints from collider and direct detection experiments.

Also following Ref. [329], we choose to not consider hidden sector models in this study, in

which the dark matter annihilates to unstable particles which reside in the hidden sector,

without sizable couplings to the Standard Model (SM) [339, 342,343]. While such scenarios

certainly remain viable, we consider them to be beyond the scope of this work.

The models found in Ref. [329] to be compatible with existing constraints from direct

detection and collider experiments are listed in Table 7.1, and can be divided into three

categories. First, there are models in which the dark matter annihilates into SM quarks
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Dark Matter Mediator Interactions Direct Detection

Dirac Fermion, χ Spin-0 χ̄γ5χ, f̄f σSI ∝ (q/2mχ)2

Majorana Fermion, χ Spin-0 χ̄γ5χ, f̄f σSI ∝ (q/2mχ)2

Dirac Fermion, χ Spin-0 χ̄γ5χ, f̄γ5f σSD ∝ (q2/4mnmχ)2

Majorana Fermion, χ Spin-0 χ̄γ5χ, f̄γ5f σSD ∝ (q2/4mnmχ)2

Complex Scalar, φ Spin-0 φ†φ, f̄γ5f σSD ∝ (q/2mn)2

Real Scalar, φ Spin-0 φ2, f̄γ5f σSD ∝ (q/2mn)2

Complex Vector, X Spin-0 X†µX
µ, f̄γ5f σSD ∝ (q/2mn)2

Real Vector, X Spin-0 XµX
µ, f̄γ5f σSD ∝ (q/2mn)2

Dirac Fermion, χ Spin-1 χ̄γµχ, b̄γµb σSI ∼ loop (vector)

Dirac Fermion, χ Spin-1 χ̄γµχ, f̄γµγ
5f σSD ∝ (q/2mn)2 or (q/2mχ)2

Dirac Fermion, χ Spin-1 χ̄γµγ5χ, f̄γµγ
5f σSD ∼ 1

Majorana Fermion, χ Spin-1 χ̄γµγ5χ, f̄γµγ
5f σSD ∼ 1

Dirac Fermion, χ Spin-0 (t-ch.) χ̄(1± γ5)b σSI ∝ loop (vector)

Dirac Fermion, χ Spin-1 (t-ch.) χ̄γµ(1± γ5)b σSI ∝ loop (vector)

Complex Vector, X Spin-1/2 (t-ch.) X†µγ
µ(1± γ5)b σSI ∝ loop (vector)

Real Vector, X Spin-1/2 (t-ch.) Xµγ
µ(1± γ5)b σSI ∝ loop (vector)

Table 1: A summary of the simplified models identified in Ref. [329] as being potentially
capable of generating the observed characteristics of the Galactic Center gamma-ray excess
without violating collider or direct detection constraints (as of June 2014). For each model,
we list the nature of the dark matter candidate and the mediator, as well as the form of the
mediator’s interactions. In the final column, we list whether the leading elastic scattering
cross section with nuclei is spin-independent (SI) or spin-dependent (SD) and whether it is
suppressed by powers of momentum, q, or by loops.
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through the s-channel exchange of a spin-zero mediator with pseudoscalar couplings. These

models allow for an unsuppressed (s-wave) low-velocity annihilation cross section while gen-

erating a cross section for elastic scattering with nuclei that is suppressed by either two or

four powers of momentum, thus evading direct detection constraints. In the second class

of models, the dark matter annihilates through the s-channel exchange of a vector boson.

In this case, it was found that direct detection constraints could be evaded if the mediator

couples axially with quarks or couples only to the third generation. Lastly, there are models

in which the dark matter annihilates to b-quarks through the t-channel exchange of a colored

and electrically charged mediator.

In this paper, we revisit this collection of dark matter models, applying updated con-

straints from the Large Hadron Collider (LHC) and other collider experiments, in addition

to recent constraints from the direct detection experiments LUX [168] and PandaX-II [169].

We find that many of the models previously considered within the context of the Galactic

Center excess are now excluded by a combination of these constraints.

7.2 Constraints

In this section, we summarize the constraints that we apply in this study. In particular,

we consider constraints from the LHC and other accelerators, as derived from searches for

mono-X events with missing energy (where X denotes a jet, photon, or Z), di-jet resonances,

di-lepton resonances, exotic Higgs decays, sbottom searches, and exotic upsilon decays [348–

358]. We also summarize the current status of direct searches for dark matter, including the

recent constraints presented by the LUX [168] and PandaX-II [169] Collaborations.
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7.2.1 LHC

Searches at CMS and ATLAS provide some of the most stringent constraints on dark matter,

as well as on the particles that mediate the interactions of dark matter. In this study, we

consider the bounds from the LHC as applied to a wide range of simplified models, the

most stringent of which arise from CMS searches for mono-jet+MET, di-jet resonances, di-

lepton resonances, di-tau resonances, and sbottom searches. Although we also considered

constraints from the ATLAS Collaboration, they were slightly less restrictive than those

from CMS.

LHC limits are typically published in one of two ways: (1) assuming a particular model

and choice of couplings, a limit is presented on the parameter space in the dark matter

mass-mediator mass plane, or (2) a limit is presented on the product of the production cross

section and the branching fraction for a particular process. In this study, we will present our

results in terms of the mediator mass and the product of the dark matter-mediator and SM-

mediator couplings. Thus applying limits from the LHC generally requires translating these

bounds into the parameter space under consideration. To calculate the relevant production

cross sections and branching ratios, models are built using FeynRules [359] and subsequently

imported into MadGraph5 aMC@NLO [360,361]. When necessary, we implement PYTHIA

8 [362] to hadronize the final state particles and DELPHES [363] to simulate the detector

response. As appropriate, we apply the published cuts on MET, final state momentum, and

final state rapidity in our calculations. Throughout this study, we calculate and present all

LHC constraints at the 95% confidence level.

In scenarios with heavy mediators, it is not uncommon for the width of the mediator

173



to be unacceptably large (i.e. as large or larger than its mass). Such widths are clearly

not physical and may indicate the presence of additional particles or interactions [364–368].

Imposing unitarity and gauge invariance often restricts the mass of such additional particles

to be of the same order of magnitude as the other dark sector particles, making it difficult

to define the properties of these new particles such that they are beyond the reach of the

LHC. Although the construction of more complicated dark sectors is beyond the scope of

the work, we emphasize that it is likely that constraints derived on such models would be

more restrictive than those derived here. Throughout this study, in order to maintain the

validity of the theory in this region of parameter space, we apply LHC constraints assuming

Γ/m = 0.1 whenever the width of the mediator would otherwise exceed this value.

7.2.2 LEP-II

Constraints from LEP-II on Higgs bosons in the mass range between 10 GeV and 100 GeV

are extremely constraining for a wide range of beyond the SM physics scenarios. In this

study we consider such limits as derived from searches for a light Higgs decaying to bb̄ [357].

Although powerful, these constraints are rather model dependent, and generally rely on the

scalar mediator’s coupling to the SM gauge bosons. LEP-II constraints are presented at the

95% confidence level throughout this work, and assume a coupling to the Z-boson identical

to that of the SM Higgs.
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7.2.3 BaBar

We also consider in this study constraints derived from BaBar on upsilon decays to light scalar

or pseudoscalar particles, in particular focusing on channels where the mediator subsequently

decays to hadrons, muons, taus or charm quarks [369–372]. We consider relativistic and QCD

corrections for the decay of a vector meson as described in Ref. [358]. We note that the µ+µ−

channel provides the strongest constraints, but the precise values of the branching ratios of

such light scalars are not well known (see e.g. Refs. [358, 373]). Here, we conservatively

assume a 100% branching ratio to hadrons in the mass range of 1 GeV . mA . 2mτ . This

is conservative in the sense that introducing a small branching ratio to muons strengthens

the resulting bound. For 2mτ . mA < 9 GeV, we use the branching ratios as recently

computed in Ref. [374] which incorporate QCD corrections. We find similar constraints as

those previously obtained in the recent analysis of Refs. [358] and [373] for pseudoscalar and

scalar mediators, respectively. All BaBar constraints are presented at the 90% confidence

level in this study.

7.2.4 Direct Detection

The constraints utilized in this study on the dark matter’s elastic scattering cross section with

nuclei have been derived from the latest results of the LUX Collaboration [168], which are

only slightly more stringent than those recently presented by the PANDA-X experiment [169].

For all tree-level cross sections, we use the expressions as presented in Appendices B and

C of Ref. [329]. One-loop cross sections for the scalar mediated t-channel interaction and the

s-channel vector mediated loop-suppressed interaction are provided in Refs. [334] and [375],
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respectively. The remaining t-channel models, which are also loop suppressed, suffer from

the problem that they are not generically gauge invariant. Consequently, scattering cross

sections for these models are calculated by introducing a factor that suppresses the cross

section by the same factor that would appear if the interaction were mediated by a massive

photon, i.e. (g2 log(m2
b/m

2
med)/(64π2m2

med))
2
.

For each model, we calculate the expected number of events in a xenon target following

the procedure outlined in Ref. [376], adopting a standard Maxwellian velocity distribution

(v0 = 220 km/s, vesc = 544 km/s, v̄Earth = 245 km/s), a local density of 0.3 GeV/cm3 and an

exposure of 3.35 × 104 kg-day. Form factors and nuclear responses are calculated following

the procedures outlined in Refs. [134, 377]. We take the efficiency for nuclear recoils as a

function of energy from Fig. 2 of Ref. [168], and derive bounds at the 90% confidence level,

assuming 4.2 expected background events and applying Poisson statistics.

7.3 Pseudoscalar Mediated Dark Matter

In this section, we will consider models in which the dark matter annihilates through the s-

channel exchange of a spin-0 mediator, A. We begin by considering a fermionic dark matter

candidate, χ, with interactions as described by the following Lagrangian:

L ⊃
[
aχ̄λχpiγ

5χ+
∑

f

yf f̄(λfs + λfpiγ
5)f

]
A , (7.1)

where a = 1(1/2) for a Dirac (Majorana) dark matter candidate. Although we describe the

interactions of the SM fermions in terms of their yukawas, yf ≡
√

2mf/v, the quantities
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Figure 7.1: Constraints on a 50 GeV Dirac (left) and Majorana (right) dark matter candi-
date which annihilates through a spin-0 mediator with a pseudoscalar coupling to the dark
matter and a (universal) scalar coupling to SM fermions. The black dashed (solid) lines
include (neglect) annihilations to mediator pairs for several values of λr ≡ λχ/λb. The up-
per boundary of the shaded black region is where the correct thermal relic abundance is
obtained, whereas along the lower boundary the low-velocity annihilation cross section is at
its minimum value required to potentially generate the observed gamma-ray excess. The
constraints from CMS assume λr = 1/3 (solid) and λr = 3 (dash-dot), and are compared
with the bounds enforcing ΓA/mA = 0.1 (purple) for the same coupling ratios. LEP and
BaBar constraints are presented for λr = 10 and 1, respectively.

λfs and λfp allow for arbitrary values of each coupling. Here, v is the SM Higgs vacuum

expectation value, i.e. v ' 246 GeV. Assuming that λbs or λbp is not much smaller than that

of the other SM fermions, dark matter will annihilate largely to bb̄ in this model. For this

dominant annihilation channel, a dark matter mass of approximately 50 GeV is required to

generate the observed spectral shape of the Galactic Center excess [227,378], and we adopt

this value throughout this section.

In the left (right) frame of Fig. 7.1, we plot the constraints on the parameter space

of a simplified model with dark matter in the form of a Dirac (Majorana) fermion and a
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Figure 7.2: As in Fig. 7.1 but for tan β = 10, where tan β is defined as the ratio of the
mediator’s couplings to down-type and up-type fermions.

mediator with a pseudoscalar coupling to the dark matter (χ̄γ5χ) and scalar couplings to

SM fermions (f̄f), assuming a common scalar coupling to all SM fermions (as motivated

by minimal flavor violation), λfs
16. In each frame, the upper boundary of the shaded black

region represents the the value of the product of the couplings that is required to generate

an acceptable thermal relic abundance, assuming standard cosmology. The lower boundary

of this region corresponds to a more relaxed assumption, requiring only that the low-velocity

annihilation cross section is large enough to potentially generate the observed gamma-ray

excess, 〈σχχv〉 > 3 × 10−27 cm3/s (or twice this value in the case of a Dirac particle). If

mA < mχ, dark matter can annihilate directly to mediator pairs via t-channel χ exchange.

In these figures, we plot as dashed black lines the parameter space which generates the

observed thermal relic abundance for several values of λr ≡ λχ/λb. One should keep in

16Note that the product of couplings in these models be quite large, occasionally appearing to violate
perturbativity. This need not be the case, however, as we have not included the yukawa contribution to the
SM coupling, which may significantly suppress this product.
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mind that if the dark matter annihilates significantly to mediator pairs in the low-velocity

limit, a higher value for the dark matter mass is generally required in order for the resulting

gamma-ray spectrum to be consistent with the observed features of the Galactic Center

excess [333,342,343]. We compare these curves to the constraints derived from LUX (blue),

CMS/LHC (red), LEP (green), and BaBar (yellow).

In the case of CMS, the most stringent constraint in this class of models derives from

searches for events with a single jet and missing transverse energy (MET). As the sensitivity

of collider searches depends not only on the product of the couplings, but also on their

ratio, we present constraints for multiple values of λr. In Fig. 7.1, the solid (dot-dashed)

lines correspond to CMS constraints for λr = 1/3 (3), while LEP and BaBar constraints are

derived assuming λr = 10 and λr = 1, respectively. The regions bounded by a purple solid

(dot-dashed) line represent those in which the calculated width of the mediator exceeds one

tenth of its mass, for λr = 1/3 (3). As described in Sec. 7.2.1, we set ΓA = 0.1mA throughout

this region of parameter space, and take this to be indicative of additional particles and/or

interactions that are not described by our simplified model.

The constraints from LEP rely on an effective coupling of the SM Z to ZA, and are thus

highly model dependent. While this constraint does apply, for example, to the case in which

the couplings of the A to SM fermions are the result of mixing with the SM Higgs, there

are many other scenarios in which a spin-0 mediator can couple to the SM fermions while

having a suppressed coupling to the Z.

Several of the constraints shown in Fig. 7.1 depend on the ratios of the various couplings of

the mediator. In particular, since the LHC constraints are dominated by diagrams in which
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a scalar mediator is produced through a top quark loop, such constraints may be much

weaker if the top quark coupling is suppressed. To illustrate this, we plot in Fig. 7.2 the

derived constraints assuming tan β = 10, where tan β is defined as the ratio of the mediator’s

couplings to down-type and up-type fermions, tan β ≡ λd/λu. While bounds from LEP, LUX

and BaBar are not significantly affected by the value of tan β, mono-jet+MET bounds can

be noticeably reduced, in particular in the case of λr � 1. Increasing tan β also reduces the

width of the mediator for mA > 2mt, potentially opening up additional parameter space.

We repeat this exercise in Fig. 7.3 for the case of a mediator with pseudoscalar couplings

to both the dark matter and to SM fermions. In this case, the dark matter’s elastic scattering

cross section with nuclei is both spin-dependent and heavily momentum suppressed (σSD ∝

q4), making direct detection experiments largely insensitive to these models. The bounds

derived from colliders, however, are relatively insensitive to whether SM fermions couple via

a scalar or pseudoscalar interaction. We emphasize that, as in the previous case, a large

portion of parameter space remains viable for this model, especially should the top-mediator

coupling be suppressed.

Next, we consider dark matter in the form of a scalar φ, with a Lagrangian given by:

L ⊃
[
aµφ|φ|2 +

∑

f

yf f̄λfpiγ
5f

]
A , (7.2)

where a = 1(1/2) for a complex (real) dark matter particle.

The phenomenology of this model is summarized in Fig. 7.4, for the cases of a complex

(left frame) or real (right frame) scalar. LHC signatures for this model are rather different
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Figure 7.3: As in Fig. 7.1 but for a mediator with purely pseudoscalar couplings. The upper
(lower) frames correspond to tan β = 1 (10).
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from in the case of fermionic dark matter as the decay of the spin-0 mediator to dark matter is

heavily suppressed. Instead, the dominant constraint from the LHC results from searches for

a Higgs-like particle decaying to τ+τ−. At very large mediators masses, however, (mA & 600

GeV), the branching ratio to τ+τ− is reduced and di-jet resonances become slightly more

constraining (this accounts for the dip-like feature appearing in the CMS bound). As in the

previous scenarios, LEP bounds on scalar decays to bb̄ are very constraining in the region

10 GeV < mA < 100 GeV, but only apply in models in which the mediator couples either

directly or indirectly to the Z.

In the lower frames of Fig. 7.4 , we show how these bounds change if the mediator does

not couple to leptons and has an asymmetric coupling to up-like and down-like quarks with

tan β = 2. This choice can open a window of parameter space for 100 GeV . mA . 2mt,

depending on the precise values of tan β and λr.

Next, we consider the case of vector dark matter Xµ:

L ⊃
[
aµXX

µX†µ +
∑

f

yf f̄λfpiγ
5f

]
A , (7.3)

where a = 1(1/2) for a complex (real) dark matter particle.

Constraints on this model are shown in Fig. 7.5. The dominant decay mode of the

mediator in this model, and thus the most constraining LHC search, depends on the mass of

the mediator. For mA ' 100 GeV the dominant decay is to dark matter, and thus the most

constraining search is that based on mono-jet+MET events. This picture is very different for

larger mediator masses, however, for which constraints based on searches for Higgs bosons
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Figure 7.4: As in the previous figures, but for a 50 GeV complex (left) or real (right) scalar
dark matter candidate, which annihilates through a spin-0 mediator with a pseudoscalar
coupling to SM fermions. In the upper frames, we take the mediator’s couplings to be equal
for all SM fermions, whereas in the lower frames the mediator does not couple to leptons
and tan β = 2.
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Figure 7.5: As in previous figures, but for a 50 GeV complex (left) and real (right) vector
dark matter candidate which annihilates through a spin-0 mediator with a pseudoscalar
coupling to SM fermions. In the upper frames, we take the mediator’s couplings to be equal
for all SM fermions, whereas in the lower frames the mediator does not couple to leptons
and tan β = 10.
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Figure 7.6: As in previous figures, but for a 35 GeV Dirac (left) and Majorana (right) dark
matter candidate which annihilates through a spin-1 mediator with axial couplings to both
dark matter and (universally) to SM fermions. In this figure, the dotted red (CMS) line
corresponds to the case of gχv = 1 (i.e. λr >> 1).

decaying to τ+τ− become more stringent. Both of these search channels significantly exclude

mediator masses above 100 GeV in this class of models, for both λr = 3 and λr = 1/3.

Similar to in the scalar dark matter case, however, we can relax some of these constraints

by suppressing the mediator’s couplings to leptons and/or by increasing tan β (as shown in

the lower frames of Fig. 7.5).

7.4 Vector Mediated Dark Matter

In this section we consider fermonic dark matter annihilating through the s-channel exchange

of a spin-1 mediator, Vµ, with Lagrangians of the form [329,332]:

L ⊃
[
aχ̄γµ(gχv + gχaγ

5)χ+
∑

f

f̄γµ(gfv + gfaγ
5)f

]
Vµ , (7.4)
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Figure 7.7: As in previous figures, but for a 50 GeV Dirac dark matter candidate with
vector couplings to both dark matter and to b-quarks (left), and for a 35 GeV Dirac dark
matter candidate with vector and axial couplings to dark matter and (universally) to SM
fermions, respectively (right). LHC bounds are shown for λr = 1/3 (solid) and gχv = 1
(i.e. λr � 1) (dotted).

where a = 1(1/2) for a Dirac (Majorana) dark matter candidate. For the case of comparable

couplings to various SM fermions this class of models require a ' 35 GeV dark matter

candidate to generate a signal consistent with the Galactic Center excess. Unless stated

otherwise, we will adopt this value for the dark matter mass throughout this section.

We begin in Fig. 7.6 by considering the constraints on a Dirac (left) and Majorana (right)

dark matter candidate that annihilates through a mediator with purely axial couplings. As

spin-dependent elastic scattering with nuclei is unsuppressed in this class of models, current

LUX constraints force such models to either live on resonance (mχ ' mV /2), or have a

mediator mass mV < mχ and with λr � 1. LHC constraints on this model from searches for

di-lepton resonances (mV > 400 GeV) and mono-jet+MET searches (100 GeV < mV < 400

GeV) limit mediator masses in this model to be below ' 100 GeV. LHC bounds are shown
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in this figure for λr = 1/3 (solid) and gχv = 1 (i.e. λr � 1) (dotted). Collider constraints

for this model are difficult to evade as they do not rely exclusively on couplings to leptons

or to specific species of quarks. Such bounds could be evaded, however, if the mediator

were to couple exclusively to third generation quarks. An example of such a model is shown

in the left frame of Fig. 7.7, where we consider a 50 GeV Dirac dark matter candidate

that annihilates through a spin-1 mediator with vector couplings to both dark matter and

b-quarks (and possibly also t-quarks). While the leading order elastic scattering diagram

arises at loop level in this case, the vector coupling leads to stringent constraints from direct

detection experiments. The dominant constraints from the LHC on vector mediated models

typically arise from searches for mono-jet+MET events and di-lepton resonances. Since the

production of the vector mediator is in most cases dominated by valence quarks, however,

the sensitivity of collider searches is heavily suppressed and thus do not probe significant

parameter space in this model. We do not show any LHC constraints in this figure.

In the right panel of Fig. 7.7, we consider the phenomenology of models where the me-

diator couples to Dirac dark matter and fermions with a vector and an axial coupling,

respectively. The elastic scattering cross section in this case is both spin-dependent and

momentum suppressed, and thus such experiments have only recently begun probing this

model. LHC constraints from di-lepton resonances (mV > 400 GeV) and mono-jet+MET

searches (100 GeV < mV < 400 GeV) are, as before, extremely constraining. That being

said, di-lepton constraints can be easily avoided if the mediator couples only to quarks, and

mono-jet constraints can be significantly relaxed if the mediator couples, for example, only to

the third generation. LHC bounds are shown for λr = 1/3 (solid) and gχv = 1 (i.e. λr � 1)

187



(dotted).

7.5 Dark Matter Annihilating Through t-Channel Mediators

Finally, we consider four scenarios in which the dark matter annihilates through the t-

channel exchange of a colored and electrically charged mediator to bb̄ [334, 379, 380]. These

cases consist of a Dirac dark matter candidate, χ, and spin-0 mediator, A:

L ⊃ λχχ̄(1 + γ5)fA+ λχf̄(1− γ5)χA† , (7.5)

a Dirac dark matter candidate, χ, and a spin-1 mediator, Vµ:

L ⊃ gχχ̄γ
µ(1 + γ5)fVµ + gχf̄γ

µ(1− γ5)χV †µ (7.6)

and a real or complex vector dark matter candidate, Xµ, with a fermionic mediator, ψ:

L ⊃ gXψ̄γ
µ(1 + γ5)fX†µ + gX f̄γ

µ(1− γ5)ψXµ . (7.7)

Note that we consider these specific combinations of scalar and pseudoscalar or vector

and axial couplings as they are the only examples for which the scalar contact interaction

with nuclei is supressed. Instead, elastic scattering occurs in each of these models through a

loop-suppressed vector coupling [329,334,381].

In Fig. 7.8, we summarize the phenomenology of this class of models. In the upper left

frame we consider the case of a Dirac dark matter particle and spin-0 mediator. In the
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remaining frames of this figure, we summarize the phenomenology of models with a Dirac

dark matter candidate and a vector mediator (upper right), a complex vector dark matter

candidate with a fermonic mediator (lower left), or a a real vector dark matter candidate with

a fermonic mediator (lower right). In each case, we find that the combination of constraints

from the CMS sbottom search and LUX exclude the entire parameter space of this class

of models. We also note that the scenarios with a vector dark matter candidate are rather

unphysical over much of the parameter space shown due to the very large width of the

mediator.

7.6 Summary

In this section, we have revisited the range of dark matter scenarios that could potentially

generate the observed characteristics of the Galactic Center gamma-ray excess, without

conflicting with any constraints from colliders or direct detection experiments. We have

taken a simplified models approach, considering the 16 scenarios that were previously found

to be viable in Ref. [329] (and listed in Table 7.1). Each of these models features a low-velocity

dark matter annihilation cross section that is unsuppressed (i.e. s-wave), and was found to be

consistent with all constraints as of 2014. Note that we have not considered any hidden sector

models (i.e. models in which the dark matter annihilates into unstable particles without

sizable couplings to the Standard Model) which, although potentially viable [339, 342, 343],

are beyond the scope of this work.

The main results of this study can be summarized as follows:

• Scalar, fermonic, or vector dark matter that annihilates through a mediator with pseu-
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Figure 7.8: As in previous figures, but for a 50 GeV dark matter candidate which annihilates
through a t-channel diagram to bb̄. In the upper left (right) frame, we consider the case of
a Dirac dark matter candidate with a scalar (vector) mediator. In the lower left (right)
frame, the dark matter is a real (complex) vector, mediated by a Dirac fermion. The entire
parameter space of these models is ruled out by the combined results of LUX and sbottom
searches at the LHC.

190



doscalar couplings can in many cases evade all current constraints, for mediator masses

between ∼10 GeV and several hundred GeV.

• Dark matter that annihilates through a spin-1 mediator is ruled out by the results

of LUX/PandaX-II unless the mass of the mediator is approximately equal to twice

the mass of the dark matter (near an annihilation resonance). An exception to this

conclusion is found in the case of a mediator with a purely vector coupling to the dark

matter and a purely axial coupling to Standard Model fermions, which is potentially

viable for mediator masses between roughly ∼ 1 GeV and 200 GeV.

• All scenarios in which the dark matter annihilates through a t-channel process are now

ruled out by a combination of constraints from LUX/PandaX-II and the LHC.

• Constraints from LEP-II and BaBar restrict many of the pseudoscalar mediated sce-

narios considered in this study. In particular, mediators with a mass in the ∼10-100

GeV range are often ruled out by LEP if they couple significantly to the Standard

Model Z (such as in scenarios in which the mediator obtains its couplings to Standard

Model fermions through mixing with the Higgs).

Dark matter scenarios that are capable of generating the Galactic Center excess are

now significantly more constrained than they were even a few years ago. As the sensitivity

of XENON1T, LZ and other direct detection experiments, as well as the LHC, continues

to improve, either a discovery will be made, or the vast majority of the currently viable

parameter space identified in this study will be excluded. If such searches do advance without

the appearance of new signals, hidden sector scenarios will become increasingly attractive,
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in particular within the context of the Galactic Center.
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8 Prospects for Distinguishing Dark Matter Models

Using Annual Modulation

8.1 Model Selection From Direct Detection Experiments

A vast array of independent astrophysical and cosmological observations testify to the ex-

istence of a non–baryonic form of matter that dominates gravitational potential wells and

dictates the dynamics and structure in the Universe. However, the particles comprising this

dark matter (DM) have so far evaded laboratory probes, despite a direct detection program

that has now been mature for several decades. As the next–generation direct detection exper-

iments that incorporate increasingly sensitive detection technologies come online, they will

start to probe the final portions of DM parameter space before encountering the so–called

‘irreducible neutrino background’ [204, 382–390]. Generation 2 (G2) experiments that are

currently, or will soon be, taking data (such as Xenon1T [383], SuperCDMS SNOLAB [204],

and LZ [384]; see also [382] for a review) may well be on the cusp of important discoveries,

as many interesting theories of DM predict scattering cross sections that live in these por-

tions of parameters space. For example, heavy SU(2)–doublet and –triplet fermions, such as

the Higgsinos and the wino of supersymmetry, are expected to have cross sections of order

σSI ∼ O(few×10−48) cm2 [391–393] (about an order of magnitude below the current lim-

its [168, 169]), fixed by their Standard Model gauge quantum numbers alone, while a heavy

SU(2)–singlet fermion, like the bino, is around an order of magnitude lower depending on

its coannihilation partner [394]. Models with kinematically suppressed tree–level scattering

may also be embedded in more complete dark sectors that have loop–level cross sections in
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this same range [330,395–397].

Because so many theories can be accommodated in the parameter space that will be

imminently probed by a variety of experiments, it is timely to plan for the science oppor-

tunities associated with the first detection of DM particles. Most notably, in case of a

confirmed detection, understanding the dark sector dynamics at all energy scales will rely

solely on examining low–energy recoils of detector elements and solving the “inverse prob-

lem” to identify the underlying description of DM–baryon interactions. At the same time,

all the information about the dark sector interactions accessible to these measurements is

contained within the coefficients of the effective field theory of dark matter direct detection

(EFT) [134, 135, 398, 399]. The effective description captures the nontrivial nuclear physics

induced by some of the best–motivated UV–complete theories of DM [123,400,401] through

an exhaustible list of nuclear responses that these interactions trigger [134,135,398]. It thus

provides a systematic framework for classifying and describing a wide variety of DM theories

and corresponding phenomenologies observable with direct detection, and we will utilize it

in this work.

On the other hand, due to Poisson noise in the number counts of recoil events per unit

energy, and similarities in the shape of the nuclear–recoil–energy spectra amongst different

interactions, correctly identifying the DM model will present a difficult task in practice, par-

ticularly for a single experiment. Recent studies have shown that discriminating between

interactions in an agnostic analysis is possible only with strong signals with hundreds of ob-

served recoil events, and only when measurements on targets with sufficiently diverse nuclear

physics characteristics are jointly analyzed [400,402] (or, potentially, by jointly analyzing di-
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rect and indirect detection data [403]). Thus, using energy spectra to break degeneracies

in the DM modeling space crucially relies on complementarity of available target materi-

als [133,388,400,402,404–408], but this still does not guarantee successful model selection if

a DM signal is confirmed [400,402,408].

Almost since the dawn of direct detection related DM studies, the motion of Earth relative

to DM bound in the galactic halo has been predicted to provide a distinctive signature of

DM through annual modulation of the nuclear recoil rate [81,95,409–412]. While the annual

modulation signal is typically assumed to take an approximately experiment–independent

form, recent work has pointed out that non–standard interaction cross sections could produce

a modulation signal that is unique to each target element [94, 413]. More generally, a non–

trivial velocity dependence in the cross section effectively changes the phase space integral

that governs the total event rate of recoil events in a given experiment, producing a non–

standard modulation signal. Thus, it may be expected that interactions differing solely by

the DM velocity dependence of their corresponding cross sections may give rise to different

phase and/or amplitude of the annual modulation signal.

Motivated by this argument, we propose here that an analysis of the time dependence

of scattering events can help discriminate between interaction models whose recoil energy

spectra are otherwise degenerate on a single target material. Using the method of [400],

we create a suite of simulations under a variety of scattering theories, and apply a Bayesian

model selection analysis on the simulated data to evaluate the chance for correctly identifying

the underlying model. We statistically evaluate the enhancement in prospects for accurate

model selection when the annual modulation signal is analyzed in combination with recoil–

195



energy measurements in the future–generation direct detection experiments.

The rest of the paper is organized as follows. In Sec. 8.2 we review the calculation of

the direct detection scattering rate and discuss how direct detection observables (including

the annual modulation) differ depending on the momentum and velocity dependence of the

interaction. Sec. 8.3 summarizes the models and experiments considered in this work, and

describes our simulations and analysis method. We present the results of this analysis in

Sec. 8.5, and conclude in Sec. 8.6.

8.2 Scattering in Direct Detection Experiments

The key measurement of most direct detection experiments is the nuclear recoil energy

spectrum — the number count of nuclear recoil events per recoil energy ER, per unit time

t, per unit target mass, which reads

dR

dERdt
(ER, t) =

ρχ
mTmχ

vesc,lab∫

vmin

vf(v, t)
dσT
dER

(ER, v)d3v . (8.1)

Here, ρχ is the local DM density; mχ is the DM particle mass; mT is the mass of the target

nucleus T ; v is DM velocity vector of magnitude v (in the lab frame); f(v, t) is the observed

DM velocity distribution; dσT/dER = mTσT/2µ
2
Tv

2 is the differential cross section for DM

scattering off a nucleus T ; and µT ≡ mTmχ
mT+mχ

is the reduced mass of the DM particle and the

target nucleus. Integration limits are the minimum velocity a DM particle requires in order

to produce a nuclear recoil of energy ER, given by vmin =
√
mTER/2µ2

T , and the Galactic

escape velocity in the lab frame, vesc,lab. Here, we define the overall normalization of σT as
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σp, and refer the interested reader to [400] for the interaction–dependent definitions (note

that we also list these definitions in the final column of Table 2). We note that σp is one of

the key free parameters of each scattering interaction.

The differential rate in Eq. (8.1) is determined by the experimental setup, the DM as-

trophysical and particle properties, the nuclear properties of the target material, and the

DM–nucleus interaction. For the purposes of this study, we set the astrophysical parameters

to the following values [96, 414]: ρχ = 0.3 GeV/cm3; vesc = 533 km/sec (in the Galactic

frame), and assume that f(v) is a Maxwellian distribution in the Galactic frame, with a

rms speed of 155 km/sec and a mean speed equal to the Sun’s rotational velocity around

the Galactic center, vlag = 220 km/sec. The underlying particle physics interaction de-

termines the calculation of the recoil rate through the differential scattering cross section

dσT/dER [123, 400]. Different interactions display different functional dependences on ER

and v, as discussed in detail in Refs. [123,400] and summarized below in Sec. 8.2.1.

The total rate R of nuclear recoil events (per unit time and unit mass) is given by

the integral of the differential rate within the nuclear–recoil energy window E of a given

experiment, R(t) =
∫
E

dR
dERdt

dER. For simplicity, we assume unit efficiency of detection within

the analysis window, and rescale individual experimental exposures to take this assumption

into account when choosing experimental parameters to represent the capabilities of G2

experiments. In turn, the total expected number of events 〈N〉 for a fiducial target mass

Mfid, in experiment that started observation at a time t1 and ended at a time t2, is given by

〈Ntot〉 =Mfid

t2∫

t1

∫

E

dR

dERdt
(ER, t) dER dt. (8.2)
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8.2.1 Momentum and Velocity Dependence

Traditional focus on the two standard scattering cases, spin–independent (SI) and spin–

dependent (SD) scattering (the former involves coherent contributions from the entire nu-

cleus, resulting in a cross section that scales quadratically with nucleon number, while the

latter scales with the total nuclear spin), obscures the richness of phenomenologies which can

arise when these two standard interactions are suppressed [123,134]. Here we summarize the

EFT that catalogues all possible energy and velocity dependencies of the cross section, and

thus delineates the modeling space for interactions probed by these experiments, in most

general terms. In the Sec. 8.3.1, we highlight several well–motivated examples of scattering

models which we use in this work to examine the extent to which including time information

can help identification of the underlying DM model.

The EFT of DM direct detection [134,398] relies on an expansion in two small kinematic

variables: |~q|/mn and |~v⊥|; ~q is the change in momentum of the DM particle during the

scattering, related to the recoil energy as ~q 2 = 2mTER, |~v⊥| is the component of the relative

velocity of the initial–state particles that is orthogonal to the momentum transfer, and mn is

the mass of the nucleon. For an incoming (outgoing) DM three–momentum ~p (~p ′), incoming

(outgoing) nuclear three–momentum ~k (~k′), and a DM–nucleon reduced mass µχn, these

factors read ~q = ~p ′ − ~p = ~k − ~k′, and ~v⊥ = ~p
mχ
− ~k

mn
+ ~q

2µχn
.

These expansion parameters are of the same order of magnitude, but it is important to

note that they manifest differently in the observables of the scattering events (see e.g. [400] for

a comprehensive discussion). In particular, terms that enter at higher order in |~q|/mn deliver

a vanishing event rate at both small and large momentum transfer (or, equivalently, recoil
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energy), with a maximum rate at some intermediate recoil energy, producing a “turnover”

feature in the spectrum. Light mediator models can alternatively contain factors of mn/|~q|,

producing a steep enhancement of the recoil events at low values of ER. On the other hand,

higher–order terms in |~v⊥| produce event rates that monotonically decrease with recoil energy,

similar to the case of the standard SI and SD interactions (see Fig. 8.1 for illustration).

As was demonstrated by Ref. [400], interactions that feature different momentum de-

pendence can be differentiated from each other using a single nuclear target, provided a

sufficiently large number of events are observed; however, the latter class of models — those

that differ only by the power of velocity dependence — are far more difficult to disentangle,

leaving substantial degeneracy between well–motivated models. In the following, we develop

an intuition for how this degeneracy might be overcome, using annual modulation and time

dependence of the scattering rate.

8.2.2 Time Dependence

In Eq. (8.1), the differential rate of nuclear recoils is explicitly denoted as depending on time,

which arises as a consequence of the Earth’s harmonic motion around the Sun. This motion

causes the total DM particle flux observable by direct detection experiments to modulate

at the few percent level. The expected phase and amplitude of the modulation depend on

the astrophysical and particle properties of DM (see e.g. [81, 87, 415]); they are addition-

ally modified by the effect of gravitational focusing of DM by the Sun, which produces a

characteristic energy dependence in the phase of the modulation [79,81,98,416–418].

We illustrate differences in the recoil energy spectra and in the annual modulation sig-
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Figure 8.1: Comparison of the nuclear recoil energy spectra (left column) and annual
modulation signals (right column) between the SI, anapole, and heavy–mediator electric
dipole interaction models on a xenon target, where the cross sections have been normalized
to the current LUX 90% confidence level exclusion limit [168]. Top row corresponds to a 500
GeV, and the bottom row to a 20 GeV DM particle. Left: Differential event rate (evaluated
for June 1st) as a function of the nuclear recoil energy. Right: Residual event rate (fractional
deviation in the total event rate) as a function of time.
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nal in the context of interactions with a differing functional dependence on the momentum

transfer and DM velocity in Fig. 8.1, for several DM–nuclei interaction models. Specifi-

cally, we compare the standard SI, anapole, and heavy–mediator electric dipole (ED–heavy)

interactions (see Sec. 8.3.1 for a more detailed definition of the models). The top row of

panels corresponds to a 500 GeV, and the bottom row to a 20 GeV DM particle. Note that

the energy spectra for the SI and ED–heavy interactions are distinct in a way that the SI

and anapole interactions are not; thus, discerning the SI and anapole hypotheses using the

energy spectrum alone is quite challenging, given even the most optimistic expectations for

the Poisson noise [400].

However, the annual modulation of the standard SI and anapole interactions can be

very different, owing to a non–trivial (∼ |~v⊥|2) velocity dependence of the anapole cross

section. This non–trivial velocity dependence in turn alters the velocity integral in Eq. (8.1),

and consequently leads to a different time dependence of the total event rate in the two

interaction models (see also Figs. 1–3 of [413] for an overview of time–dependent behavior

of various v–dependent cross sections). For large enough DM mass, this effect can produce

a nearly opposite modulation phase between the standard SI scenario and the anapole case.

Furthermore, differential cross sections which contain multiple non–negligible terms with

different velocity dependences can produce annual modulation signals entirely unique to

a given target element [94, 413]. The time variation of the rate, and thus the differences

between the annual modulation produced by different interactions, is typically expected to

be small — on the order of a few percent. Nonetheless, we will show in the following that

this small difference can be used to supplement the information contained in the energy
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spectrum and substantially aid the process of model selection using a single target element.

8.3 Distinguishing Scattering Models

Our approach, outlined below, follows that of Ref. [400]. To address our main question, we

begin by selecting several well–motivated scattering models featuring a similar dependence

on the momentum transfer, but a different dependence on the DM velocity (i.e. models

with nearly degenerate recoil spectra but qualitatively different annual modulation); we

summarize our choice of models in Sec. 8.3.1. Then, we simulate nuclear–recoil events under

these models, for three different DM masses. For our simulations, described in detail in

Sec. 8.4, we use cross sections that are at the current exclusion limit for a given interaction at

hand. In order to capture in the impact of Poisson noise on future data analyses, we create a

suite of simulations for each choice of model, mass, cross section, and target element. We then

perform Bayesian model selection (described in detail in Sec. 8.4.1) between two competing

models (hypotheses) — the one used to create the simulation (“true underlying model”) and

the competing model (i.e. a “wrong” model) that has a nearly degenerate recoil spectrum but

different time dependence. We repeat this procedure on each simulation in a given suite, to

evaluate chances that future data confidently selects the underlying model. Model selection

is repeated two times for each simulation — once including and once neglecting the time

dependence of the rate (i.e. the annual modulation) in the likelihood function. Comparison

of the two corresponding results enables us to quantitatively assess the impact that the

inclusion of time information may have on prospects for identifying the true model.
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8.3.1 Summary of Models

Here, we illustrate a generic scenario which gives rise to the DM–nuclei interactions we con-

sider in this paper. We emphasize that this scenario by no means represents and exhaustive

list of possible, or even well–motivated, models, but is rather just an illustrative example for

studying the operators we are interested in (for a more comprehensive discussion we refer

the interested reader to [123,400]).

We thus focus on a generic extension of the Standard Model, represented by a hidden

U(1)′ that has several charged fermions ψi and a heavy gauge boson A′µ with mass M that

kinetically mixes with the Standard Model photon. At high energies, the Lagrangian contains

L ⊃ −miψ̄iψ
i + iψ̄i /Dijψ

j − 1

2
M2A′µA

′µ − 1

4
F ′µνF

′µν − ε

2
F ′µνF

µν , (8.3)

where Fµν and F ′µν are the field strength tensor of the photon and the heavy gauge boson,

respectively (i.e. Fµν ≡ ∂µAν − ∂µAν). At low energies, the A′µ and most ψ particles are

integrated out. We assume a mass hierarchy that results in an electrically neutral fermion

χ as the lightest degree of freedom in the dark sector, thereby providing a DM candidate.

Because of the kinetic mixing, the state χ couples to the Standard Model nucleon current

[123],

Jµ = ∂αFαµ = e
∑

n̄

(
Qn

Kµ

2mn

− µ̃n
iσµνq

ν

2mn

)
n, (8.4)

where the sum runs over individual nucleons, Qn = 1(0) are proton (neutron) charges in

units of the electron charge e, Kµ/2 = (kµ + k′µ)/2 is the average nucleon momentum, and

µ̃n = magnetic moment
nuclear magneton

is the dimensionless magnetic moment of the nucleon.
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The details of the masses and charges of the dark fermions ψi that constitute or couple to

the DM χ will determine interaction that is measured in an experiment. We will use Oµχ to

denote the Lorentz–vector fermion bilinear that couples to the current in Eq. (8.4). Because

we assume χ is electromagnetically neutral, the possible Oµχ are [123,400]

Oµχ,Anapole = gAnapoleχ̄γµγ5χ, (8.5)

Oµχ,MD =
gMD

Λ
χ̄iσµνqνχ, (8.6)

Oµχ,ED =
gED

Λ
χ̄iσµνγ5qνχ. (8.7)

If we had alternatively taken the mass of the new gauge boson to be small relative to the

characteristic scale of momentum transfer, we would not be able to integrate out the mediator

and a strict EFT power counting would not be appropriate [134]. However, the scattering

in a direct detection experiment would differ only by inverse powers of momentum transfer.

The operators that introduce dipole interactions through a light mediator couple directly to

the photon field strength Fµν , and these are described by

Oµνχ,MD =
gMD

Λ
χ̄iσµνχ, (8.8)

Oµνχ,ED =
gED

Λ
χ̄iσµνγ5χ. (8.9)

As stated above, the interaction operator for χ is determined by the dynamics of the ψ

fermion(s). The anapole current in Eq. (8.5) will arise if charged ψ± states condense to form

a neutral Majorana state χ [419]. The dipole currents form if an electromagnetically neutral
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ψ0 couples to an electromagnetically charged pair of partner ψ± particles (of appropriate

spin) [420]. The scale at which the charged ψ states are integrated out is Λ.

The model in Eq. (8.3) is quite simple, but the different dark matter interaction operators

in Eqs. (8.5)–(8.9) lead to a rich assortment of momentum and velocity dependences in the

nuclear scattering cross section, as described in detail in [123, 400]. The momentum and

velocity dependence that appear in the differential cross section are characterized by one or

more “responses” that contain information about the zero–momentum–transfer normaliza-

tion, the overall momentum or velocity dependence, and a form factor that describes the

shape of the spectrum at higher momentum transfer and relative velocity. We list these op-

erators in Tab. 2, highlighting the overall momentum and velocity dependence that multiply

the dominant response or responses (this is an abbreviated version of the more exhaustive

table that appeared in [400], using results of [123,400]). Terms in the third column of Tab. 2

that multiply different form factors are separated with a comma; more specifically, using the

definition

dσT
dER

(ER, v) =
∑

(n,n′)

∑

X

fTX(ER, v)RT,(n,n′)
X (y) , (8.10)

where the two summations are over nucleon permutations (n, n′) ∈ [(p, p), (n, n), (p, n), (n, p)]

and target-dependent nuclear response functions X ∈ [M,Σ′,Σ′′,Φ′′,∆,MΦ′′,∆Σ′] (as de-

fined in [398]), the terms in the third column of Table 2 illustrated the EFT dependence of

the various fTX(ER, v). In the above definition of Eq. (8.10), the variable y ≡ mTERb
2/2,

where b ≡
√

41.467/(45A−1/3 − 25A−2/3) fm is the harmonic oscillator parameter for an

atom with atomic number A. In this work, we will focus on differentiating interactions that
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Model name Lagrangian ~q, v Dependence σp

SI g
M2 χ̄χN̄N 1

µ2p
π

(
fp
M2

)2

Anapole g
M2 χ̄γ

µγ5χJµ v2
⊥, ~q

2/m2
N

µ2p
π

(
egAnapole

M2

)2

Magnetic Dipole (heavy) g
M2Λ

χ̄σµνχ qνJµ ~q 4

Λ4 +
~q2v2⊥
Λ2 , ~q

4/Λ4 µ2p
π

(
egMD

M2

)2 ~q2ref
Λ2

Electric Dipole (heavy) g
M2Λ

χ̄σµνγ5χ qνJµ ~q2/Λ2 µ2p
π

(
egED

M2

)2 ~q2ref
Λ2

Magnetic Dipole (light) g
Λ
χ̄σµνχFµν 1 +

v2⊥m
2
N

~q2
, 1

µ2p
π

(
egMD

Λ|~qref |

)2

Electric Dipole (light) g
Λ
χ̄σµνγ5χFµν m2

N/~q
2 µ2p

π

(
egED

Λ|~qref |

)2

Table 2: Test interaction models considered in this work, listed by name, Lagrangian, and
definition of σp in the first, second, and third column respectively. In the third column we
list their associated momentum and velocity dependences (adapted from [400]). The labels
‘light’ and ‘heavy’ in the dipole models denote the magnitude of the mediator mass relative
to the characteristic momentum transfer. The nucleon electromagnetic current Jµ is defined
in Eq. (8.4); the transverse velocity v⊥ and momentum transfer ~q are discussed in Sec. 8.2.1;
fp is the proton coupling (here we take fp = fn, where fn is the neutron coupling); µp is the
dark matter-proton reduced mass; qref is a reference momentum characterizing the ‘turn-over’
of the energy spectrum, taken here to be 100 MeV; and Λ is a heavy mass or compositeness
scale appearing in the dipole models. Terms in the third column that induce different nuclear
responses, and thus require different form factors, are separated by a comma (see e.g. [398]
for more details).

have the same momentum scaling but different velocity dependence.

8.4 Simulations

For our simulations, we consider the interactions discussed in the previous Section (sum-

marized in Table 2), for three benchmark DM particle masses: 20 GeV, 125 GeV, and 500.

Furthermore, we optimistically set the cross sections to be the value maximally allowed by

LUX [168] 17. Our baseline analysis focuses on G2 experiments employing xenon, germa-

17We note that LUX currently produces the most constraining bound on the models and masses considered
in this paper, although the constraint from PandaX–II is only marginally weaker [169].
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Label A (Z) Energy window [keVnr] Exposure [kg–yr]

Xe 131 (54) 5–40 2000

Ge 73 (32) 0.3–100 100

F 19 (9) 3–100 606

Xe(x3) 131 (54) 5–40 6000

Xe(x10) 131 (54) 5–40 20 000

XeG3 131 (54) 5–40 40 000

Table 3: Mock experiments considered in this work. The efficiency and the fiducialization of
the target mass are included in the exposure. The first group of experiments is chosen such to
be representative of the reach of G2 experiments for xenon, germanium, and fluorine targets.
The exposure for xenon and germanium is chosen to agree with the projected exclusion curves
for LZ and SuperCDMS presented in Ref. [386]. The second group of experiments is used
to quantitatively assess the impact of including the timing information as a function of the
exposure (i.e. the observed number of events).

nium, and fluorine targets. Since fluorine experiments measure only the energy–integrated

rate, we assume that fluorine has no energy resolution. For the rest of the experiments,

we assume a perfect energy resolution, which should be a good approximation for our pur-

poses [400]. The exposure and energy window of our mock experiments are summarized in

Table 3. Throughout the analysis, we assume unit detection efficiency and zero backgrounds.

In addition to the aforementioned, we also consider the potential reach of a Generation 3

(G3) xenon experiment, as well as various xenon experiments with exposures lying some-

where between G2 and G3 (the properties of which are summarized in Table 3). We define

G3 to be the experiments reaching the neutrino floor [387]. The predicted number of events

for each interaction considered in these mock experiments are shown in Table 4.

Each simulated recoil data set is generated by randomly selecting from a Poisson distri-

bution with a mean given by the predicted number of events; the predicted number of events
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Interaction /target Xe Ge F

SI (106, 100, 99) (10, 4, 4) (5, 1, 2)

Anapole (110, 99, 98) (12, 5, 6) (39, 3, 3)

Mag. dip. heavy (111, 90, 89) (4, 5, 5) (5, 1, 1)

Mag. dip. light (108, 103, 103) (36, 15, 15) (90, 16, 16)

Elec. dip. heavy (108, 92, 89) (4, 4, 4) (1, 0, 0)

Elec. dip. light (106, 103, 102) (63, 15, 14) (41, 12, 12)

Table 4: Predicted number of events in G2 experiments for various interactions with xenon,
germanium, and fluorine targets assuming a DM mass of (20 GeV, 125 GeV, and 500 GeV),
for a cross section set to the current upper limits. Labels ‘light’ and ‘heavy’ denote the rela-
tive relation between the mediator mass and the characteristic scale of momentum transfer.

is calculated using Eq. (8.2), using the astrophysical parameters listed in Sec. ?? and incor-

porating the effect of gravitational focusing by the Sun following the procedure of Ref. [79].

The recoil energy and time of each event is then obtained by applying a rejection sampling

algorithm to the two–dimensional differential scattering rate. This procedure is repeated for

O(50) simulations in order to assess the variability of results arising from Poisson noise.

8.4.1 Analysis method

We analyze each simulated data set using Bayesian inference framework. In this framework,

the probability that the data ~X assigns to a given model Mj is given by

P (Mj) =
Ej( ~X|Mj)∑
i Ei( ~X|Mi)

, (8.11)
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where the sum is performed over all competing hypotheses, and E( ~X|M) is the evidence of

model M, defined as

E( ~X|M) =

∫
dΘL( ~X|Θ,M) p(Θ,M) , (8.12)

and is intuitively understood to be the factor required to normalize the posterior probability

distribution P ,

P(Θ| ~X,M) =
L( ~X|Θ,M) p(Θ,M)

E( ~X|M)
. (8.13)

Here, L( ~X|Θ,M) is the likelihood, i.e. the probability of obtaining the data, given a par-

ticular model M and parameters Θ (for the purpose of this analysis Θ = {mχ, σp}), and

p(Θ,M) is the prior. In order to remain as agnostic as possible, we take wide priors in both

mχ and σp
18. We use an unbinned likelihood function of the form

L( ~X|Θ,M) =
〈N〉N
N !

e−〈N〉
∏

xi∈ ~X

1

〈N〉
dR

dERdt

∣∣∣∣
ER,t=xi

, (8.14)

where 〈N〉 is the predicted number of events, N is the number of observed events, and the

product runs over all observed events, with a recorded energy and time label xi ≡ {ER,i , ti}.

When time (or ER) information is neglected, the differential rate is taken to be averaged

over that variable.

For each of our simulated recoil data sets, we use a nested sampling algorithm imple-

mented in MultiNest software package [421–424] to reconstruct the posterior19. Once we

18Log priors are taken for both mχ and σp, spanning 1−−3000 GeV in mass and 7 orders of magnitude
in cross section.

19MultiNest runs are performed with 2000 live points, an evidence tolerance of 0.1, and a sampling
efficiency of 0.3.
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compute the evidence of all competing models, we estimate the probability of successfully

identifying the true model using Eq. (8.11). This procedure is then repeated for O(50) simu-

lations to assess the probability of successful model identification (the variability arises from

Poisson fluctuations). A model is correctly identified if the probability determined using

Eq. (8.11) is large. For the purpose of this paper, we define identify a “successful” model

selection with an outcome: P ≥ 90%. The primary quantity of interest for future direct

detection experiments is then the fraction of simulations which lead to a successful model

identification, which we refer to as the “success rate” in the following Section.

To evaluate the success rate, we apply kernel density estimation (KDE) with a Gaus-

sian kernel to an ensemble of posterior probabilities a simulated data set assigns to the

true underlying model. In the following Section, we will show the KDE distribution for

each experimental combination (derived from both with– and without–time analyses), and

determine the success rate by integrating the distributions above the 90% threshold.

8.5 Results

We first examine the extent to which including time information in the analysis of G2 exper-

iments can help break degeneracy between models with the same momentum dependence,

using as a case study the SI and anapole interactions. For this purpose, we simulate fu-

ture G2 data for the SI and anapole interactions, and fit each simulation with these two

models. We then compare the Bayesian evidences for the two models to evaluate the proba-

bility of the true underlying model (used to create a given simulation ensemble), as defined

in Eq. (8.11). We then derive the probability distribution function (PDF) of all possible
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Figure 8.2: Model selection prospects with complementary G2 targets. The reconstructed
PDFs for the posterior probability assigned to the true underlying interaction model are
shown for the anapole (left column) and SI (right column) interactions, for a 500 GeV (top
row), 125 GeV (middle row), and 20 GeV (bottom row) DM particle mass. Cross sections are
set to current upper limits, and the PDFs are all normalized to unity between 0 and 100%.
Results are shown for the analyses of simulated data from a xenon experiment alone, and
for a combined likelihood analyses of xenon, germanium, and fluorine experiments. Solid
lines are obtained from analyses that include time information of the recoil events, while
dashed lines are from those that do not. Success rate displayed in the legend represents the
fraction of simulations for which the correct model was assigned ≥ 90% posterior probability
(denoted by the vertical dashed line).

211



outcomes (i.e. a PDF of probabilities for identifying the true underlying model) from an

ensemble of 50 simulations that had the same input model and parameters. Since we only

consider two competing models, a PDF peaked around 50% means that the data is most

likely to be agnostic between the two models, i.e. both models fit the data equally well20; this

is the most pessimistic outcome possible. Conversely, a tail of the distribution at high prob-

abilities, or a PDF shift in that direction, signifies improved model identification. Fig. 8.2

shows the results of this exercise for likelihood analysis only for xenon simulations, and for a

joint likelihood analysis performed on a combination of data obtained on xenon, germanium,

and fluorine experiments. DM particle masses used in the simulations are: 500 GeV, 125

GeV, and 20 GeV, with cross sections set to their respective current upper limits. We show

the results obtained both without taking into account time dependence of the signals, and

including the modulation analysis.

Consistent with the results of [400], we find that the two models can be confidently

distinguished for a signal close to the current detection threshold, provided G2–level exposure

on xenon and a detection with a fluorine experiment, but only if data from these experiments

are jointly analyzed (xenon and germanium experiments are not complementary in the sense

that a joint analysis does not significantly improve prospects for model selection, and thus we

do not display results for this case). For a low–mass DM particle (20 GeV), the improvement

upon combining these two types of experiments is drastic: the PDF of possible model–

selection outcomes entirely shifts to a delta–function at 100% probability in favor of the

correct model. For intermediate and high masses, the prospects are still visibly improved,

20For this reason we never plot the low probability region of the PDFs
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Figure 8.3: Model selection prospects for a single target (xenon), including (solid lines) and
neglecting (dashed lines) time information in the likelihood analysis. The normalized PDFs
are plotted for the probability of identifying the underlying model, here taken to be 20 GeV
anapole DM, with a cross section that saturates the current upper limits. Panels from left
to right, top to bottom, correspond to experimental exposures of 2, 6, 20, and 40 ton–years,
respectively. Success rate displayed in the legend represents the fraction of simulations for
which the correct model was assigned ≥ 90% posterior probability (denoted by the vertical
dashed line).

but not very optimistic (at best on the level of ∼20% success rate), mostly due to the reduced

scattering rate on fluorine.

Comparison of no–time and with–time analyses (displayed in dashed and solid lines,

respectively) demonstrates that inclusion of time information only negligibly changes model–

selection prospects for G2 level of exposures. Given that G2 experiments will optimistically

detect on the order of ' 100 events, the statistical sample will be insufficient to clearly detect

differences in the modulation signal that would otherwise aid differentiation between the two

interactions.21

21See Sec. 4 of [81] for an estimation of the number of events needed for phase measurement.
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Figure 8.4: Same as Fig. 8.3 but for 125 GeV DM.
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Figure 8.5: Same as Fig. 8.3 but for 500 GeV DM.
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Figure 8.6: Same as Fig. 8.3, but now assessing the ability of xenon experiments to break
the degeneracy of the magnetic dipole (heavy mediator) and electric dipole (heavy mediator)
interactions, instead of SI and anapole interactions. Simulations assume a 125 GeV DM
particle and a magnetic–dipole interaction.

Xe

No Time [Success: 0%]
Time [Success: 1%]

Xe(x3)

No Time [Success: 0%]
Time [Success: 5%]

50 70 80 90 95

Xe(x10)

No Time [Success: 3%]
Time [Success: 16%]

50 70 80 90 95

Xe(G3)

No Time [Success: 5%]
Time [Success: 21%]

True model: Mag. dip. light (mass: 125 GeV)

Probability of True Model [%]

Figure 8.7: Same as Fig. 8.6 but for a light–mediator case.
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The question then arises of how many events are needed before the inclusion of time

information can significantly help model selection prospects. We address this question in

Figs. 8.3–8.5 for a xenon experiment22, showing the prospects (PDF of possible analysis

outcomes) of successful model selection given a range of exposures: a 2, 6, 20, and 40 ton–

year. Simulations used for these Figures all assume the anapole interaction and a DM mass

of 20, 125, and 500 GeV, respectively. Results are shown for analyses that neglect (dashed)

and include (solid) the time dependence of the rate. Simulations using the SI interaction are

qualitatively similar and we defer these results to Appendix A.

From these Figures, we can infer that the addition of time information drastically im-

proves prospects for successful model selection in the case of light DM particle (the solid–line

PDFs are substantially shifted to the right in Fig. 8.3). In spite of this, even a G3 xenon

experiment has only a ' 16% chance of disentangling these two interactions with high con-

fidence. Fig. 8.1 gives an intuition for interpreting this outcome: both the recoil spectra

and the phase of the modulation of the SI and anapole interactions (measured on a xenon

experiment) are more degenerate for light than for heavy DM particles; thus, even when

including time information in the analysis, a single–target experiment still must observe a

large number of events in order to successfully distinguish between these models.

For larger DM masses, Figs. 8.4 and 8.5 show better model–discrimination prospects at a

fixed exposure, particularly when time is included in the analysis. From these Figures, we see

that including time in the analysis can improve model selection in G3 experiments by as much

as ' 30% for heavy DM, where the phases of the modulation signal for these two interactions

22We choose to illustrate this point on a xenon target, as xenon experiments are projected to observe far
more events than their germanium or fluorine counterparts.
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may be misaligned by as much as ' 5 months (see again Fig. 8.1). Finally, it is important

to keep in mind that all the results displayed here assume the most optimistic number of

observed recoil events. Thus, despite the improvement in model selection obtained with the

inclusion of time information, it is likely that model identification will still be challenging

using a single target, even with G3 experiments; most likely, the experiments will need

to exploit both target complementarity and the annual modulation in order to fully break

the degeneracy between these types of models and ensure the highest chance of correctly

identifying the interaction at hand.

The goal of this work was primarily a quantitative assessment of whether time informa-

tion can be exploited in future direct detection analyses to break degeneracies in the recoil

spectra of different interaction models — and SI and anapole interactions provided a partic-

ularly illuminating case study for this purpose. However, the main conclusions presented in

this Section hold for other sets of interactions as well, and we now briefly illustrate this point.

In Figs. 8.6 and 8.7 we consider a comparison of the magnetic dipole and electric dipole in-

teractions for a 125 GeV DM particle, assuming a heavy and light mediator, respectively. As

before, we consider putative detections in future xenon experiments with exposures varying

from 2 to 40 ton–years. The results are rather similar to the SI and anapole comparison

in that G3 experiments can expect a ' 20% improvement in model selection when time is

included in the analysis, but again necessitate target complementarity to have a high chance

of confidently differentiating these interactions.
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8.6 Summary

We have considered here the potential impact of using time information in the likelihood

analysis of data from future direct detection experiments in order to break degeneracies be-

tween the recoil energy spectra of different dark matter–baryon interactions. Specifically, we

performed a statistical assessment of the prospects for successful Bayesian model selection

between different interactions, using an ensemble of simulations that account for the impact

of Poisson fluctuations. As a case study, we compared the standard spin–independent inter-

action and anapole dark matter, but also demonstrated that the main findings hold for other

degenerate interaction models as well. We explored three different dark matter masses, and

focused specifically on the most optimistic case where the cross sections for all interactions

saturate the current upper limits.

We found that even under the most optimistic of circumstances, including time infor-

mation in the analysis of Generation 2 direct detection experiments does not significantly

improve prospects for distinguishing between models with degenerate recoil spectra. Rather,

correct model identification in Generation 2 experiments will almost certainly require mea-

surements and combined analyses on multiple target elements. We found that for the in-

clusion of time information to significantly increase chances for successful model selection

(by O(10)%), for observations in an experiment employing a single target element, O(1000)

and O(500) events must be observed for a 20 GeV and a 500 GeV DM particle respectively.

These numbers are consistent with the ‘back–of–the–envelope’ calculations performed in [81].

Furthermore, even if time information is exploited in Generation 3 xenon experiments, target

complementarity must also be exploited to unequivocally differentiate between interaction
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models. We emphasize again that this finding holds even for the maximally optimistic sce-

nario in which the interaction cross sections are as large as possible; it will be even more

relevant for the case where the signals do not saturate current upper bounds.

In the event of a putative signal, direct detection experiments will be charged with the

difficult task of illuminating the high energy behavior of dark matter solely from the observed

low–energy recoils. This is a particularly daunting task in light of the fact that many feasible

models produce nearly degenerate recoil spectra. Exploiting all of the information available,

including the time dependence of nuclear recoil events explored in this work, will be necessary

to make definitive statements regarding the true particle nature of dark matter.
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9 Conclusion

Weakly interacting massive particles (WIMPs) have long been considered to be among the

most promising dark matter candidates. Despite the comprehensive search strategy that has

been implemented over the last 30 years to detect such particles, no definitive evidence has

been found that suggests the existence of WIMPs.

This dissertation is comprised of a seven independent projects, the accumulation of eight

published papers, that focus on identifying signals from, developing analysis techniques for,

and deriving constraints on WIMP dark matter. The motivation for and conclusions of each

project are briefly summarized below.

Chapter 2 attempts to address the extent to which the presence of dark matter sub-

structure, such as a dark disk or a stream, may alter the expected scattering rate in direct

detection experiments [81]. Here, it is shown that the total scattering rate, the amplitude

of the modulation, and the phase of the modulation can be significantly altered, potentially

producing distinctive signatures that may elucidate the presence of unconventional dark

matter structure.

Chapter 3 is the combined result of Refs. [94, 413]. In contrast to popular sentiment,

these works illustrate that observables associated with the annual modulation of the direct

detection scattering rate (e.g. the time at which the scattering rate is maximum) are not

necessarily common to all experiments. Rather, should the dark matter-nuclei differential

cross section consistent of multiple non-negligible terms with a non-factorizable dependence

on the dark matter velocity, the observables associated with the annual modulation of the
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rate may actually be unique to each target element.

Chapter 4 assesses the extent to which a dark matter interpretation of the ∼ 3σ excess

observed by CDMS-II-Si in 2013 can remain consistent with null search results of current and

future direct detection experiments [425]. While LUX and PICO-60 exclude halo-dependent

interpretations of this excess (assuming the Standard Halo Model), we identify a small highly-

tuned region of parameter space using a halo-independent analysis for which an exothermic

dark matter candidate interacting through a spin-independent interaction with ‘Xe-phobic’

couplings can remain viable. These models cannot be definitively excluded until an experi-

ment like LZ or PICO-60.

In Chapter 5, we generalize an analysis tool that allows for direct detection experiments

to be interpreted without any explicit assumptions on the astrophysical distribution of dark

matter [192]. Specifically, we argue that for global likelihoods comprised of at least one

extended likelihood (applied to unbinned data sets) and an arbitrary number of Poisson

or Gaussian likelihoods, the best-fit halo function is piece-wise constant with only a small

bounded number of steps, and this best-fit halo function is unique. Additionally, we the

generalize the procedure for constructing halo-independent confidence bands from this joint

likelihood. Lastly, we illustrate a method which tests the compatibility of the data sets that

comprise the global likelihood.

Using the results of numerical N-body simulations, Chapter 6 assesses the prospects for

observing gamma-rays that arise from the annihilation of dark matter in local low-mass

subhalos [426]. Here, we attempt to extract distributions and parameterizations capable of

characterizing local subhalos, which by virtue of their location have necessarily undergone
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extensive tidal stripping. Using the derived distributions, we find that the Fermi Large

Area Telescope may currently be probing thermal relics with a mass below ∼ 10 GeV (for

particular annihilation channels and an unsuppressed annihilation cross section). However,

the uncertainty in the derived parameterizations can significantly alter the predicted number

of observable subhalos; thus making more definitive statements will necessitate larger, stable,

higher-resolution simulations.

Chapter 7 updates constraints on an exhaustible list of simplified dark matter models

that may be consistent with generating the observed Galactic Center gamma-ray excess

23 [427]. We show that spin-1 mediated models are nearly entirely ruled out by direct

detection constraints, and models which annihilate through a t-channel exchange of a charged

and colored mediator are entirely excluded by both direct detection and the LHC. Spin-0

mediator models, however, are still viable for mediator masses ma between ∼ 10 GeV and

∼ 200 GeV.

In Chapter 8, we attempt to address the extent to which including time information in the

analysis of future direct detection data may break the degeneracy that arises between dark

matter models with a similar momentum dependence in the differential cross sections [428].

Using a Bayesian statistical analysis, we show that including time information in future

generation experiments may increase model identification by as much as ∼ 40%, however

this is not enough to fully break the degeneracy.

The experimental program developed to probe the WIMP parameter space has recently

begun to substantially test the thermal dark matter paradigm, and will continue to do so

23Note that hidden sector models are not addressed in this work. Such models are notoriously difficult to
exclude and certainly remain viable for wide ranges of parameter space.
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for the next decade. The list of aforementioned manuscripts provide a broad insight into the

current status and prospects for observing the non-gravitational interactions of WIMP dark

matter candidates. Should nature be kind, experiments performed in the coming years may

yield valuable insight into the mysterious substance known as dark matter.

223



A Dissertation Appendix

A.1 The zeros of the q(vmin) function
[Pertains to Chapter 5]

We are first going to argue that the zeros of q(vmin) are only isolated above a certain vmin

range where all terms in the sum defining q(vmin) are zero. We will then find the maximum

possible number of isolated zeros, although the actual number of zeros can be much smaller

than the maximum.

A.1.1 The zeros are isolated above a certain vmin value

The terms defining q(vmin) in Eq. (5.41) are either positive semidefinite, e.g. ξEHI(vmin)

and some of the terms proportional to ξ
(α)
j (vmin), or negative semidefinite, e.g. the terms

proportional to HEHI
a (vmin) and some of the terms proportional to ξ

(α′)
j′ (vmin). To facilitate a

smooth discussion of the behavior of these functions, let us introduce the label µ, which will

be used to denote either a quantity associated with the EHI experiment or an experiment-bin

pair (α, j). This way, quantities like ξµ(vmin) can either represent ξEHI(vmin) or ξ
(α)
j (vmin).

Each term in the sum in Eq. (5.41) has a different vmin-dependence. In particular the

ξµ(vmin) functions (note the general behavior of ξ
(α)
j (vmin) is identical to that of ξ(vmin)

discussed in Sec. 5.2.2) are zero below certain values of vmin, which we will refer to as vµlow,

strictly increase with vmin (although the second derivative may exhibit sign changes), until at

some value of vmin, call it vµhigh, they plateau and become constant. The vµlow and vµhigh of each

ξµ(vmin) function, as well as the height of the plateau, depend on theoretical framework and

the specifics of the experiments (e.g. the scattering kinematics, the differential cross section,
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the energy resolution functions, etc.). The HEHI
a (vmin), also described in Sec. 5.2.2, are

instead upward step-like functions, starting from zero at low vmin, with the steps appearing

roughly at the vmin values corresponding to the detected energy of the events observed in

the EHI experiment.

In addition to having unique vmin-dependencies, each of the terms in Eq. (5.41) has

uniquely defined η̃-dependent coefficient. Thus the terms are all independent of each other

and have very different functional forms.

For values of vmin below the minimum vµlow, i.e. where all the terms in Eq. (5.41) are

zero, q(vmin) is zero, which implies η̃BF (vmin) is undetermined. This is not detrimental to the

arguments we have made as it reflects the fact that experiments under consideration do not

probe the halo function at these values of vmin. Notice that in order to have non-negative

q(vmin) values, the vlow of some of the positive terms must be smaller than the smallest vlow

of all negative terms.

For values of vmin larger than the minimum vµlow, zeros of q(vmin) can appear where the

modulus of the sum of all negative terms in Eq. (5.41) touches from below the sum of all

positive terms in Eq. (5.41) (recall that q(vmin) is a non-negative function). The positive

terms consist of different ξµ(vmin) (most of them multiplied by η̃-dependent coefficients).

Thus, in general, the sum of all positive terms behaves as a monotonically increasing function

starting from zero at the lowest vµlow (lowest of all positive terms) and plateauing to a constant

value at the largest vµhigh (again considering only positive terms). The negative terms in

Eq. (5.41) include the step-like Ha(vmin) (multiplied by η̃ dependent coefficients), which

each add a “step-like” feature to the modulus of the sum of negative terms, and some of the
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ξ
(α)
j (vmin) dependent terms (multiplied by η̃ dependent negative coefficients). Depending on

the nature of these negative ξ
(α)
j (vmin) terms, they could add “shoulder-like” features, arising

from changes in the sign of the second derivative, to the modulus of the sum of negative

terms. The modulus of the sum of negative terms also plateaus above the largest vµhigh

(largest of all negative terms). The plateau of the sum of positive terms and the plateau of

the modulus of the sum of all negative terms are entirely independent of each other, and thus

the possibility that the two plateaux would coincide to produce q(vmin) = 0 is completely

unrealistic since they both depend on entirely different experimental features. Furthermore,

for most realistic cases, the maximum value of vµhigh is larger than the galactic escape velocity,

and thus η̃(vmin) should be zero in this region. Since these plateaus cannot feasibly coincide,

q(vmin) cannot equal 0 above the largest vµhigh.

Typically isolated zeros of q(vmin) would happen when some of the “step-like” or “shoulder-

like” features of the modulus of the sum of negative terms in Eq. (5.41) touch from below

the monotonically increasing sum of all positive terms in Eq. (5.41). Alternatively, if the

sum of the positive terms has a region of negative curvature, it may be possible for that this

sum could reach towards and touch the modulus of the sum of negative terms from above.

A practically impossible conspiracy between terms dependent on different experiments,

energy intervals, and η̃ functions would be required for q(vmin) to be zero in an extended vmin

interval above the minimum vµlow, a conspiracy which would not survive infinitesimal changes

in any of the elements defining each term in Eq. (5.41). We include in Appendix ?? a more

mathematically rigorous proof illustrating why extended zeros of q(vmin) cannot exist above

the minimum vµlow. In the following we only consider the possibility that q(vmin) has a finite
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number of isolated zeros.

A.1.2 Maximum number of isolated zeros of the function q(vmin) for a global
likelihood

Before counting the number of isolated zeros of q(vmin), let us introduce the notion of a

“generic” solution. We say that a solution is generic if small changes in the quantities that

define it do not affect the existence of the solution. In our context, the quantities defining

the solutions are the input parameters and functions given to fully specify ξEHI, ξ
(α)
j , and

HEHI
a , e.g. the efficiency function ε(E ′, ER), the energy resolution function GT (E ′, ER), the

differential cross section dσT/dER, and the exposure MT for each experiment and bin.

Let us briefly demonstrate the importance of the concept of generic solutions by consid-

ering the number of isolated zeros that can arise in the linear combination of two functions

f(x) and g(x) which do not have the same functional form, since they are assumed to be

derived from two independent experimental setups (i.e. changes in the experimental quan-

tities of one experiment may affect e.g. f(x), but do not affect g(x) in the same manner).

For an adjustable parameter λ, it is possible for f(x) and λg(x) to have a generic point of

osculation, i.e. a point where f(x) = λg(x) and f ′(x) = λg′(x), at which the Wronskian

W [f, g] vanishes

W [f, g](x) ≡ f(x)g′(x)− f ′(x)g(x) = 0 . (A.1)

In fact, W [f, g] could vanish in more than one point, say x1, x2, ...xn, or in various intervals.

In this case the value of λ can be chosen so that f(x1) = λg(x1) at one of those discrete

points, say x1. This point of osculation defines an isolated zero of the function [f(x)−λg(x)],
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with zero slope. Having two points of osculation, say x1 and x2, would require

f(x1)

g(x1)
=
f(x2)

g(x2)
, (A.2)

where W [f, g](x1) = W [f, g](x2) = 0, for points x1 6= x2. Small changes in the defining

experimental functions and parameters would certainly break the equality in Eq. (A.2) (or

result in a non-vanishing Wronskian at those points), and thus solutions having more than

one point of osculation are not generic. This same argument can be used to exclude the

possibility of having a generic solution with both an isolated osculation point and an interval

of osculation. Since we are interested in counting the maximum number of isolated points

of osculation, we need not be concerned with the existence of intervals of osculation.

Let us denote with Xm(vmin) either the functions HEHI
a (vmin) or the functions ξ

(α)
j (vmin),

so that Eq. (5.41) can be written in the form

1

2
q(vmin) = ξEHI(vmin)−

∑

m

λmXm(vmin) , (A.3)

except here we will treat the λm as free parameters. The argument above ensures that there

could be at most one generic point of osculation between ξEHI(vmin) and λmXm(vmin), or

between λmXm(vmin) and λkXk(vmin) for k 6= m. Here, the coefficients λm are adjustable

parameters, equivalent to a multidimensional generalization of the parameter λ in the above

example. In the context of Eq. (5.41), one can identify the λm with the halo-dependent

quantities, e.g. 1/γ[η̃] and the factors in the square bracket of Eq. (5.42) and Eq. (5.43).
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For fixed (n− 1) coefficients, λ1,...λk−1, λk+1,...λn, we can consider two functions

fk(vmin) = ξEHI(vmin)− λ1X1(vmin) · · · − λk−1Xk−1(vmin)− λk+1Xk+1(vmin) · · · − λnXn(vmin)

(A.4)

and

λkgk(vmin) = λkXk(vmin). (A.5)

Here we choose the parameter λk with 1 ≤ k ≤ n as the only adjustable parameter. Assume

λk can be adjusted freely. Then by adjusting λk, we could find one point of osculation where

fk(vmin) = λgk(vmin), and we can treat such an adjusted value of λk as a function of the rest

of the parameters, λ̂k(λ1, . . . , λk−1, λk+1, . . . , λn).

Now let us consider a n-dimensional manifold Mn of all the λk real parameters, i.e.

M(n) ≡ {(λ1, . . . , λn)|λm ∈ R,m = 1, . . . , n}. (A.6)

Notice that here n is one less than the total number of terms defining q(vmin) in Eq. (5.41)

(because ξEHI(vmin) is treated separately), thus n = N = NEHI +
∑

αN
(α)
bin (see Eq. (5.40)).

The equation

λk = λ̂k(λ1, . . . , λk−1, λk+1, . . . , λn) (A.7)

defines a (n− 1)-dimensional sub-manifold M
(k)
n−1 in the manifold Mn, for each choice of k.

By construction, at every point in the sub-manifold M(k)
n−1, a point of osculation

v(k)(λ1, . . . , λk−1, λk+1, . . . , λn) (A.8)
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is assigned, so, assuming λk can be adjusted freely to be λk = λ̂k, the function

fk(vmin)− λgk(vmin) = 1
2
q(k)(vmin;λ1, . . . , λk−1, λk+1, . . . , λn)

= ξEHI(vmin)−∑m 6=k λmXm(vmin)

−λ̂k(λ1, . . . , λk−1, λk+1, . . . , λn)Xk(vmin), (A.9)

has at least one isolated zero (with zero slope) at

vmin = v(k)(λ1, . . . , λk−1, λk+1, . . . , λn), (A.10)

for any given set of values (λ1, . . . , λk−1, λk+1, . . . , λn).

If we consider two such manifolds, M(k)
n−1 and M(k′)

n−1, the intersection of them, M(k)
n−1 ∩

M(k′)
n−1, is generically a (n − 2)-dimensional sub-manifold. Assuming now that λk and λk′

(k 6= k′) can both be adjusted at will so that λk = λ̂k and λk′ = λ̂k′ at every point in this

sub-manifold, we have two isolated zeros (with zero slope) given by the functions,

v(k)(λ1, . . . , λk−1, λk+1, . . . , λk′−1, λk′+1, . . . , λn)

≡ v(k)(λ1, . . . , λk−1, λk+1, . . . , λn)|λk′=λ̂k′ , (A.11)

and

v(k′)(λ1, . . . , λk−1, λk+1, . . . , λk′−1, λk′+1, . . . , λn)

≡ v(k′)(λ1, . . . , λk′−1, λk′+1, . . . , λn)|λk=λ̂k
, (A.12)
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which are respectively induced from the functions defined on M(k)
n−1 and M(k′)

n−1. The values

of these two functions at the same point are in general different.

In a similar way, if all coefficients λk could be freely adjusted the intersection of all

(n− 1)-dimensional sub-manifolds,

∩nk=1M(k)
n−1 , (A.13)

is generically a zero-dimensional sub-manifold of Mn, i.e. a set of discrete points. For one

of these points, which we call (λ̂1, . . . , λ̂n), we can define the function

1

2
q(vmin; λ̂1, . . . , λ̂n) = ξEHI(vmin)−

n∑

m=1

λ̂mXm(vmin) (A.14)

which has n isolated zeros, with zero slope. Here, n = N ≡ NEHI +
∑

αN
(α)
bin (see Eq. (5.40)),

i.e. the number of events observed by the EHI experiment plus the total number of bins

employed by all Poisson and Gaussian experiments. This is what we wanted to prove.

However we have so far assumed the coefficients λm could all be freely adjusted. This is not

true, however, and the actual number of isolated zeros of q(vmin) (with q′(vmin) = 0) will be

in most circumstances much smaller than the maximum N .

In fact, the coefficients λm are quantities derived from a halo function η̃. All points in

Mn that can be actually realized from halo functions η̃ form a continuous subset S of the

manifoldMn. The maximum number of the individual sub-manifoldsMk
n−1 passing through

a point in S gives the maximum number of actual possible steps in the best fit η̃ function.

This number can be determined by carefully considering the functional form of ξEHI, ξ
(α)
j ,
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and HEHI
a , and is in general smaller than N .

A.2 The uniqueness of the best-fit halo function
[Pertains to Chapter 5]

Here, we show that the halo function η̃BF (vmin) maximizing a global likelihood functional

having at least one extended likelihood as a factor is unique in the vmin range wherein the

experiments in consideration can probe the value of the halo function. The proof consists in

showing that the second directional derivatives of the functional L ≡ −2 lnL with respect

to variations of the η̃ function are all positive.

A.2.1 Statement of the proof

We start by stating two properties of the global likelihood (and the individual likelihoods)

considered in this paper. First, the likelihood depends on the halo function only through

physically observable quantities, which are either the scattering rate in a bin

R
(α)
j ≡MT

∫ ∞

vδ

dv R[E′j ,E
′
j+1](v)η̃(v), (A.15)

or the value of the differential rate at a given value of E ′,

dR

dE ′
≡MT

∫ ∞

vδ

dv
dR
dE ′

(v)η̃(v) . (A.16)

Secondly, if we treat these observable quantities (which we call “the rates” in the rest of this

section) as independent parameters without restriction, the global likelihood L is a strictly
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concave function of them, or, equivalently, the functional L ≡ −2 lnL is a strictly convex

function.

Since the rates depend linearly on the halo function, the functional L is a convex but

not necessarily a strictly convex function of the halo function η̃. The strict convexity of the

functional L as a function of the rates guarantees the uniqueness of the best fit rates (those

which maximize the likelihood L, and thus minimize the functional L), but not of the best

fit halo function η̃BF (vmin), since, in general, the same values of the rates can be obtained

from different halo functions.

While these two properties do not yet prove that the best fit halo function is unique, we

know from the convexity of the functional L that if there are more than one best fit halo

functions, the value of the likelihood is constant along the line of minima between any two

best fit halo functions, and thus, along the direction of the line, the second (and also higher)

order directional (functional) derivatives should vanish. Thus all the best fit halo functions

are connected to each other by a continuous deformation and thus form a connected set.

Using this fact, the global uniqueness of the best fit halo function η̃BF (vmin) can be

asserted by proving that the second order directional derivatives of L around a minimum are

all larger than zero, i.e.

∫
dv

∫
dw ∆η̃(v)∆η̃(w)

δ2

δη̃(v)δη̃(w)
L[η̃]

∣∣∣∣
η̃=η̃BF

> 0, (A.17)

for all allowed ∆η̃.

Up to this point, we have not used the fact that the halo function is a non-increasing
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function, and that the KKT conditions should be satisfied by the best fit halo function. Since

we have previously proven in Appendix A that the halo functions maximizing the global

likelihood are piecewise constant with at most N = NEHI +
∑

αN
(α)
bins points of discontinuity,

we know that deformations of η̃ between two best fit halo functions must also respect this

form. Thus, the positivity condition of the second order directional derivatives of L around

a minimum, Eq. A.17, can be rewritten as

0 <
∑N

a,b=1

[
∆η̃a∆η̃b

δ2

∂η̃a∂η̃b
fL({~v, ~̃η})

+∆va∆vb
δ2

∂va∂vb
fL({~v, ~̃η})

+2∆η̃a∆vb
δ2

∂η̃a∂vb
fL({~v, ~̃η})

]
η̃=η̃BF

, (A.18)

for all allowed infinitesimal variations ∆η̃a and ∆va, where fL({~v, ~̃η}) ≡ L[η̃(vmin; {~v, ~̃η})].

When one finds the best fit halo function, the locations va and heights η̃a of the steps

can be independently varied since the KKT conditions are automatically satisfied for the

resultant best fit halo function. However, in Eq. A.18, if a variation of these parameters,

∆η̃a and ∆va, truly connects two best fit halo functions (and the ones between them, which

are also best fit halo functions) by a continuous deformation, the KKT conditions should

remain satisfied along the path of the deformation, and thus we only need to consider the

variations respecting the KKT conditions. We will show now that these variations must all

have ∆va = 0, namely the positions of the steps in vmin cannot change.
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A.2.2 Proof that the locations of the steps cannot change

Let us examine how the function q(v) changes under an arbitrary deformation ∆η̃(vmin)

of the halo function η̃(vmin). Using the definition of the function q(v) in Eq. 5.20, the

induced variation ∆q(v) of the function q(v), can be compactly written in terms of the

second derivative of the functional L as

∆q(v) ≡
∫ ∞

vδ

dw ∆η̃(w)
δq(v)

δη̃(w)

=

∫ ∞

vδ

dw ∆η̃(w)
δ

δη̃(w)

[∫ v

0

du
δL

δη̃(u)

]
, (A.19)

or

∆q(v) =
∑

α,j

∆R
(α)
j

∫ v

vδ

du
δ

δη̃(u)

(
∂L

∂R
(α)
j

)

+

∫
dE ′ ∆

(
dR

dE ′

)∫ v

vδ

du
δ

δη̃(u)

(
∂L

∂(dR/dE ′)

)
(A.20)

where we have defined the changes ∆R
(α)
j and ∆

(
dR
dE′

)
of the rate R

(α)
j and differential rate

dR/dE ′, respectively as

∆R
(α)
j ≡

∫
dv ∆η̃(v)

δR
(α)
j

δη̃(v)
(A.21)

and

∆

(
dR

dE ′

)
≡
∫

dv ∆η̃(v)
δ

δη̃(v)

(
dR

dE ′

)
. (A.22)

Eq. (A.20) shows that the function q(v) is invariant under a variation ∆η̃ of the best fit halo

function that leaves the rates unchanged (all best fit halo functions should yield the same
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unique best fit rates). This implies that all best fit halo functions must have their points

of discontinuity (i.e. the locations of its steps) at the same vmin values. In other words, a

variation having a non-zero ∆va either breaks the KKT condition or changes the observable

rates, and thus such a variation inevitably decreases the value of the likelihood functional.

A.2.3 Evaluation of the second directional derivatives of L

Since the positions of the steps cannot change, it is enough to evaluate the second derivative

of the functional L with respect to an arbitrary variation of the heights of the steps ∆η̃a.

Expanding the functional L around the best fit halo up to the second order we get

∆L =
1

2

N∑

i,j=1

∆η̃i∆η̃j

∫ vi

vi−1

dv

∫ vj

vj−1

du
δ2L

δη̃(v)δη̃(u)
(A.23)

=
1

2

N∑

i,j=1

∆η̃i∆η̃j

∫ vi

vi−1

dv
δ

δη̃(v)
(q(vj)− q(vj−1)) (A.24)

= 2
N∑

A=1

(
N∑

i=1

KAi∆η̃i
)2

. (A.25)

Here we defined the index A to run over all data points, namely all bins or single events of

all experiments considered, so A runs from 1 to N . Specifically, the summation over A runs

over the observed events in the extended likelihoods and the bins j of all experiments α with

Poisson and Gaussian likelihoods. The index i indicates instead each constant portion of the

best fit halo function, between the steps at vmin values vi−1 and vi. The maximum number

of steps was found in Appendix A to be N , so we can take take the number of steps to be

equal to N and consider some of the step heights to be zero. In this way, i also runs from 1
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to N . The coefficients KAi are given by

KAi ≡
HA(vi)−HA(vi−1)

γA[η̃]
(A.26)

for extended likelihoods,

KAi ≡
√
n

(α)
j

ξ
(α)
j (vi)− ξ(α)

j (vi−1)

ν
(α)
j [η̃] + b

(α)
j

(A.27)

for Poisson likelihoods, and

KAi ≡
ξ

(α)
j (vi)− ξ(α)

j (vi−1)

σ
(α)
j

, (A.28)

for Gaussian likelihoods. In the last two equations the index A accounts for the experiment-

bin pairs indexes (α, j).

Notice that the quantities KAi can be interpreted as the components of N non-zero

vectors ~KA in a vector space with dimension N with components denoted by i. We can also

consider ∆η̃i to be the components of a vector ∆~̃η with the same number of dimensions of

the ~KA vectors. Each vector ∆~̃η is a possible infinitesimal variation of the heights of the

steps η̃i around a best fit halo function. Eq. (A.23) is then a sum of the squares of the inner

products of two vectors ~KA and ∆~̃η.

Notice also that the vectors ~KA are generically linearly independent, because there is no

reason that the experiment-specific quantities KAi should be dependent upon information

contained in a different bin or experiment.

Since the vectors ~KA are generically linearly independent there is no non-zero vector ∆~̃η
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orthogonal to all of them. This implies that there is no infinitesimal variation of the heights of

the steps η̃i around a best fit halo function for which the second order variation of L vanishes.

This proves that the likelihood functional L is not invariant under any infinitesimal variation

around the best fit halo function which would lead to another best fit halo function. Since

all the second directional derivatives of L around a best fit halo function are positive the

best fit halo function must be unique.

A.3 Model Selection Prospects in Xenon (SI Interaction)
[Pertains to Chapter 8]

We present in Figs. A.1–A.3 the model selection prospects for various exposures on a xenon

experiment, including (solid lines) and neglecting (dashed lines) information on the modula-

tion of the recoil rate, and assuming the SI interaction is the true model. Results are shown

for 20 GeV (Fig. A.1), 125 GeV (Fig. A.2), and 500 GeV (Fig. A.3) DM particle. Results

are similar to those presented in Sec. 8.5 for the case of the anapole interaction.
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Figure A.1: Same as Fig. 8.3 but for the SI interaction as the true model.
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Figure A.2: Same as Fig. 8.3 but for a 125 GeV DM and the SI interaction as the true
model.
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Figure A.3: Same as Fig. 8.3 but for a 500 GeV DM and the SI interaction as the true
model.
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