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Graph-partitioning problems are a central topic of research in the study of approximation algorithms. They are of interest to both theoreticians, for their far-reaching connections to different areas of mathematics, and to practitioners, as algorithms for graph partitioning can be used as fundamental building blocks in many applications, such as image segmentation and clustering. While many theoretical approximation algorithms exist for graph partitioning, they often rely on multicommodity-flow computations that run in quadratic time in the worst case and are too time-consuming for the massive graphs that are prevalent in today's applications. In this dissertation, we study the design of approximation algorithms that yield strong approximation guarantees, while running in subquadratic time and relying on computational procedures that are often fast in practice. The results that we describe encompass two different approaches to the construction of such fast algorithms.

Our first result exploits the Cut-Matching game of Khandekar, Rao and Vazirani [41], an elegant framework for designing graph-partitioning algorithms that rely on single-commodity, rather than multicommodity, maximum flow. Within this framework, we give two novel algorithms that achieve an $O(\log n)$-approximation for the problem of finding the cut of minimum expansion in the instance graph. The running time of these algorithms is $\tilde{O}\left(m+n^{3 / 2}\right)$ and is dominated by a polylogarithmic number of single-commodity maximum-flow computations. Moreover, we give the first analysis of the limitations of the Cut-Matching game by showing that, for the minimum-expansion problem, no approximation better than $\Omega(\sqrt{\log n})$ can be obtained within this framework.

Our second result is a spectral method for the problem of finding the balanced cut of minimum conductance in a graph. In its design, we abandon the use of flow computations, in favor of spectral methods that give the algorithm a nearly-linear running time. At the same time, we can show that this algorithm achieves the asymptotically optimal approximation
ratio for spectral methods, settling an open question in the seminal work of Spielman and Teng [64] on spectral algorithms. Moreover, our algorithm has applications to the computation of graph decompositions, the solution of systems of linear equations and sparsification.

In both results, our approach to graph partitioning consists of a combination of spectral and semidefinite-programming techniques. A crucial ingredient in our algorithmic design is the use of random walks that, by hedging among many eigenvectors in the graph spectrum, capture the existence of low-conductance cuts better than single eigenvectors. The analysis of our methods is particularly simple, as it relies on a semidefinite programming formulation of the graph partitioning problem of choice. Indeed, we can describe our algorithms as primal-dual methods for solving a semidefinite program and show that certain random walks arise naturally from this approach. In this pursuit, we make use of the powerful Matrix Multiplicative Weight Update method of Arora and Kale [11], which helps us to formalize the connections between random walks, semidefinite programming and hedging, the common themes of our algorithms.
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## Chapter 1

## Introduction

Graph-partitioning problems are a central topic of research in the study of approximation algorithms. They are of interest to theoretical computer scientists for their far-reaching connections to spectral graph theory [21], metric embeddings [52] and the mixing of Markov chains [33]. Moreover, graph-partitioning problems have received particular attention in complexity theory, as settling their approximability is a fundamental open question in this field. But graph partitioning is also important for many practitioners, as algorithms for these problems are often fundamental primitives in other tasks, such as image segmentation [60], clustering [36] and social-network analysis [51]. In today's applications, the input to these problems tend to consist of very large graphs, such as VLSI circuits or web-data graphs, that require algorithms running in time as close to linear as possible while preserving a good approximation ratio. The main object of this dissertation is the study of such fast approximation algorithms for graph partitioning.

Graph-partitioning problems can be generically defined as a family of NP-hard problems in which we are asked to partition the vertex set of a graph into two components such that few edges are going across the cut and the two components are both large. This is often achieved by optimizing a ratio of the number of edges cut and the "size" of the smaller side of the partition. Changing the notion of "size" yields different graph-partitioning problems.

In this dissertation, we will focus on the two main graph-partitioning objectives, expansion and conductance, but our techniques extend to other versions of graph partitioning. Given an undirected unweighted graph $G=(V, E)$, the expansion of a cut $S \subseteq V$, is defined as

$$
\alpha(S) \stackrel{\text { def }}{=} \frac{|E(S, \bar{S})|}{\min \{|S|,|\bar{S}|\}}
$$

The conductance of $S$ is

$$
\phi(S) \stackrel{\text { def }}{=} \frac{|E(S, \bar{S})|}{\min \{\operatorname{vol}(S), \operatorname{vol}(\bar{S})\}}
$$

where $\operatorname{vol}(S)$ denotes the volume of $S$, i.e. the sum of the degrees of vertices in $S$. Then, the Expansion problem is that of finding the cut of $G$ of minimum expansion $\alpha(G)$. In the
case of conductance, we will be interested in the Balanced Separator problem, which asks us to find the cut of $G$ of minimum conductance that contains at least some constant fraction of the volume of the graph. Besides being a theoretically rich problem, BALANCED SEparator is of great practical importance, as it plays a crucial role in the design of divide-and-conquer algorithms [61], where the balance constraint is used to ensure that the depth of the recursion tree is at most logarithmic.

### 1.0.1 Background

Any approximation algorithm for a graph partitioning problem, e.g. Expansion, must exhibit a certificate that lower-bounds the expansion of all the exponentially-many cuts in the instance graph $G$. Different approaches to create such a succinct lower bound yield different approximation algorithms. Classically, two main techniques have been employed in this pursuit for graph partitioning: spectral and flow methods.

The spectral method is based on the realization that the graph cuts approximately determine the mixing of random walks over the graph, with sparse, low-expansion cuts causing slow mixing [21]. Alon and Milman [2] formalized this intuition showing that, in a $d$-regular graph

$$
\begin{equation*}
\sqrt{2 \cdot \operatorname{gap}(G)} \geq \frac{\alpha(G)}{d} \geq \operatorname{gap}(G) \tag{1.1}
\end{equation*}
$$

where $\operatorname{gap}(G)$ is the spectral gap [21] of $G$, defined in Chapter 2, a measure of the speed of mixing of random walks in the graph $G$. gap $(G)$ can be computed by finding the slowest mixing eigenvector of the graph Laplacian. Alon and Milman also show that a sweep cut of this eigenvector has expansion at most $d \cdot \sqrt{2 \cdot \operatorname{gap}(G)}$, yielding a pseudo-approximation algorithm for Expansion. This algorithm achieves a good approximation ratio on graphs of large expansion, but can be very far from optimal in graphs of low expansion. Indeed, its approximation ratio can be as bad as $\Omega(\sqrt{m})^{1}$ [30].

The flow-based algorithm of Leighton and Rao [49] certifies expansion by routing a scaled copy of the complete graph $K_{V}$ in $G$, i.e. by showing that a multicommodity flow with demands corresponding to the edges of $K_{V}$ can be routed concurrently in $G$ with minimum congestion $c$. This implies that

$$
\alpha(G) \geq \frac{\alpha\left(K_{V}\right)}{c}
$$

as the capacity of each cut in $G$ must be able to support the capacity of the demands $K_{V}$. Conversely, if the algorithm is not able to route the flow with congestion $c$, it finds a cut $S$ with

$$
\alpha(S) \leq O(\log n) \cdot \frac{\alpha\left(K_{V}\right)}{c}
$$

[^0]This yields a $O(\log n)$-approximation algorithm for Expansion. The algorithm of Leighton and Rao can also be stated as solving and rounding a natural linear-programming relaxation of the Expansion problem.

The spectral and flow paradigms were combined by Arora, Rao and Vazirani in their seminal paper [12], which gave a $O(\sqrt{\log n})$-approximation algorithm for Expansion. The authors used a semidefinite program (SDP) to relax the Expansion problem and introduced the concept of expander flows to certify expansion. This consists of combining the spectral and flow lower bounds as follows: we first embed a graph $H$ into $G$ with minimum conductance $c$ and then lower-bound the expansion of $H$ using the spectral method. Note that this kind of certificate is more general than that of Leighton and Rao and hence yields tighter bounds on expansion. Arora et al. [12] followed the expander-flow paradigm by describing a $O(\sqrt{\log n})$-approximation algorithm that routes a regular expander in $G$ using multicommodity maximum-flow operations.

We now consider the running times of these algorithms. The spectral algorithm of Alon and Milman runs in nearly-linear-time ${ }^{2} O(\mathrm{~m} / \sqrt{\operatorname{gap}(G)})$, if we use Lanczos method to compute the necessary eigenvector [29]. However, the more advanced algorithms of Leighton and Rao and Arora et al., with their superior approximation guarantees, were only known to run in quadratic time $\tilde{O}\left(n^{2}\right)$ [8], because of the use of multicommodity maximum-flow computations. This bottleneck has pushed many practitioners towards spectral methods and advanced heuristics, such as Metis [37], which perform well in many cases, but have no guarantee on their worst-case behavior.

### 1.0.2 Fast Algorithms for Graph Partitioning

Khandekar, Rao and Vazirani (KRV) [41] were the first to address this problem by using the expander-flow idea to route a simpler graph than a general regular expander. Their algorithm iteratively constructs an union of perfect matchings $H$ that can be routed in $G$ with small congestion and such that $\alpha(H)$ is large. Even though they do not directly use a spectral lower bound on the expansion of $\alpha(H)$, their methods to achieve a lower bound on $\alpha(H)$ are inherently spectral and in the spirit of the expander-flow paradigm. The main advantage of this algorithm is that, as it is routing a simpler, more restrictive kind of graph, it only needs to run a polylogarithmic number of single-commodity maximum-flow operations to achieve a $O\left(\log ^{2} n\right)$-approximation. As single-commodity maxflows can be computed in time $\tilde{O}\left(m^{3 / 2}\right)$ by the Goldberg-Rao algorithm [28], the algorithm of KRV [41] runs in time $\tilde{O}\left(m^{3 / 2}\right)$, improving on the quadratic running time of the other algorithms achieving polylogarithmic approximation ratios.

In this paper, KRV also implicitly define the Cut-Matching game, a powerful framework to obtain fast approximation algorithms for Expansion and other graph-partitioning prob-

[^1]lems using single-commodity maxflows. This framework will be the main object of our study in Chapter 4. We contribute in two ways to the study of the Cut-Matching game: first, we use it to construct improved algorithms for Expansion that achieve an approximation ratio of $O(\log n)$ in time $\tilde{O}\left(m^{3 / 2}\right)$; secondly, we show a lower bound of $\Omega(\sqrt{\log n})$ on the approximation ratio achievable within the framework. This line of work was recently advanced by Sherman [59], who described a $O(\sqrt{\log n})$-approximation algorithm for Expansion, outside of the Cut-Matching-game framework, that only uses $O\left(n^{\epsilon}\right)$ single-commodity-maxflow computations. This research direction has been very fruitful in obtaining strong approximation algorithms running in essentially single-commodity-maxflow time, but, for some applications, even a running time of $\tilde{O}\left(\mathrm{~m}^{3 / 2}\right.$ can be excessive and a nearly-linear-time algorithm is highly desirable.

While the algorithm of Alon and Milman already achieves nearly-linear time to approximate conductance and expansion of regular graphs, no such algorithm was known for the important variant of Balanced Separator until the fundamental work of Spielman and Teng [66, 67, 65, 64]. Their sequence of papers gives nearly-linear time algorithms to solve systems of linear equations involving Laplacian matrices and to construct high-quality spectral sparsifiers and makes use of a nearly-linear-time approximation algorithm for BALanced Separator as an important primitive. However, their algorithm fails to achieve the asymptotic quadratic approximation ratio of Equation 1.0.1, which is optimal for spectral algorithms, and opens the question of whether such ratio can be obtained in nearly-linear time [62]. Our work in Chapter 5 resolves this standing open-question positively by constructing an algorithm BALCut that meets these bounds. Our algorithm can be substituted for the original Spielman and Teng's algorithm in the application to the solution of systems of linear equations and sparsification, yielding polylogarithmic improvements in running time.

### 1.1 Summary of Results

This dissertation will present our results in two areas: Chapter 4 contains our work on the Cut-Matching game, including our improved algorithms and lower bound argument. Chapter 5 deals with our novel algorithm for the Balanced Separator problem. In the rest of this Introduction, we discuss our techniques and give a more precise sketch of our results and their significance.

### 1.1.1 Techniques

The two results in this dissertation share a common approach and a common set of techniques: in both cases, we construct algorithms that leverage the power and speed of random walks to find sparse cuts, yet we do not rely on classical theorems about the convergence of random walks, such as the lemmata of Lovasz and Simonovits [53]. Instead, our analysis is often a simple consequence of our SDP formulations of the problem, combined with other

SDP-based ideas. Indeed, this SDP angle seems to allow us to construct and handle advanced spectral algorithms that capture the behavior of sophisticated walks over the graph, without having to design such walks in an ad-hoc manner, as is done in local-random-walk methods.

A major role in this approach is played by Multiplicative Weight Update methods [11], a technique to which we dedicate Chapter 3. Multiplicative Weight Updates are a class of methods developed in online learning and game theory to analyze and exploit the effectiveness of hedging over multiple strategies in a repeated game. Despite their simplicity, these updates are capable of efficiently capturing the power of strong duality and have many applications in Theoretical Computer Science [10, 11], both as an algorithmic tool and as a proof strategy. In our work, Multiplicative Weight Updates come into play in solving SDP formulations of graph-partitioning problems, where they provide a framework for designing efficient and robust primal-dual schemes that rapidly converge to approximately optimal solutions. These methods allow us to formalize the connections among SDPs for graph partitioning problems, random walks and the concept of hedging, which is a common thread in our algorithms. We further discuss this link in Section 4.3, where we show how random walks arise naturally in the Cut-Matching game as a way of designing a robust potential function that captures the expansion of many cuts. We also describe in detail the relation between SDPs and random walks for our Balanced Separator algorithm in Section 5.4.

A general novel theme of this dissertation is the use of semidefinite programming ideas to construct very efficient algorithms. Originally, the use of SDP programs was confined to the design of the most theoretical approximation algorithms, which served as proofs of polynomial-time approximability rather than procedures expected to run on real hardware. The application of SDP ideas to the construction of fast approximation algorithms was made possible by the discovery of efficient primal-dual schemes, based on Multiplicative Weight Updates, to approximately solve SDP programs, due to Arora and Kale [11]. This dissertation is a contribution to this exciting new area of research.

### 1.1.2 The Cut-Matching Game and Fast Algorithms for Graph Partitioning

The expander-flow formalism of Arora et al. [12] provides a new way of certifying expansion, by constructing a flow routing of a scaled expander in the instance graph. However, the first algorithms designed to use this idea [12, 8, 11] require multicommodity maximum-concurrent-flow operations that constitute a quadratic bottleneck in the running time. To obtain faster algorithms, researchers investigated the following question: is it possible to use single-commodity maximum-flow computations to route a sufficiently good expander or find a cut in the instance graph? More generally, can we design approximation algorithms for Expansion and other graph partitioning problems, while only using a small number of single-commodity maxflows?

KRV [41] were the first to answer this question positively by giving a $O\left(\log ^{2} n\right)$ ap-
proximation algorithm for Expansion that only uses polylogarithmic maxflow calls. More importantly, KRV not only gave an algorithm, but also a framework to design approximation algorithms for graph partitioning using single-commodity maxflows. This system is based on the elegant abstraction of the Cut-Matching game and allows us to separate the flow and spectral part of the algorithm, restricting the problem to a simple game of spectral flavor.

The Cut-Matching game is a multiround game between a cut player and a matching player: at each interaction the cut player gives a bisection and the matching returns a perfect bipartite matching across the bisection. The goal of the cut player is to ensure that the union of the matchings quickly achieves as high expansion as possible, while the matching player tries to keep the expansion of the graph small for a large number of iterations. Following the reduction of KRV, a cut-player strategy achieving large expansion in a small number of iterations can be turned into an algorithm achieving a good approximation ratio using only a small number of maxflow computations.

In Chapter 4, we present a number of original results on the Cut-Matching game and its application to graph partitioning. Our main results are the following:

- We give two new cut-player strategies, yielding $O(\log n)$-approximation algorithms for Expansion that run in time $\tilde{O}\left(m+n^{3 / 2}\right)$. These strategies are presented in Section 4.2.
- We give the first lower bound argument for the Cut-Matching game, implying that no algorithm designed within this framework can achieve an approximation better than $\Omega(\sqrt{\log n})$ for Expansion. This appears in Section 4.7.

In the process of describing these results, we introduce two slightly different versions of the Cut-Matching game: in the first, as in KRV, the cut player is asked to lower-bound the expansion of the final graph. In the second, more restrictive version, the cut player must lower-bound the spectral gap of the graph instead. The spectral version of the game is of independent interest and helps us to better understand the power and limitations of the different strategies. For instance, while this version of the game is more challenging for the cut player than that based on expansion, we show that both our cut strategies and that of KRV yield comparable results under this stricter definition. Moreover, a tighter lower bound of $O(\log n / \log \log n)$ on the approximation achievable by any cut strategy was given by Sherman [59] for the spectral version of the game.

In the construction of our cut strategies, we emphasize the connection between strategies and random walks, formalizing why random walks arise naturally in the context of the CutMatching game as a means of "hedging" between many cuts at once. This is discussed in Section 4.3. Moreover, we pursue the relation between Cut-Matchning game and hedging further, by showing that it is possible to apply the Multiplicative Weight Updates framework of Chapter 3 to give a very simple proof of the performance of one of our cut strategies.

From a lower-bound perspective, we expose the limitation of the original Cut-Matchinggame framework by providing an $\Omega(\sqrt{\log n})$ lower bound on the approximation ratio achievable by any cut strategy. It is interesting that this is exactly the approximation ratio achieved
by Arora et al. [12]. By contrast, the best lower bound known for the approach of [12] is $\Omega(\log \log n)$, as proved in Devanur et al. [23] via an involved and technical argument. This suggests that the cut-matching game provides an attractive, concrete framework in which to study the complexity of finding sparse cuts. The proof of the lower bound relies on the following combinatorial statement that is related to the iso-perimetric inequality for the hypercube: given a bisection of the vertices of the $d$-dimensional hypercube, there is always a pairing of vertices between the two sides such that the average Hamming distance between paired vertices is at most $O(\sqrt{d})$.

### 1.1.3 Fast Spectral Algorithms for Balanced Separator

The simplest algorithm for Balanced Separator is the recursive spectral algorithm [36]. To test whether an instance graph $G$ contains a balanced cut of conductance less than $\gamma$, this algorithm recursively applies the spectral algorithm of Alon and Milman: at each iteration, it test whether $G$ has spectral gap larger than $\gamma$. If this is not the case, it finds a cut $S$ of conductance $O(\sqrt{\gamma})$ and removes it from $G$ together with all its adjacent edges. The algorithm then recurses on the residual graph. These recursive calls stop when the union of the cuts removed becomes balanced, in which case it forms a balanced cut of conductance $O(\sqrt{\gamma})$, or when the residual graph is found to have spectral gap at least $\gamma$, certifying that no balanced cut of the required conductance exists. As every iteration may only remove $O(1)$ volume and the eigenvector computation takes $\Omega(m)$ time, this algorithm may have quadratic running time.

The algorithm of Spielman and Teng [66] runs in time $\tilde{O}(m / \operatorname{poly}(\gamma))$ and outputs a balanced cut of conductance $O(\sqrt{\gamma \cdot \operatorname{poly} \log (n)})$, if there exists a balanced cut of conductance less than $\gamma$. This improves the running time of the basic recursive algorithm for BaLANCED Separator, while only losing a polylogarithmic factor in approximation. This algorithm is also spectral in nature and uses, as main subroutine, local random walks that run in time proportional to the volume of any sparse cut they find, so bypassing the obstacle encountered by the recursive algorithm. The idea of Spielman and Teng has been refined by Andersen, Chung and Lang [4] and Andersen and Peres [5], who gave nearly-linear time algorithms capable of outputting balanced cuts of conductance $O(\sqrt{\gamma \cdot \log (n)})$. These local methods are based on truncated random walks on the input graph and careful aggregation of the information obtained from these walks.

The question of whether the additional polylog $(n)$-factor in the approximation ratio is necessary has been an object of study since the work of Spielman and Teng. Our research settles this question by giving a spectral algorithm BalCut for Balanced Separator that runs in time $\tilde{O}(\mathrm{~m} / \gamma)$ and outputs a balanced cut of conductance $O(\sqrt{\gamma})$. BalCut is the first spectral algorithm to achieve this approximation ratio, which is asymptotically optimal for spectral methods [30], in nearly-linear time. Moreover, our algorithm shares some additional properties with that of Spielman and Teng [66], which make it applicable in the algorithms for the solution of systems of linear equations and sparsification [67, 65],
yielding polylogarithmic improvements in running time.
In the design of BaLCut, we depart from the local-random-walk paradigm of Spielman and Teng and consider instead a natural SDP-relaxation for the Balanced Separator problem, which BalCut solves approximately using the primal-dual method of Arora et al. [11] and a novel separation oracle. However, BalCut also has an appealing interpretation based on random walks, which we describe in Section 5.4.

As we saw in our description of the recursive approach to Balanced Separator, unbalanced cuts of low conductance are the main obstacles to finding a sparse balanced cut, as they are picked out by the spectral algorithm and do not yield much progress when removed. The problem with the recursive approach is that the $O(n)$ slowest-mixing eigenvectors of the graph may be all well-correlated with unbalanced cuts of low conductance, so that the algorithm may have to compute each of these $O(n)$ eigenvectors without finding a balanced cut. Intuitively, BaLCut overcomes this problem by considering a distribution over eigenvectors at every iteration, rather than a single eigenvector. This distribution is represented as a vector embedding of the vertices, and can also be seen as a candidate solution for an SDP formulation of Balanced Separator. The sweep cut over the eigenvector, which is the rounding used by the spectral algorithm of Alon and Milman and also by Spielman and Teng, is replaced by a sweep cut over the radius of the vectors in the embedding (see Figure 1.1). This allows BalCut to capture many unbalanced cuts of low conductance at once and allows us to bound the number of iterations by $O(\log n / \gamma)$.

Moreover, at any iteration, rather than removing the unbalanced cut found, BalCut penalizes it by modifying the graph so that it is unlikely, but still possible, for a similar cut to turn up again in future iterations. Hence, in both its cut-finding and cut-eliminating procedures, BalCut tends to "hedge its bets" more than the greedy recursive spectral method. This hedging, which ultimately allows BalCut to achieve its faster running time, is implicit in the primal-dual framework of Arora and Kale[11].

### 1.2 Organization

Chapter 2 introduces basic notation and simple inequalities that will be useful in our proofs. We recommend using this chapter for reference and approaching this dissertation starting at Chapter 3, which presents the Multiplicative Weight Update methods and derives a simple extension of the primal-dual scheme of Arora and Kale [11] to approximately solve SDP programs. Our main original contributions are shown in Chapter 4, which deals with the Cut-Matching game, and Chapter 5, where we describe the algorithm BalCut for the Balanced Separator problem.


Figure 1.1: Schematic representation of the speed-up introduced by BalCut when the instance graph contains many unbalanced cuts of low conductance. Let $v_{1}$ and $v_{2}$ be the two slowest-mixing eigenvectors of $G$. Assume that their minimum-conductance sweep cuts $S_{1}$ and $S_{2}$ are unbalanced cuts of conductance less than $\gamma$. If we use the recursive spectral algorithm, two iterations could be required to remove $S_{1}$ and $S_{2}$. However, BalCut considers a multidimensional embedding containing contributions from multiple eigenvectors and performs a radial sweep cut. This allows $S_{1}$ and $S_{2}$ to be removed in a single iteration.

### 1.3 Bibliographic Notes

The two results in Chapter 4 appeared as a single paper [56] in the Proceedings of the 40th ACM Symposium on Theory of Computing in 2008 and are joint work with Leonard J. Schulman, Umesh V. Vazirani and Nisheeth K. Vishnoi. The result of Chapter 5, which is joint work with Nisheeth K. Vishnoi, was published in the Proceedings of the 22nd Annual ACM-SIAM Symposium on Discrete Algorithms in 2011.

## Chapter 2

## Notation, Definitions and Basic Inequalities

In this chapter, we describe our notational conventions, formally introduce important definitions and state and prove some simple inequalities that are necessary for our proofs.

### 2.1 Notation and Basic Facts

Notation for special sets We let $[m]$ denote the set of integers $1, \ldots, m$ and let $\Delta_{n}=$ $\left\{x \in \mathbb{R}^{n}: x \geq 0\right.$ and $\left.\sum x_{i}=0\right\}$ be the $n$-dimensional simplex.

Graphs. All graphs in this dissertation are assumed to be undirected. An unweighted graph $G=(V, E)$ is defined by its vertex set $V$ and edge set $E$, while the description of a weighted graph $G=(V, E, \omega)$ includes an additional weight vector $\omega \in \mathbb{R}^{V \times V}$, with support contained in $E$. The weight of edge $e \in E$ is $\omega_{e}$. In this dissertation, all weighted graphs have non-negative weight vector. When not explicitly defined, $E(G)$ will denote the edge set of a graph $G$.

Graph matrices. For an undirected graph $G=(V, E)$, let $A(G)$ denote the adjacency matrix of $G$ and $D(G)$ the diagonal matrix of degrees of $H$. The (combinatorial) Laplacian of $G$ is defined as $L(G) \stackrel{\text { def }}{=} D(G)-A(G)$. Note that for all $x \in \mathbb{R}^{V}$,

$$
x^{T} L(G) x=\sum_{\{i, j\} \in E_{G}}\left(x_{i}-x_{j}\right)^{2} .
$$

Finally, $W(G)$ denotes the probability transition matrix of the natural random walk over $G$, which is defined as

$$
W(G) \stackrel{\text { def }}{=} A(G) D(G)^{-1}
$$

This is the random walk that, given a starting vertex, picks one of its adjacent edges uniformly at random and transitions to the other end of that edge. When we are dealing with a single instance graph $G$, we will use the short forms $D$ and $L$ to denote $D(G)$ and $L(G)$ respectively.

Vector and matrix notation. We will be mostly working within a vector space $\mathbb{R}^{n}$. We will denote by $I$ the identity matrix over this space. For a symmetric matrix $M$, we will use $M \succeq 0$ to indicate that $M$ is positive semi-definite and $M \succ 0$ to denote that it is positive definite. The expression $A \succeq B$ is equivalent to $A-B \succeq 0$. For two matrices $A, B$ of equal dimensions, let $A \bullet B \stackrel{\text { def }}{=} \operatorname{Tr}\left(A^{T} B\right)=\sum_{i j} A_{i j} \cdot B_{i j}$. For a matrix $D \succeq 0$, define $\Delta_{D}$ as the set of matrices $X \succeq 0$ with $D \bullet X=1$. If $X \in \Delta_{I}$, we call $X$ a density matrix.

Real symmetric matrices will be play a major role in this dissertation. Hence, for a symmetric matrix $A \in \mathbb{R}^{n \times n}$, we use the following notation: the eigenvalues of $A$ are denoted as $\lambda_{1}(A) \leq \lambda_{2}(A) \leq \ldots \leq \lambda_{n}(A)$. $\lambda_{\min }(A)$ will be used as an alternative notation for $\lambda_{1}(A)$. We will also deal with generalized eigenvalues. For symmetric matrices $A, B \in \mathbb{R}^{n \times n}$ with $B \succ 0, \lambda_{i, B}(A)$ will stand for the $i$ th smallest eigenvalue of $A$ with respect to $B$, i.e.

$$
\lambda_{i, B}(A)=\lambda_{i}\left(B^{-1 / 2} A B^{-1 / 2}\right)
$$

Finally, for a matrix $A$, we also indicate by $t_{A}$ the time necessary to compute the matrixvector multiplications $A u$ for any vector $u$.

### 2.2 Basic Definitions

### 2.2.1 Graph-Partitoning Problems

The main graph-partitioning objectives that we will be considering are expansion and conductance. For a graph $G=(V, E)$, the expansion of a cut $S \subseteq V$, is defined as

$$
\alpha(S) \stackrel{\text { def }}{=} \frac{|E(S, \bar{S})|}{\min \{|S|,|\bar{S}|\}}
$$

Let vertex $i \in V$ have degree $d_{i}$ in $G$ and define the volume of a cut $S \subseteq V$, as

$$
\operatorname{vol}(S)=\sum_{i \in V} d_{i}
$$

Then, the conductance of $S \subseteq V$ is

$$
\phi(S) \stackrel{\text { def }}{=} \frac{|E(S, \bar{S})|}{\min \{\operatorname{vol}(S), \operatorname{vol}(\bar{S})\}},
$$

We also introduce notation for the minimum expansion and minimum conductance of any cut in $G$.

$$
\begin{aligned}
\alpha(G) & =\min _{S \subseteq V} \alpha(S), \\
\phi(G) & =\min _{S \subseteq V} \phi(S) .
\end{aligned}
$$

In some cases, we want to restrict our attention to cuts of large volume. A cut $S \subseteq V$ is $b$-balanced if

$$
\operatorname{vol}(S) \geq b \cdot \operatorname{vol}(V)
$$

We can now introduce the two main problems we address in this dissertation.
Definition 2.2.1. The Expansion problem on input $G=(V, E)$ is the problem of finding the cut $S \subseteq V$ of minimum expansion in $G$.

Definition 2.2.2. The Balanced Separator problem on input $G=(V, E)$ and a constant parameter $b \in(0,1 / 2]$ is the problem of finding the $b$-balanced cut $S \subseteq V$ of minimum conductance in $G$.

While all our instance graphs will be unweighted and undirected, for our analysis we will sometimes need to extend the concepts of conductance and expansion to weighted graphs. This is done by replacing the cardinality of the edges cut with their weight at the numerator. The denominator is unchanged for expansion, while for conductance the degree of each vertex is now the sum of the weight of the edges adjacent to it. Similarly, for a weighted graph $H=(V, E(H), \omega)$ the laplacian $L(H)$ is the defined as the matrix for which, for all $x \in \mathbb{R}^{V}$

$$
x^{T} L(H) x=\sum_{\{i, j\} \in E(H)} \omega_{i j}\left(x_{i}-x_{j}\right)^{2} .
$$

### 2.2.2 Spectral Gap and Cheeger's Inequality

The spectral gap of a graph $G$ is defined as

$$
\operatorname{gap}(G) \stackrel{\text { def }}{=} \min _{x^{T} D(G) 1=0} \frac{x^{T} L(G) x}{x^{T} D(G) x}=\lambda_{2, D}(L(G))
$$

Cheeger's Inequality [21] relates the conductance of $G$ to its spectral gap.
Lemma 2.2.3 (Cheeger's Inequality).

$$
\frac{\phi(G)^{2}}{2} \leq \operatorname{gap}(G) \leq \phi(G)
$$

We recommend the book [21] for an in-depth treatment of the spectral gap and its connection to other graph properties.

### 2.2.3 Spectral and Flow Embeddings

An embedding (or routing) of a graph $G=(V, E(G))$ into a graph $G=(V, E(H))$ enables us to compare the cut and spectral properties of $G$ and $H$. An embedding of $G$ into $H$ is a solution to the concurrent-multicommodity-flow problem on $H$ with demands equal to the edges of $G$, i.e. a way of routing the edges of $G$ as flow paths into $H$. The embedding has congestion $c$ if the congestion established by the concurrent multicommodity flow on every edge of $H$ is at most $c$. Moreover, we say that the embedding has dilation $\ell$ if the edges of $G$ are routed using flow paths in $H$ of length at most $\ell$. Denote by $\alpha_{G}(S)$ and $\alpha_{H}(S)$ the expansion of a cut $S \subseteq V$ in $G$ and $H$ respectively.
Lemma 2.2.4. [21] If there exists an embedding of $G$ into $H$ with congestion $c$ and dilation $\ell$, then

$$
c \cdot \ell \cdot L(H) \succeq L(G)
$$

and, for all cuts $S \subseteq V$,

$$
c \cdot \alpha_{H}(S) \geq \alpha_{G}(S)
$$

In particular, this means that $c \cdot \alpha(H) \geq \alpha(G)$.

### 2.2.4 Matrix Exponentiation

For a symmetric matrix $A \in \mathbb{R}^{n \times n}$, the matrix exponential is defined as

$$
e^{A} \stackrel{\text { def }}{=} \sum_{i=0}^{\infty} \frac{A^{i}}{i!}
$$

Accordingly, for a scalar $b>0$, we define

$$
b^{A} \xlongequal{\text { def }} e^{\log (b) \cdot A}
$$

Notice that, by considering the eigenvector decomposition of $A$, we obtain the following relationship between the eigenvalues of $A$ and that of its exponential. For all $i \in[n]$,

$$
\lambda_{i} e^{A}=e^{\lambda_{i}(A)}
$$

The following special matrices, related to the exponential, play an important role in the algorithms of this dissertation.

Definition 2.2.5. Let $\epsilon \geq 0$. For matrices $A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times n}$ and for a projection matrix $\Pi \in \mathbb{R}^{n \times n}$, we let

$$
\begin{aligned}
E_{\epsilon}(A) & \stackrel{\text { def }}{=} \frac{(1-\epsilon)^{A}}{I \bullet A}, \\
E_{\epsilon, B, \Pi}(A) & \stackrel{\text { def }}{=} \frac{B^{-1 / 2}(1-\epsilon)^{B^{-1 / 2} A B^{-1 / 2}} B^{-1 / 2}}{\Pi \bullet(1-\epsilon)^{B^{-1 / 2} A B^{-1 / 2}}}
\end{aligned}
$$

Notice that these special matrices are defined so that

$$
\operatorname{Tr}\left(E_{\epsilon}(A)\right)=1
$$

and

$$
\left(B^{1 / 2} \Pi B^{1 / 2}\right) \bullet E_{\epsilon, B, \Pi}(A)=1
$$

Because of this normalization, we have the following fact.
Fact 2.2.6. Let $N=B^{1 / 2} \Pi B^{1 / 2}$. For $\alpha \in \mathbb{R}$,

$$
E_{\epsilon, B, \Pi}(A+\alpha N)=E_{\epsilon, B, \Pi}(A)
$$

### 2.2.5 Heat-Kernel Random Walk

The heat-kernel random walk on a graph $G$ with rate $t$ is the random walk defined by the following probability-transition matrix

$$
P(t)=e^{-t(I-W(G))}=e^{-t \cdot L(G) D(G)^{-1}}
$$

Notice that this can be seen as the random walk corresponding to applying the natural random walk for a number of steps which is Poisson-distributed with rate $t$ as

$$
e^{-t(I-W(G))}=e^{-t} \cdot \sum_{i=0}^{\infty} \frac{t^{i}}{i!} \cdot W(G)^{i}
$$

### 2.3 Basic Inequalities

### 2.3.1 Scalar Inequalities

Lemma 2.3.1. For $\epsilon \in(0,1)$ and $x \in[0,1]$,

$$
(1-\epsilon)^{x} \leq(1-\epsilon x) .
$$

Proof. The inequality follows from the convexity of $(1-\epsilon)^{x}$.
Lemma 2.3.2. For $x \in(0,1 / 2)$, the following inequalities hold

$$
\log (1-x) \leq-x, \quad \log (1-x) \geq-x-x^{2}
$$

Proof. These are consequences of the Taylor expansion of $\log (1-x)$.

### 2.3.2 Matrix Inequalities

The following are standard matrix inequalities involving real symmetric matrices. Their proof, when not included, can be found in the textbooks [29] and [15].

Lemma 2.3.3. For a symmetric matrix $A \in \mathbb{R}^{n \times n}$ such that $\rho I \succeq A \succeq 0$, we have

$$
e^{-A} \preceq\left(I-\frac{\left(1-e^{-\rho}\right)}{\rho} A\right) .
$$

Proof. Consider each eigenspace of $A$ separately and notice that, for $x \in[0, \rho]$,

$$
e^{-x} \leq\left(1-\left(1-e^{-\rho}\right) \frac{x}{\rho}\right)
$$

as functions on the left-hand side and right-hand side have the same value at $x=0$ and $x=\rho$, but the former is convex and the latter is linear.

Lemma 2.3.4. For a symmetric matrix $M \in R^{n \times n}$, such that $I \succeq M \succeq 0$ and a real number $\epsilon \in(0,1)$, we have

$$
(1-\epsilon)^{M} \preceq I-\epsilon M .
$$

Proof. This is a straightforward consequence of Lemma 2.3.3 with $A=-\log (1-\epsilon) M$.
The next two facts state basic properties of the trace function.
Fact 2.3.5 ([15]). For matrices $A, B \in \mathbb{R}^{n \times n}$,

$$
\operatorname{Tr}(A B)=\operatorname{Tr}(B A)
$$

Fact 2.3.6. Given symmetric matrices $A, B, C \in \mathbb{R}^{n \times n}$ such that $A \succeq 0$ and $B \succeq C$,

$$
\operatorname{Tr}(A B) \geq \operatorname{Tr}(A C)
$$

Proof. As $A \succeq 0$, we can write $A=A^{1 / 2} A^{1 / 2}$, where $A^{1 / 2} \succeq 0$. Then, by Fact 2.3.5,

$$
\operatorname{Tr}(A B)=\operatorname{Tr}\left(A^{1 / 2} B A^{1 / 2}\right)=\sum_{i=1}^{n}\left(A^{1 / 2} e_{i}\right)^{T} B\left(A^{1 / 2} e_{i}\right) \geq \operatorname{Tr}\left(A^{1 / 2} C A^{1 / 2}\right)=\operatorname{Tr}(A C)
$$

where the last inequality follows as $B \succeq C$.
The remaining inequalities are rearrangement inequalities for symmetric matrices under trace. They will play a fundamental role in Chapter 4.

Fact 2.3.7 ([15]). Let $X \in \mathbb{R}^{n \times n}$. Then for any positive integer $k$,

$$
\operatorname{Tr}\left(X^{2^{k}}\right) \leq \operatorname{Tr}\left(\left(X X^{\mathrm{T}}\right)^{2^{k-1}}\right)
$$

Lemma 2.3.8 (Golden-Thompson Inequality [15]). Let $X, Y \in \mathbb{R}^{n \times n}$ be symmetric matrices. Then,

$$
\operatorname{Tr}\left(e^{X+Y}\right) \leq \operatorname{Tr}\left(e^{X} e^{Y}\right)
$$

Theorem 2.3.9. Let $X, Y \in \mathbb{R}^{n \times n}$ be symmetric matrices. Then for any positive integer $k$,

$$
\operatorname{Tr}\left[(X Y X)^{2^{k}}\right] \leq \operatorname{Tr}\left[X^{2^{k}} Y^{2^{k}} X^{2^{k}}\right]
$$

Proof. The proof is by induction on $k$. The base case is when $k=0$, in which case the equality is trivial. Hence, we may assume by the induction hypothesis that the inequality is true for $k-1(\geq 0)$, and we prove it for $k$. It follows from Fact 2.3.5 that $\operatorname{Tr}\left[(X Y X)^{2^{k}}\right]=$ $\operatorname{Tr}\left[\left(X^{2} Y\right)^{2^{k}}\right]$. This, by Fact 2.3 .7 is at most

$$
\operatorname{Tr}\left[\left(X^{2} Y\left(X^{2} Y\right)^{\mathrm{T}}\right)^{2^{k-1}}\right]=\operatorname{Tr}\left[\left(X^{2} Y^{2} X^{2}\right)^{2^{k-1}}\right]
$$

The last equality follows from the fact that $X, Y$ are symmetric. Hence, by the induction hypothesis on $X^{2} Y^{2} X^{2}$ we conclude that

$$
\operatorname{Tr}\left[\left(X^{2} Y^{2} X^{2}\right)^{2^{k-1}}\right] \leq \operatorname{Tr}\left[\left(X^{2}\right)^{2^{k-1}}\left(Y^{2}\right)^{2^{k-1}}\left(X^{2}\right)^{2^{k-1}}\right]=\operatorname{Tr}\left[X^{2^{k}} Y^{2^{k}} X^{2^{k}}\right]
$$

This completes the proof of the theorem.

## Chapter 3

## The Matrix Multiplicative Weight Update Method

The Multiplicative Weights Update (MWU) method is a powerful, yet simple, technique that has been rediscovered and applied in many fields of Mathematics and Computer Science, including Game Theory, Machine Learning and Combinatorial Optimization. In a generic setting for this method, we consider an iterative process, in which at every round $t$ an agent chooses a strategy $p$ in a decision set $D$ and obtains an associated penalty $\ell^{(t)}(p) \in[0,1]$. The goal of the agent is to repeatedly pick strategies such that, over a large number of iterations, his total loss is not far from the loss incurred by the best fixed strategy in $D$. Notice that the loss functions $\ell^{(1)}, \ldots, \ell^{(t)}, \ldots$ are arbitrary and the agent may have no information about them in advance, except for the fact that they lie in the unit interval. In this scenario, the agent cannot achieve the goal of improving or matching the loss suffered by the best fixed strategy, but it can ensure its total loss is not much larger. This is just what the MWU method does.

The MWU method achieves its performance guarantee by maintaining weights on the strategies and picking the next strategies at random based on these weights. Once the loss function is revealed, the agent updates each weight by multiplying by a factor depending on the loss incurred by that strategy. This reweights the distribution and places more weight on the strategies that have received less loss so far. Intuitively, this allows the agent's loss to closely track the loss of these "good" strategies and do not perform much worse than the best of them.

The MWU idea is a cornerstone component in many important algorithms: in Machine Learning, it lies at the heart of many boosting procedures, such as AdaBoost [25], and is a major tool in online learning and optimization [46]; in Game Theory, MWU-style algorithms were proposed as early as the 1950s by Von Neumann and other researchers [17, 16], to compute equilibria in zero-sum games. Finally, in the study of algorithms, the MWU method has been applied to design fast approximate solvers for convex optimization programs [6, 11, 40], with particular success for flow [27, 24, 20] and cut problems [11], and has also
contributed to important developments in the study of Quantum Computation [32]. Today, the MWU method is recognized as a fundamental technique in the design of algorithms. We recommend the survey paper [10] and the theses of Rohit Khandekar [40] and Satyen Kale [34] for the reader interested in an unified development of the MWU method and an in-depth treatment of his many applications.

In this dissertation, we will use the MWU method to construct fast algorithms for graph partitioning problems and we will be mostly interested in the application of Matrix MWU [11] to solving certain SDPs associated with these problems. In this chapter, we provide the background for understanding the application of the MWU method in our work. The chapter is based on the treatment of MWU methods in the survey [10], in the textbook [18] and in the work of Arora and Kale [11]. Our presentation includes some minor novel extensions, found in Section 3.3.1 and Section 3.4, and is adapted to better integrate with the proofs of our results in the following chapters.

We start by describing the simplest MWU algorithm, the Vector MWU algorithm, and proceed to generalize it to the Matrix MWU. Finally, we demonstrate the application of Matrix MWU to approximately solving SDPs due to Arora and Kale [11] and extend it to the case of SDPs that are normalized by a possibly singular normalization matrix.

### 3.1 MWU Basics

We start by providing a more formal description of the generic setup for the MWU method and of its objective. In this setting, at every round $t$, the agent chooses a decision $p^{(t)}$ from a convex decision space $D$. Following this choice, the adversary reveals a convex loss function $\ell^{(t)}: D \rightarrow[0,1]$.

In many regression problems, the loss functions $\left\{\ell^{(t)}\right\}$ are produced by some stationary stochastic process, so that a notion of risk for the algorithm can be derived. In this context, different algorithms can be compared in terms of risk minimization. However, here we are interested in the case where the sequence $\left\{\ell^{(t)}\right\}$ is completely arbitrary, and possibly adversarial to the algorithm. As the absence of an underlying stochastic process eliminates the possibility of using risk as a performance benchmark, we need to redefine our objective. For this purpose, we define a class of reference agents $F$, or "experts". Each expert $e$ proposes a strategy $f_{e}^{(t)} \in D$ at time $t$. The total loss of the forecasting algorithm is then compared with the total loss of the best fixed expert in $F$ over the number $T$ of rounds played. The difference in loss is known as the regret of the forecasting algorithm and is denoted $R^{(T)}$ :

$$
R^{(T)} \stackrel{\text { def }}{=} \sum_{t=1}^{T} \ell^{(t)}\left(p^{(t)}\right)-\min _{e \in F} \ell^{(t)}\left(f_{e}^{(t)}\right)
$$

The MWU method allows us to construct agents achieving a small regret. In particular, in many cases of interest, algorithms based on the MWU method achieve a regret that grows
sublinearly with respect to $T$, i.e. $R^{(T)}=o(T)$. Algorithms based on the MWU method mantain a distribution over experts that they use to make their next prediction. Their key feature is the following: at every iteration the weights of the distribution are updated in a multiplicative fashion as a function of the experts' losses in the previous iteration. The update shifts the mass of the distribution towards the experts that are faring best and ensures that the loss of the algorithm will resemble their loss in the upcoming iterations.

### 3.2 The Vector MWU Algorithm

Our first example of MWU algorithm deals with the following simple scenario: we have $n$ experts and every expert $i \in[n]$ has a fixed prediction $f_{i}^{(t)}=e_{i} \in \mathbb{R}^{n}$ for all $t$ throughout the game. $D$ is just the set of distributions over the predictions of the experts, i.e. the $n$-dimensional simplex $\Delta_{n}$. To define the loss function at time $t$, we first fix the loss $\ell^{(t)}\left(e_{i}\right) \in$ $[0,1]$ incurred by each expert $i$ at time $t$. Then, the loss of prediction $p^{(t)}$ at time $t$ is just

$$
\begin{equation*}
\ell^{(t)}\left(p^{(t)}\right) \stackrel{\text { def }}{=} \sum_{i=1}^{n} p_{i}^{t} \ell^{(t)}\left(e_{i}\right) \tag{3.1}
\end{equation*}
$$

In words, the loss of the algorithm is the expected loss of the distribution over experts that the algorithm chooses.

Finally, we can describe our first instance of a MWU algorithm, the Vector MWU algorithm. At every iteration $t$, the algorithm keeps a vector $w^{(t)} \in \mathbb{R}^{n}$ of positive weights over the experts. During the initialization, we set $w^{(1)}=\overrightarrow{1}$. At every iteration $t$, the vector $w^{(t)}$ is used to produce the current prediction by rescaling its entries by the normalization factor $W^{(t)} \stackrel{\text { def }}{=} \sum_{i=1}^{n} w_{i}^{(t)}$ :

$$
\begin{equation*}
p^{(t)} \stackrel{\operatorname{def}}{=} \frac{\sum_{i=1}^{n} w_{i}^{(t)} e_{i}}{W^{(t)}}=\frac{w^{(t)}}{W^{(t)}} \in \Delta_{n} \tag{3.2}
\end{equation*}
$$

Once the loss function $\ell^{(t)}$ is revealed, the weights are updated as follows for each $i \in[n]$ :

$$
\begin{equation*}
w_{i}^{(t+1)}=w_{i}^{(t)} \cdot(1-\epsilon)^{\ell(t)}\left(e_{i}\right) \tag{3.3}
\end{equation*}
$$

where $\epsilon \in(0,1)$ is a parameter of the algorithm, known as the learning rate. The rationale behind the update is clear: experts that incurred little loss in the last iteration do not have their weight decreased significantly, while experts that suffered a large loss have their weight greatly reduced and become less influential in the next choice of action. The learning rate regulates the speed at which the algorithm adjusts the distribution in response to the loss function. A larger learning rate yields a more sensitive agent, while a small learning rate produces a more conservative agent, one that is slower in shifting the distribution from one set of experts to another.

Unraveling the definition of the update, we find that

$$
\begin{equation*}
w_{i}^{(T+1)}=(1-\epsilon)^{\sum_{t=1}^{T} \ell^{(t)}\left(e_{i}\right)} . \tag{3.4}
\end{equation*}
$$

This expression highlights how the weight of each expert has an inverse exponential dependence on the current cumulative loss of each expert. This view will facilitate the generalization of the MWU method to the matrix case in Section 3.3.

Now, we can turn to the analysis of the Vector MWU algorithm. At every iteration $t$, we track the progress of the algorithm by the potential function $\sum_{i=1}^{n} w_{i}^{(t+1)}$. The next lemma shows how the potential function establishes a relation between the loss of the algorithm and that of the best expert. This analysis will be a blueprint for the analysis of bounds for more complex versions of the MWU algorithm.

Lemma 3.2.1. For $t \in[T], T \geq 1$, let $\ell^{(t)}$ be a loss function with $\ell^{(t)}\left(e_{i}\right) \in[0,1]$ for all $i \in[n]$. For $p \in \Delta_{n}$, let $\ell^{(t)}(p)$ be defined as in Equation 3.1. Also, let $p^{(t)}$ and $w^{(t)}$ be defined as in Equations 3.2 and 3.3, with learning rate $\epsilon \in(0,1)$. Then, the following inequality holds for any expert $i \in[n]$ :

$$
\begin{equation*}
(1-\epsilon)^{\sum_{t=1}^{T} \ell^{(t)}\left(e_{i}\right)} \leq n \cdot \prod_{t=1}^{T}\left(1-\epsilon \cdot \ell^{(t)}\left(p^{(t)}\right)\right) \tag{3.5}
\end{equation*}
$$

Proof. Let $W^{(t)}=\sum_{i=1}^{n} w_{i}^{(t)}$. We first relate this potential function to the performance of any expert $i$. For $i \in[n]$ and any $T \geq 1$, we have:

$$
\begin{equation*}
W^{T+1} \geq w_{i}^{(T+1)}=(1-\epsilon)^{\sum_{t=1}^{T} \ell^{(t)}\left(e_{i}\right)} \tag{3.6}
\end{equation*}
$$

On the other hand, we can also relate the potential function to the performance of the algorithm:

$$
W^{(T+1)}=\sum_{i=1}^{n} w_{i}^{(T+1)}=\sum_{i=1}^{n} w_{i}^{(T)} \cdot(1-\epsilon)^{\ell^{(t)}\left(e_{i}\right)}
$$

By Lemma 2.3.1:

$$
W^{(T+1)} \leq \sum_{i=1}^{n} w_{i}^{(T)} \cdot\left(1-\epsilon \cdot \ell^{(t)}\left(e_{i}\right)\right)=W^{(T)} \cdot\left(1-\epsilon \cdot \ell^{(t)}\left(p^{(t)}\right)\right)
$$

By iterating this argument, we obtain that the potential decreases multiplicatively with the loss of the algorithm:

$$
\begin{equation*}
W^{(T+1)} \leq W^{(1)} \cdot \prod_{t=1}^{T}\left(1-\epsilon \cdot \ell^{(t)}\left(p^{(t)}\right)\right) \tag{3.7}
\end{equation*}
$$

As $W^{(1)}=n$, combining Equation 3.7 with Equation 3.6 yields the required inequality.

Lemma 3.2.1 already establishes a relation between the loss of the algorithm and that of the best expert. However, this relation is often too complex to work with. The next theorem gives a simplified, albeit looser, form of this bound, and one which is most useful in practice and that can be readily related to regret. Notice that this requires $\epsilon \in(0,1 / 2)$.

Theorem 3.2.2. For $t \in[T], T \geq 1$, let $\ell^{(t)}$ be a loss function with $\ell^{(t)}\left(e_{i}\right) \in[0,1]$ for all $i \in[n]$. For $p \in \Delta_{n}$, let $\ell^{(t)}(p)$ be defined as in Equation 3.1. Also, let $p^{(t)}$ and $w^{(t)}$ be defined as in Equations 3.2 and 3.3, with learning rate $\epsilon \in(0,1 / 2)$. Then, the following inequality holds for any expert $i \in[n]$ :

$$
\sum_{t=1}^{T} \ell^{(t)}\left(p^{(t)}\right) \leq \frac{\log n}{\epsilon}+(1+\epsilon) \sum_{t=1}^{T} \ell^{(t)}\left(e_{i}\right)
$$

Proof. Consider the inequality guaranteed by Lemma 3.2.1. Taking logarithms and rearranging, we have, for all $i$ :

$$
\begin{equation*}
-\sum_{t=1}^{T} \log \left(1-\epsilon \cdot \ell^{(t)}\left(p^{(t)}\right)\right) \leq \log (1 / 1-\epsilon) \cdot \sum_{t=1}^{T} \ell^{(t)}\left(e_{i}\right)+\log n \tag{3.8}
\end{equation*}
$$

By Lemma 2.3.2,

$$
\begin{align*}
-\log \left(1-\epsilon \cdot \ell^{(t)}\left(p^{(t)}\right)\right) & \geq-\epsilon \cdot \ell^{(t)}\left(p^{(t)}\right),  \tag{3.9}\\
\log (1 / 1-\epsilon) & \leq \epsilon+\epsilon^{2} \tag{3.10}
\end{align*}
$$

Substituting these bounds in Equation 3.8 and dividing by $\epsilon$ yields the desired result.
At this point, notice the dependence of Theorem 3.2.2 on the learning rate $\epsilon$. For larger more aggressive settings of $\epsilon$, the algorithm pays a smaller fixed penalty of $\log n / \epsilon$, but can suffer a larger relative penalty with respect to the best expert. Intuitively, this is the case as the algorithm quickly shifts to the best current experts, but is susceptible to incur larger losses if the loss functions penalize these experts the most. Contrarily, a smaller $\epsilon$ corresponds to an algorithm shifting its distribution more slowly and paying a larger fixed cost, while achieving a better bound in the second term.

As a consequence of Theorem 3.2.2, setting $\epsilon=\sqrt{\log n / T}$ yields a sublinear bound on the regret $R^{(T)}$ :

$$
R_{T}=\frac{\log n}{\epsilon}+\epsilon \cdot \sum_{t=1}^{T} \ell^{(t)}\left(e_{i}\right) \leq \frac{\log n}{\epsilon}+\epsilon T \leq 2 \sqrt{T \log n}
$$

Lower bounds on regret have been given in different contexts and show that the regret achieved by the Vector MWU algorithm is essentially tight against arbitrary losses. These lowerbounds are often based on a randomized setting of the losses. The intuition is that, if in every round the loss of each expert is distributed as an independent Bernoulli variable
with success probability $1 / 2$, the total loss of the algorithm in $T$ iteration will be close to $T / 2$, while, by lowerbounds on the tail of the binomial distribution, with non-zero probability there will be experts achieving $O(\sqrt{T \log n})$ loss less than the expected value. See the survey of Arora, Hazan and Kale [10] for a more formal development of this argument.

### 3.3 The Matrix MWU Algorithm

In this subsection, we generalize the MWU method to handle density matrices, rather than probability distributions. At the same time loss matrices replace the loss vectors defining an arbitrary loss for each expert. More precisely, we operate in the vector space $\mathbb{R}^{n}$. We let $\left\{e_{1}, \cdots e_{n}\right\}$ be the standard orthonormal basis for $\mathbb{R}^{n}$ and associate an expert with each vector on the $n$-dimensional complex unit sphere $\mathbb{S}^{n-1}$. This is equivalent to generalizing from a set of experts corresponding to the standard basis $\left\{e_{1}, \ldots, e_{n}\right\}$ to all combinations of the form $\sum_{i=1}^{n} x_{i} e_{i}$, where $x \in \mathbb{S}^{n-1}$. At every iteration $t$, a loss function is presented by defining losses

$$
\ell^{(t)}\left(b_{1}^{(t)}\right), \ldots, \ell^{(t)}\left(b_{n}^{(t)}\right) \in[0,1]
$$

for a basis of orthonormal vectors $\left\{b_{1}^{(t)}, \ldots, b_{n}^{(t)}\right\}$ of $\mathbb{R}^{n}$. The loss of a general expert $x$ is then derived from its representation in this basis:

$$
\ell^{(t)}(x) \stackrel{\text { def }}{=} \sum_{i=1}^{n} \ell^{(t)}\left(b_{i}^{(t)}\right)\left(x^{T} b_{i}^{(t)}\right)^{2} .
$$

If we let let $L^{(t)} \in \mathbb{R}^{n \times n}$ be the symmetric matrix with eigenvalues $\ell^{(t)}\left(b_{1}^{(t)}\right), \ldots, \ell^{(t)}\left(b_{n}^{(t)}\right)$ and eigenvectors $\left\{b_{1}^{(t)}, \ldots, b_{n}^{(t)}\right\}$, we have:

$$
\ell^{(t)}(x)=x^{T} L^{(t)} x .
$$

Hence, the loss function is a quadratic function with values in the unit interval and is completely determined by the matrix $L^{(t)}$, which we call the loss matrix at time $t$.

The set $D$ of actions available to the algorithm is once again the set of probability distributions over the set of experts $F$. As in the discrete case, the loss of an action is just the expectation of the loss under the corresponding distribution. Formally, if the distribution corresponding to the strategy played at time $t$ is $D^{(t)}$, the algorithm suffers loss:

$$
\underset{v \leftarrow D^{(t)}}{\mathbb{E}}\left[v^{T} L^{(t)} v\right]=L^{(t)} \bullet \underset{v \leftarrow D^{(t)}}{\mathbb{E}}\left[v v^{T}\right]=L^{(t)} \bullet \sigma^{(t)}
$$

where $\sigma^{(t)}$ is the second moment matrix of the distribution $D^{(t)}$. Note that $\sigma^{(t)}$ is a density matrix, i.e. $\sigma^{(t)} \bullet I=1$, and that every density matrix is the second moment matrix of a
distribution over the unit sphere. Because the loss incurred by $D^{(t)}$ is completely captured by the density matrix $\sigma^{(t)}$, we identify each strategy in $D$ with such a density matrix and denote by $\sigma^{(t)}$ the density matrix chosen by the algorithm at time $t$. Henceforth, we then simply consider $D=\Delta_{I}$.

The goal of the algorithm is to minimize its total loss relative to the loss of the best fixed expert. But, in this context, the loss of the best fixed expert is just the minimum eigenvalue of $\sum_{t=1}^{T} L^{(t)}$ as

$$
\lambda_{\min }\left(\sum_{t=1}^{T} L^{(t)}\right)=\min _{x \in \mathbb{S}^{n-1}} x^{T}\left(\sum_{t=1}^{T} L^{(t)}\right) x .
$$

This eigenvalue interpretation will be particularly useful in the application of the Matrix MWU method to graph partitioning in Chapter 4.

Now we are ready to discuss how to update $\sigma^{(t)}$ at every round. As $\sigma^{(t)}$ is a density matrix, we just need to specify its eigenvectors and corresponding eigenvalues, which must form a probability distribution. The key idea in the update is again that of establishing an inverse exponential dependence between the weight of an expert and its current total loss, as in Equation 3.7. To do so, we consider the matrix $\sum_{s=1}^{t-1} L^{(s)}$, representing the current cumulative loss, and denote by $\left\{c_{1}^{(t)}, \ldots, c_{n}^{(t)}\right\}$ its eigenvectors. We then associated to each of these vectors a weight $w_{i}^{(s)}$ as in Equation 3.7:

$$
w_{i}^{(t)} \stackrel{\text { def }}{=}(1-\epsilon)^{\sum_{s=1}^{t-1} \ell^{(t)}\left(c_{i}^{t}\right)}=(1-\epsilon)^{\left(c_{i}^{t}\right)^{T}\left(\sum_{s=1}^{t-1} L^{(s)}\right) c_{i}^{(t)}} .
$$

This setting of weights is described more succinctly by the weight matrix $W^{(t)}$, where

$$
\begin{equation*}
W^{(t)} \stackrel{\text { def }}{=}(1-\epsilon)^{\sum_{s=1}^{t-1} L^{(s)}} \tag{3.11}
\end{equation*}
$$

and $\left\{w_{i}^{(t)}\right\}$ is the set of eigenvalues of $W^{(t)}$. For a review of matrix exponentiation, see Section 2.2.4. Finally, $\sigma^{(t)}$ is taken to be the properly normalized copy of $W^{(t)}$,

$$
\begin{equation*}
\sigma^{(t)}=\frac{W^{(t)}}{\operatorname{Tr}\left(W^{(t)}\right)}=E_{\epsilon}\left(\sum_{s=1}^{t-1} L^{(s)}\right) \tag{3.12}
\end{equation*}
$$

recalling the definition of $E_{\epsilon}$ in Section 2.2.4. $W^{(1)}$ is initialized to the identity matrix, so that $\sigma^{(1)}=E_{\epsilon}(0)$.

Notice that if the loss matrices are diagonal, then the matrix update of Equation 3.12, reduces to the Vector MWU update, as we always only consider the standard basis. The next theorem shows that the same bound achieved for the Vector MWU in Theorem 3.2.2 holds in the matrix setting. The proof follows the same line, starting with the analysis of a potential function equal to the sum of the weights, i.e. $\operatorname{Tr}\left(W^{(t)}\right)$. The only additional idea needed is the following: a shift in the eigenbasis of the loss matrix with respect to the current density matrix only helps the algorithm, as it drives the potential function even lower. This is captured by the Golden-Thompson Inequality in Lemma 2.3.8.

Lemma 3.3.1. For $t \in[T], T \geq 1$, let $L^{(t)}$ be a loss matrix with $0 \preceq L^{(t)} \preceq I$. Let $\sigma^{(t)}$ and $W^{(t)}$ be defined as in Equations 3.7 and 3.11, with learning rate $\epsilon \in(0,1)$. Then, the following inequality holds

$$
(1-\epsilon)^{\lambda_{\min }\left(\sum_{t=1}^{T} L^{(t)}\right)} \leq n \cdot \prod_{t=1}^{T}\left(1-\epsilon \cdot L^{(t)} \bullet \sigma^{(t)}\right)
$$

Proof. As in the vector case, the right potential to consider is the sum of the weights, i.e. $\operatorname{Tr}\left(W^{(t)}\right.$. On one hand,

$$
\begin{equation*}
\operatorname{Tr}\left(W^{(T+1)}\right) \geq(1-\epsilon)^{\lambda_{\min }\left(\sum_{t=1}^{T} L^{(t)}\right)} \tag{3.13}
\end{equation*}
$$

On the other hand, by the Golden-Thompson Inequality (Lemma 2.3.8):

$$
\begin{aligned}
\operatorname{Tr}\left(W^{(T+1)}\right)=\operatorname{Tr}\left((1-\epsilon)^{\sum_{t=1}^{T} L^{(t)}}\right) \leq & \operatorname{Tr}\left((1-\epsilon)^{\sum_{t=1}^{T-1} L^{(t)}}(1-\epsilon)^{L^{(T)}}\right)= \\
& \operatorname{Tr}\left(W^{(T)}\right) \operatorname{Tr}\left((1-\epsilon)^{L^{(T)}} \sigma^{(T)}\right) .
\end{aligned}
$$

As $0 \preceq L^{(T)} \preceq I$, by Lemma 2.3.4 and Fact 2.3.6:

$$
\begin{array}{r}
\operatorname{Tr}\left(W^{(T+1)}\right) \leq \operatorname{Tr}\left(W^{(T)}\right) \operatorname{Tr}\left((1-\epsilon)^{L^{(T)}} \sigma^{(T)}\right) \leq \operatorname{Tr}\left(W^{(T)}\right) \operatorname{Tr}\left(\left(I-\epsilon L^{(T)}\right) \sigma^{(T)}\right)= \\
\operatorname{Tr}\left(W^{(T)}\right)\left(1-\epsilon L^{(T)} \bullet \sigma^{(T)}\right)
\end{array}
$$

Applying the same argument recursively, we obtain:

$$
\begin{equation*}
\operatorname{Tr}\left(W^{(T+1)}\right) \leq \operatorname{Tr}\left(W^{(1)}\right) \prod_{t=1}^{T-1}\left(1-\epsilon \cdot L^{(t)} \bullet \sigma^{(t)}\right) \tag{3.14}
\end{equation*}
$$

Combining Equation 3.13 and Equation 3.14, and noticing that $\operatorname{Tr}\left(W^{(1)}\right)=n$, completes the proof.

Assuming $\epsilon \in(0,1 / 2)$, we can now obtain exactly the same bound as in Theorem 3.2.2.
Theorem 3.3.2. For $t \in[T], T \geq 1$, let $L^{(t)} \in \mathbb{R}^{n \times n}$ be a loss matrix with $0 \preceq L^{(t)} \preceq I$. Let $\sigma^{(t)}$ and $W^{(t)}$ be defined as in Equations 3.7 and 3.11, with learning rate $\epsilon \in(0,1 / 2)$. Then, the following inequality holds

$$
\sum_{t=1}^{T} L^{(t)} \bullet \sigma^{(t)} \leq \frac{\log n}{\epsilon}+(1+\epsilon) \cdot \lambda_{\min }\left(\sum_{t=1}^{T} L^{(t)}\right)
$$

Proof. Taking logs and rearranging:

$$
\begin{equation*}
-\sum_{t=1}^{T} \log \left(1-\epsilon \cdot L^{(t)} \bullet \sigma^{(t)}\right) \leq \log (1 / 1-\epsilon) \cdot \lambda_{\min }\left(\sum_{t=1}^{T} L^{(t)}\right)+\log n \tag{3.15}
\end{equation*}
$$

By Lemma 2.3.2,

$$
\begin{align*}
-\log \left(1-\epsilon \cdot \ell^{(t)}\left(p^{(t)}\right)\right) & \geq-\epsilon \cdot \ell^{(t)}\left(p^{(t)}\right),  \tag{3.16}\\
\log (1 / 1-\epsilon) & \leq \epsilon+\epsilon^{2} \tag{3.17}
\end{align*}
$$

Substituting these bounds in Equation 3.15 and dividing by $\epsilon$ yields the desired result.
The Matrix MWU algorithm was introduced as a generalization of the Vector MWU algorithm by Tsuda, Rätsch and Warmuth [46], Warmuth and Kuzmin [71] and independently by Arora and Kale [11] in the context of Combinatorial Optimization. The Matrix MWU algorithm has been applied in many contexts in Theoretical Computer Science [11, 32]. In this dissertation, it will play a fundamental role in our construction of fast algorithms for graph partitioning.

### 3.3.1 A More General Formulation of the Matrix MWU Algorithm

In this subsection, we prove a generalized version of Theorem 3.3.2 that allows us to deal with different normalization conditions. This result is an extension of work of Steurer [68] and Arora et al. [11] to semidefinite positive matrices, including possibly singular ones. The purpose of the result is that of describing a variant of the Matrix MWU algorithm for which the decision space is the set $\Delta_{N}$ for a choice of $N \succeq 0$, different from the identity and possibly singular.

The following theorem shows that a modified form of the Matrix MWU update of Equation 3.12 achieves a regret bound similar to that of Theorem 3.3.2. The modified update is based on a decomposition of $N$ as

$$
N=D^{1 / 2} \Pi D^{1 / 2}
$$

where $\Pi$ is a projection and $D \succ 0$ is any full-rank matrix that satisfies the equality. It is easy to see that such a decomposition always exists by considering the eigenvector decomposition of $N$. However, different decompositions have different properties and some may yield a matrix $D$ which is computationally easier. This is why we state the following theorem in this degree of generality. We will be applying in Chapter 5 to a specific decomposition different from the obvious one, but simpler for our algorithmic purposes.

Theorem 3.3.3. Let $N \in \mathbb{R}^{m \times m}$ be a symmetric matrix of rank $n$ with $N \succeq 0$. Assume that $N$ can be decomposed as

$$
N=D^{1 / 2} \Pi D^{1 / 2}
$$

where $\Pi \in \mathbb{R}^{m \times m}$ is a projection matrix of rank $n$ and $D \in \mathbb{R}^{m \times m}$ with $D \succ 0$. Let $\epsilon \in(0,1 / 2)$ and let $\left\{Y^{(t)} \in \mathbb{R}^{m \times m}\right\}$ be a sequence of loss matrices such that $-\ell N \preceq Y^{(t)} \preceq \rho N$, where $\rho \geq \ell \geq 0$, for all $t$. Define the update

$$
X^{(t)}=E_{\epsilon, D, \Pi}\left(\frac{1}{2 \rho} \sum_{s=1}^{t-1} Y^{(s)}\right) \in \Delta_{N}
$$

Then, for any $T \geq 1$, we have

$$
\sum_{t=1}^{T} Y^{(t)} \bullet X^{(t)} \leq \frac{2 \rho \log n}{\epsilon}+T \epsilon \ell+(1+\epsilon) \cdot \lambda_{\min , N}\left(\sum_{t=1}^{T} Y^{(t)}\right)
$$

Proof. Consider the loss matrices

$$
L^{(t)}=\frac{D^{-1 / 2} Y^{(t)} D^{-1 / 2}+\ell \cdot \Pi}{2 \rho} \in \mathbb{R}^{m \times m},
$$

and notice that

$$
0 \preceq L^{(t)} \preceq \Pi
$$

We will apply Theorem 3.3.2 to the loss functions $\left\{L^{(t)}\right\}$ in the vector space corresponding to the $n$-dimensional subspace of $\mathbb{R}^{m}$ described by $\Pi$. To do so, we let

$$
\sigma^{(t)}=E_{\epsilon, I, \Pi}\left(\sum_{s=1}^{t-1} L^{(s)}\right)
$$

and notice that, by Fact 2.2.6, $X^{(t)}=D^{-1 / 2} \sigma^{(t)} D^{-1 / 2}$. We can now verify that the update $X^{(t)}$ is in $\Delta_{D}$, as required, as

$$
N \bullet X^{(t)}=\operatorname{Tr}\left(N D^{-1 / 2} \sigma^{(t)} D^{-1 / 2}\right)=\Pi \bullet \sigma^{(t)}=1
$$

Consider the restriction of $\sigma^{(t)}$ to the $n$-dimensional subspace described by $\Pi$ and notice that, on this subspace, it is exactly equal to the update defined by Equation 3.12. Hence, by Theorem 3.3.2, we have

$$
\sum_{t=1}^{T}\left(\frac{D^{-1 / 2} Y^{(t)} D^{-1 / 2}+\ell \cdot \Pi}{2 \rho}\right) \bullet \sigma^{(t)} \leq \frac{\log n}{\epsilon}+(1+\epsilon) \cdot \lambda_{\min , \Pi}\left(\sum_{t=1}^{T} \frac{D^{-1 / 2} Y^{(t)} D^{-1 / 2}+\ell \cdot \Pi}{2 \rho}\right)
$$

Using the fact that $\Pi \bullet \sigma^{(t)}=1$ and rearranging:

$$
\sum_{t=1}^{T}\left(D^{-1 / 2} Y^{(t)} D^{-1 / 2}\right) \bullet \sigma^{(t)} \leq \frac{2 \rho \log n}{\epsilon}+T \epsilon \ell+(1+\epsilon) \cdot \lambda_{\min , \Pi}\left(\sum_{t=1}^{T} D^{-1 / 2} Y^{(t)} D^{-1 / 2}\right)
$$

Finally, by Fact 2.3.5,

$$
Y^{t} \bullet X^{(t)}=\operatorname{Tr}\left(Y^{(t)} D^{-1 / 2} \sigma^{(t)} D^{-1 / 2}\right)=\operatorname{Tr}\left(D^{-1 / 2} Y^{(t)} D^{-1 / 2} \sigma^{(t)}\right)=\left(D^{-1 / 2} Y^{(t)} D^{-1 / 2}\right) \bullet \sigma^{(t)}
$$

and by the definition of generalized eigenvector, we obtain the required result.

### 3.4 Solving SDPs by the Matrix MWU algorithm

In this subsection, we briefly explore the application of the Matrix MWU algorithm to the approximate solution of SDP problems. This direction was pioneered by Arora et al. [11]. This result is a minor extension of their framework that can be applied to slightly more general SDP problems.

We consider a generic SDP optimization problem on the variable $X \in \mathbb{R}^{m \times m}$. We isolate a particular constraint, $N \bullet X=1$, in the primal SDP to act as a normalization constraint.

$$
\begin{array}{rc}
\min C \bullet X & \text { DUAL }: \max \sum_{i=1}^{m} \beta_{i} b_{i}+\alpha \\
\forall i \in[m], A_{i} \bullet X \geq b_{i} & C-\sum_{i=1}^{m} \beta_{i} A_{i}-\alpha N \succeq 0 \\
N \bullet X=1 & \alpha \in \mathbb{R}, \beta \in \mathbb{R}^{m}, \beta \geq 0
\end{array}
$$

Note that most SDP problems of interest can be formulated in this way. In particular, the constraint $A \bullet X \geq b$ can be expressed as $(A-b N) \bullet X \geq 0$. Moreover, it is always possible to obtain a normalization constraint by properly scaling the desired feasible solutions.

We apply binary search to the objective value of the primal to reduce from optimization to feasibility and focus on solving the following feasibility problem $\operatorname{psdp}(\gamma)$ and a dual program $\operatorname{dsdp}(\gamma)$.

$$
\begin{array}{rl}
\operatorname{psdp}(\gamma): & \operatorname{dsdp}(\gamma): \\
\forall \bullet \bullet X<\gamma & \sum_{i=1}^{m} \beta_{i} b_{i}+\alpha \geq \gamma \\
\forall m], A_{i} \bullet X \geq b_{i} & C-\sum_{i=1}^{m} \beta_{i} A_{i}-\alpha N \succeq 0 \\
N \bullet X=1 & \\
X \succeq 0 & \alpha \in \mathbb{R}, \beta \in \mathbb{R}^{m}, \beta \geq 0
\end{array}
$$

The following is a simple consequence of weak SDP duality [58].
Fact 3.4.1. If $\mathrm{dsdp}(\gamma)$ has a feasible solution, $\operatorname{psdp}(\gamma)$ has no feasible solution.
In the rest of this subsection, we are going to make frequent use of the constraints in the dsdp $(\gamma)$ program. Hence, we define the following short-hand notation:

$$
\begin{array}{r}
V(\alpha, \beta) \stackrel{\text { def }}{=} \sum_{i=1}^{m} \beta_{i} b_{i}+\alpha, \\
M(\alpha, \beta) \stackrel{\text { def }}{=} C-\sum_{i=1}^{m} \beta_{i} A_{i}-\alpha N .
\end{array}
$$

Definition 3.4.2. An $(\ell, \rho)$-oracle for $\operatorname{psdp}(\gamma)$ is an algorithm that on input $X \in \Delta_{N}$, either fails or outputs $(\alpha, \beta)$ with $\alpha \in \mathbb{R}, \beta \in \mathbb{R}^{m}, \beta \geq 0$ satisfying

$$
\begin{array}{r}
V(\alpha, \beta) \geq \gamma, \\
M(\alpha, \beta) \bullet X \geq 0, \\
-\ell N \preceq M(\alpha, \beta) \preceq \rho N \tag{3.20}
\end{array}
$$

Fact 3.4.3. If an $(\ell, \rho)$-oracle for $\operatorname{psdp}(\gamma)$ does not fail on input $X \in \Delta_{N}, X$ is infeasible for $\operatorname{psdp}(\gamma)$.

Proof. Suppose $X$ were feasible and let $(\alpha, \beta)$ be the output of the oracle. Then,

$$
M(\alpha, \beta) \bullet X=C \bullet X-\sum_{i=1}^{m} \beta_{i} A_{i} \bullet X-\alpha N \bullet X<\gamma-\sum_{i=1}^{m} \beta_{i} b_{i}-\alpha=\gamma-V(\alpha, \beta)<0
$$

This contradicts the definition of an $(\ell, \rho)$-oracle. Hence, $X$ must be infeasible.
An oracle returns information about the way in which the input candidate solution is infeasible in the coefficents $\alpha, \beta$. The Matrix MWU algorithm will exploit this feedback to iteratively produce new candidate solutions. More formally, we will consider the Matrix MWU setting in which, at every iteration $t$, the algorithm must produce a candidate solution $X^{(t)} \in \Delta_{N}$. Then, $X^{(t)}$ is fed to a $(\ell, \rho)$-oracle for $\operatorname{psdp}(\gamma)$. If the oracle does not fail, we let $\left(\alpha^{(t)}, \beta^{(t)}\right)$ be its output and set the loss matrix at time $t$ to $M\left(\alpha^{(t)}, \beta^{(t)}\right.$ and continue the repeated game. At every iteration, the MWU algorithm will incorporate the oracle's feedback to try and produce a feasible primal solution. The following theorem shows that, if the oracle does not fail for a sufficiently large number of iterations, it is possible to read off a near-feasible dual solution in the form of a feasible solution to $\operatorname{dsdp}(\gamma-\delta)$ for small $\delta$. By Fact 3.4.1, this implies that $\operatorname{psdp}(\gamma-\delta)$ is infeasible and that the optimization program has objective value at least $\gamma-\delta$. As in the previous section, we assume we have a decomposition of $N \succeq 0$, as $N=D^{1 / 2} \Pi D^{1 / 2}$, where $D \succ 0$ and $\Pi$ is a projection matrix.

Theorem 3.4.4. Let ORACLE be a $(\ell, \rho)$-oracle for $\operatorname{psdp}(\gamma)$ and let $\delta>0$. Assume that $N$ can be decomposed as

$$
N=D^{1 / 2} \Pi D^{1 / 2}
$$

where $\Pi \in \mathbb{R}^{m \times m}$ is a projection matrix of rank $n$ and $D \in \mathbb{R}^{m \times m}$ with $D \succ 0$. Let $\epsilon=$ $\min \{1 / 2, \delta / 2 \ell\}$. For $t \geq 1$, let

$$
X^{(t)}=E_{\epsilon, D, \Pi}\left(\frac{1}{2 \rho} \sum_{s=1}^{t-1} Y^{(t)}\right)
$$

where $Y^{(t)}=M\left(\alpha^{(t)}, \beta^{(t)}\right)$ and $\left(\alpha^{(t)}, \beta^{(t)}\right)$ is the output of ORACLE on input $X^{(t)}$. Suppose that such output exists, i.e. ORACLE does not fail, for $T$ rounds where

$$
T=O\left(\frac{\rho \log n}{\delta \epsilon}\right) \leq \max \left\{O\left(\frac{\rho \log n}{\delta}\right), O\left(\frac{\rho \ell \log n}{\delta^{2}}\right)\right\}
$$

and define $\bar{\alpha} \stackrel{\text { def }}{=} 1 / T \sum_{t=1}^{T} \alpha^{(t)}, \bar{\beta} \stackrel{\text { def }}{=} 1 / T \sum_{t=1}^{T} \beta^{(t)}$. Then $(\bar{\alpha}-\delta, \bar{\beta})$ is a feasible solution for dsdp $(\gamma-\delta)$.
Proof. Apply Theorem 3.3.3 to obtain that after $T$ rounds:

$$
\sum_{t=1}^{T} M\left(\alpha^{(t)}, \beta^{(t)}\right) \bullet X^{(t)} \leq \frac{2 \rho \log n}{\epsilon}+T \epsilon \ell+(1+\epsilon) \cdot \lambda_{\min , N}\left(\sum_{t=1}^{T} M\left(\alpha^{(t)}, \beta^{(t)}\right)\right)
$$

As ORACLE is a $(\ell, \rho)$-oracle, for all $t$, we have $M\left(\alpha^{(t)}, \beta^{(t)}\right) \bullet X^{(t)} \geq 0$. Hence,

$$
(1+\epsilon) \cdot \lambda_{\min , N}\left(\sum_{t=1}^{T} M\left(\alpha^{(t)}, \beta^{(t)}\right)\right) \geq-\frac{2 \rho \log n}{\epsilon}-T \epsilon \ell
$$

Dividing by $(1+\epsilon) T$,

$$
\lambda_{\min , N}(M(\bar{\alpha}, \bar{\beta})) \geq-\frac{2 \rho \log n}{(1+\epsilon) \epsilon T}-\frac{\epsilon}{1+\epsilon} \ell \geq-\frac{2 \rho \log n}{\epsilon T}-\epsilon \ell
$$

For $T=4 \rho \log n / \delta \epsilon$ and $\epsilon \leq \delta / 2 \ell$, we have

$$
\begin{aligned}
\epsilon \ell & \leq \frac{\delta}{2} \\
\frac{2 \rho \log n}{\epsilon T} & \leq \frac{\delta}{2}
\end{aligned}
$$

These bounds yield

$$
\lambda_{\min , N}(M(\bar{\alpha}, \bar{\beta})) \geq-\delta
$$

which implies

$$
\begin{equation*}
M(\bar{\alpha}-\delta, \bar{\beta})=C-\sum_{i=1}^{m} \bar{\beta}_{i} A_{i}-(\bar{\alpha}-\delta) N \succeq 0 \tag{3.21}
\end{equation*}
$$

Moreover, by Definition 3.4.2, $V(\bar{\alpha}, \bar{\beta})=1 / T \sum_{t=1}^{T} V\left(\alpha^{(t)}, \beta^{(t)}\right) \geq \gamma$. Hence,

$$
\begin{equation*}
V(\bar{\alpha}-\delta, \bar{\beta})=-\delta+V(\bar{\alpha}, \bar{\beta}) \geq \gamma-\delta \tag{3.22}
\end{equation*}
$$

Equations 3.21 and 3.22 imply that $(\bar{\alpha}-\delta, \bar{\beta})$ is feasible for $\operatorname{dsdp}(\gamma-\delta)$.

This theorem generalizes the result of Arora et al. [11] by allowing us to apply the primaldual framework with a possibly singular normalization matrix $N$.

## Chapter 4

## The Cut-Matching Game and Fast Algorithms for Graph Partitioning

In the first part of this chapter, we review the definition of the Cut-Matching game, its connection to graph partitioning and the work of Khandekar, Rao and Vazirani (KRV) [41]. Then, we present our two new strategies and compare them to that of KRV, focusing on how each strategy arises from a random-walk process over the current graph and highlighting the connections between cut strategies, random walks and the Matrix MWU algorithm. In the second part, we prove our lower-bound result for the Cut-Matching game based on expansion and relate it to Sherman's result on the spectral version of the game.

### 4.1 The Cut-Matching Game

An instance of the Cut-Matching Game $(\mathcal{G}(n), f(n), g(n))$ is defined by a multiround game $\mathcal{G}(n)$ between players $\mathcal{C}$, the cut player, and $\mathcal{M}$, the matching player, and by positive functions $f(n)$ and $g(n)$. The cut player is identified with the strategy $\mathcal{C}$ it uses and the matching player with its strategy $\mathcal{M}$. The game starts with an empty weighted graph $G_{1}$ on vertex set $V$, where $V=[n]$ for even $n \in \mathbb{Z}$. Let $G_{t}=\left(V, E_{t}, \omega_{t}\right)$ be the resulting weighted graph after $t-1$ rounds of the game. In each round $t \geq 1$, first the cut player $\mathcal{C}$ chooses a bisection $\left(S_{t}, \bar{S}_{t}\right)$ of $[n]$. This choice may depend on the actions of the players in the previous rounds and, in particular, on $G_{t}$. The matching player picks then a perfect matching $M_{t}$ across the bisection $\left(S_{t}, \bar{S}_{t}\right)$. The action of the matching player may also depend on the actions of the players in the previous rounds and also on $\left(S_{t}, \bar{S}_{t}\right)$. The graph $M_{t}$ is then added to the graph $G_{t}$ to obtain graph $G_{t+1}$. Thus $G_{t+1} \stackrel{\text { def }}{=} G_{t}+M_{t}$, where the sum denotes edgewise addition of the weights. The weights of $M_{t}$ are assumed to be one on each matching edge, as $M_{t}$ is unweighted. The game terminates after $T \stackrel{\text { def }}{=} g(n)$ rounds. There are 2 possible winning criteria: according to the gap criterion, $\mathcal{C}$ wins if $\operatorname{gap}\left(G_{T+1}\right)$ is at least $f(n)$. According to the expansion criterion, $\mathcal{C}$ wins if $\alpha\left(G_{T+1}\right)$ is at least $f(n) \cdot g(n)$. Otherwise, the matching

Cut-Matching Game $(\mathcal{G}(n), f(n), g(n))$ :

- $G_{1}:=(V, \emptyset, 0)$ be an empty weighted graph, where $V=[n]$ and $n$ is an even integer.
- Fix a cut player $\mathcal{C}$ and a matching player $\mathcal{M}$.
- For $t=1, \ldots, T=g(n)$,

1. $\mathcal{C}$ chooses a bisection $\left(S_{t}, \bar{S}_{t}\right)$ of $V$.
2. $\mathcal{M}$ chooses a perfect matching $M_{t}=\left(V, E\left(M_{t}\right)\right) \operatorname{across}\left(S_{t}, \bar{S}_{t}\right)$.
3. $G_{t+1} \leftarrow G_{t}+M_{t}$.

- Winning criteria:
- Gap criterion: $\mathcal{C}$ wins if $\operatorname{gap}\left(G_{T+1}\right) \geq f(n)$. Otherwise, $\mathcal{M}$ wins.
- Expansion criterion: $\mathcal{C}$ wins if $\alpha\left(G_{T+1}\right) \geq f(n) \cdot g(n)$. Otherwise, $\mathcal{M}$ wins.

Figure 4.1: The Cut-Matching Game with two different winning criteria.
player $\mathcal{M}$ is the winner. A summary of the game definition is given in Figure 4.1.
From the definition of the game, we can immediately observe that the graph $G_{t}$ will be $(t-1)$-regular and that $\mid E\left(G_{t} \mid \leq(t-1) \cdot O(n)\right.$, by the bound on the size of the edge set of each perfect matching. In particular, we have the following fact, which will be useful when discussing the running times of the cut strategies.

Fact 4.1.1. For $t \in[T+1]$,

$$
\left|E\left(G_{t}\right)\right| \leq T \cdot O(n)
$$

It is very important to notice the relation between the two winning criteria. If a cut player wins according to the gap criterion than it must also win by the expansion criterion as

$$
\begin{equation*}
\alpha\left(G_{T+1}\right) \geq \operatorname{gap}\left(G_{T+1}\right) \cdot g(n) \geq f(n) \cdot g(n) \tag{4.1}
\end{equation*}
$$

because $G_{T+1}$ is $g(n)$-regular. KRV introduced the expansion criterion; the stronger gap criterion was introduced in our work. While the expansion criterion suffices for the application to Expansion, the gap criterion allows a cleaner formulation of the game in terms of spectral quantities alone. Moreover, we will see how different strategies perform differently according to the two criteria and how we have different lower bounds for the two criteria.

Intuitively, the cut player wants to improve the connectivity properties of $G_{t}$, measured either by gap $\left(G_{t}\right)$ or $\alpha\left(G_{t}\right)$, by picking bisections containing few edges. Notice that by picking
a bisection $(S, \bar{S})$, the cut player can ensure that the expansion of $S$ and of all similar cuts is large in the next graph. Similarly, it practically enforces that random walks will mix quickly across the chosen bisection and similar ones. On the other hand, the matching player will try to place his perfect matching in a way that preserves either low expansion or the slow mixing of random walks on the graph. We will further explore the usage of random walks in the design of cut-player strategies for the Cut-Matching game in Section 4.2.

The importance of the Cut-Matching Game stems from its connection to the design of fast algorithms for the Expansion problem, which is captured by the following lemma of KRV [41].
Lemma 4.1.2 ([41]). Consider an instance graph $G=(V, E)$ with $|V|=n,|E|=m$. Assume that there exists a winning cut-player strategy $\mathcal{C}$ for $(G(n), f(n), g(n))$ under the expansion criterion and that this strategy runs in time $T(n)$ per round. Let $T_{\text {flow }} \stackrel{\text { def }}{=} \tilde{O}\left(m+n^{3 / 2}\right)$. Then, there is an $O(1 / f(n))$-approximation algorithm for the Expansion problem on $G$. Moreover, the algorithm runs in time $\tilde{O}\left(g(n) \cdot\left(T(n)+T_{\text {flow }}\right)\right)$.

Notice that a winning cut-player strategy for $(G(n), f(n), g(n))$ under the gap criterion also ensures the existence of an approximation algorithm with the same parameters by Equation 4.1.

Here we give a sketch of the proof of Lemma 4.1.2. Suppose we are trying to decide whether the instance graph $G$ has expansion larger than $\gamma$. Then, the idea behind this reduction is to let the matching player $\mathcal{M}$ perform a single-commodity flow operation at every round. The flow computation attempts to "improve" the bisection given by the cut player, i.e. to find a cut of expansion less than $\gamma$ that is well-correlated to the bisection. The flow operation either finds such cut, in which case the algorithm is successful and the game stops, or displays a certificate that no low-expansion cut exists "near" $\left(S_{t}, \bar{S}_{t}\right)$. The certificate takes the form of a perfect matching between $\left(S_{t}, \bar{S}_{t}\right)$ that is routed with congestion $1 / \gamma$ in the instance graph. If no cut is found after $g(n)$ rounds, the cut strategy guarantees that the union of the certificate matchings $G_{T+1}$ has expansion $f(n) \cdot g(n)$. As $G_{T+1}$ can be routed in $G$ with congestion $g(n) / \gamma$, it must be the case that $G$ has expansion at least $\gamma \cdot f(n)$. Hence, we can distinguish between $\alpha(G)<\gamma$ and $\alpha(G) \geq \gamma \cdot f(n)$, which implies a ${ }^{1 / f(n) \text {-approximation algorithm for Expansion. Moreover, we only require } g(n) \text { maxflow }}$ operations to solve this decision problem. Guessing the optimal value for the expansion by binary search only increases the running time by a logarithmic factor, so that the total running time is $\tilde{O}\left(g(n) \cdot\left(T(n)+T_{\text {flow }}\right)\right)$.

From this discussion, it should be clear that we are ideally looking for cut-player strategies that achieve large $f(n)$ and small $g(n)$, as they yield better approximations in lower running time. In particular, all the strategies that we will discuss achieve $g(n)=O(\operatorname{poly} \log (n))$ and $f(n)=\Omega(1 / \operatorname{polylog}(n))$. Also, all the strategies that we present will be randomized and provably successful with high probability. The main result of KRV [41] is the existence of a cut strategy yielding $f(n)=\Omega\left(1 / \log ^{2} n\right)$ and $g(n)=O\left(\log ^{2} n\right)$ under the expansion criterion. We will show that their strategy also yields a weaker guarantee for the gap criterion.

Theorem 4.1.3 (Extension of result in [41]). There is a cut-player $\mathcal{C}_{\mathrm{KRV}}$ that runs in time $\tilde{O}(n)$ and with high probability wins the Cut-Matching game $\left(\mathcal{G}(n), \Omega\left(\frac{1}{\log ^{2} n}\right), O\left(\log ^{2} n\right)\right)$ under the expansion criterion and the game $\left(\mathcal{G}(n), \Omega\left(\frac{1}{\log ^{4} n}\right), O\left(\log ^{2} n\right)\right)$ under the gap criterion.

In our paper [56], we improve on this result by giving two different strategies that yield a $O(\log n)$-approximation for Expansion. The first strategy $\mathcal{C}_{\text {EXP }}$ is based on the same ideas that are behind the Matrix MWU algorithm of Chapter 3 and achieves the same performance for both the gap and expansion criteria. We discuss its connection with the Matrix MWU algorithm in Section 4.6.

Theorem 4.1.4. There is a cut strategy $\mathcal{C}_{\mathrm{EXP}}$ that runs in time $\tilde{O}(n)$ and with high probability wins the Cut-Matching game $\left(\mathcal{G}(n), \Omega\left(\frac{1}{\log n}\right), O\left(\log ^{2} n\right)\right)$ under both the expansion and gap criterion.

The strategy $\mathcal{C}_{\text {NAT }}$, while using similar ideas as $\mathcal{C}_{\text {EXP }}$, is computationally and intuitively simpler and can be seen as a hybrid between $\mathcal{C}_{\text {EXP }}$ and $\mathcal{C}_{\mathrm{KRV}}$. While this strategy yields a $O(\log n)$-approximation to Expansion through its performance in the game under the expansion criterion, as for $\mathcal{C}_{\text {KRV }}$, we can only prove weaker bounds on its success under the gap criterion.

Theorem 4.1.5. There is a cut strategy $\mathcal{C}_{\text {NAT }}$ that runs in time $\tilde{O}(n)$ and with high probability wins the Cut-Matching game $\left(\mathcal{G}(n), \Omega\left(\frac{1}{\log n}\right), O\left(\log ^{2} n\right)\right)$ under both the expansion criterion and the Cut-Matching game $\left(\mathcal{G}(n), \Omega\left(\frac{1}{\log ^{3} n}\right), O\left(\log ^{2} n\right)\right)$.

Our second main result regarding the Cut-Matching game is the first lower bound on the performance of any cut player under the expansion criterion. It implies that no approximation algorithm for Expansion designed following the Cut-Matching framework can achieve an approximation ratio better than $\Omega(\sqrt{\log n})$. Curiously, this is also the best approximation ratio known for any polynomial-time algorithm for ExpANSION [12].

Theorem 4.1.6. There is a matching player $\mathcal{M}^{*}$ that is successful against any cut player on the game $(\mathcal{G}(n), O(1 / \sqrt{\log n}), g(n))$ for all $g(n)$ under the expansion criterion.

This lower bound is tight, as there is a cut strategy, albeit an inefficient one, that is successful on the under the expansion criterion. This strategy requires the use of multicommodity flows and is mentioned in various papers [8, 11, 59]. Hence, our lower bound settles the question of the power of the Cut-Matching game. Sherman [59] has showed that a matching player similar to that of Theorem 4.1.6 is successful on the game the game $(\mathcal{G}(n), O(\log \log n / \log n), g(n))$ for all $g(n)$ under the gap criterion. This is significant as cut strategies for the gap criterion tend to be computationally fast because they only use nearly-linear-time spectral routines. Hence, this theorem suggests that no nearly-linear-time strategies based on spectral ideas can achieve a better approximation that $O(\log n / \log \log n)$. In particular, $\mathcal{C}_{\text {EXP }}$ is almost optimal in this class of strategies.

In the next section, we discuss how random-walks arise naturally when trying to use potential-reduction arguments to analyze cut strategies. In Section 4.3, we describe the random walks of interest and some of their fundamental properties. In Section 4.4, we present the geometric argument at the core of the potential-reduction analysis. Finally, in Section 4.5, we complete the proofs of the performance of each cut strategy. The remaining sections are dedicated to the proof of the lower-bound result of Theorem 4.1.6 and a brief survey of related work.

### 4.2 Construction of Cut Strategies

### 4.2.1 Using Random Walks

We motivate the use of random walks from the perspective of a cut player trying to win under the gap criterion. Similar ideas apply under the expansion criterion. We start by recalling the definition of spectral gap for a regular graph. Let $\mathcal{S}$ be the set of unit vectors in the subspace of $\mathbb{R}^{n}$ perpendicular to the vector $\overrightarrow{1}$, i.e. $\mathcal{S} \stackrel{\text { def }}{=}\left\{x \in \mathbb{R}^{n}: x^{T} \overrightarrow{1}=0,\|x\|_{2}=1\right\}$. Then, for a $d$-regular graph $H=(V, E(H))$,

$$
\operatorname{gap}(H)=\frac{1}{d} \min _{x \in \mathcal{S}} x^{T} L(H) x .
$$

As $G_{T+1}$ is $g(n)$-regular, the goal of the cut player is to ensure that $\min _{x \in \mathcal{S}} x^{T} L\left(G_{t}\right) x$ grows above $f(n)$ as $t$ goes to $g(n)$. For a vector $x \in \mathcal{S}$, we call $x^{T} L(G) x$ the mixing of $x$, as this quantity describes how quickly the vector $x$ approaches the uniform distribution under the natural random walk. Hence, the goal of the cut player is to ensure that all vectors $x \in \mathcal{S}$ have mixing greater than $f(n)$.

The following lemma shows that the cut player can enforce that a given vector $x \in \mathcal{S}$ have a large mixing by presenting a bisection obtained from a sweep cut of the vector $x$. Then, for any choice $M$ of the matching player, $x^{T} L(M) x$ will be at least 1 .

Lemma 4.2.1. Given $x \in \mathcal{S}$, with $x_{i_{1}} \geq x_{i_{2}} \geq \ldots \geq x_{i_{n}}$, let $S \subseteq[n]$ be defined as $S \stackrel{\text { def }}{=}$ $\left\{i_{1}, i_{2}, \ldots, i_{\frac{n}{2}}\right\}$. Then, for any perfect matching $M=(V, E(M))$ across $(S, \bar{S})$, we have:

$$
x^{T} L(M) x \geq 1
$$

Proof. Let $x_{i_{n / 2}}=a$. Then, for any $\{i, j\} \in E(M)$, we must have without loss of generality $x_{i} \geq a, x_{j}<a$, so that

$$
\left(x_{i}-x_{j}\right)^{2} \geq\left(x_{i}-a\right)^{2}+\left(x_{j}-a\right)^{2} .
$$

Hence,
$x^{T} L(M) x=\sum_{\{i, j\} \in E(M)}\left(x_{i}-x_{j}\right)^{2} \geq \sum_{\{i, j\} \in E(M)}\left(x_{i}-a\right)^{2}+\left(x_{j}-a\right)^{2} \geq \sum_{i \in V}\left(x_{i}-a\right)^{2} \geq\|x\|_{2}=1$,
where the second inequality follows as $M$ is 1-regular and the last inequality is a consequence of the fact that $x^{T} \overrightarrow{1}=0$ as $x \in \mathcal{S}$.

In particular, if at round $t$, the cut player chooses bisection $S_{t}$ based on the bisecting sweep of $x$, the mixing of $x$ will be larger than $1 \gg f(n)$ from then on in the game and $x$ will not constitute an obstacle to the cut player's success.

As the cut player wants to lower-bound gap $\left(G_{T}\right)$ when $T=g(n)$, a naive approach would be to use $\operatorname{gap}\left(G_{t}\right)$ as a measure of progress and, at time $t$, return the bisection corresponding to the eigenvector $v$ associated to the spectral gap, in the hope of increasing gap $\left(G_{t}\right)$ sufficiently. After the addition of $M_{t}, v$ will have large mixing by Lemma 4.2.1. However, another eigenvector with associated eigenvalue just larger than $\operatorname{gap}\left(G_{t}\right)$ may not have had its mixing improved by $M_{t}$ at all and still be present in $G_{t+1}$, causing the spectral gap to be almost unchanged. Indeed, it is possible to construct examples when the cut strategy of playing the bisection given by the least mixing eigenvector requires $\Omega(n)$ rounds to produce any non-trivial guarantee on the gap.

Hence, in our choice of bisection, we must go beyond the greedy approach that just considers the eigenvector associated to the spectral gap, as, while very large progress is made on a single eigenvector, many iterations may be necessary to "fix" all eigenvectors. Instead, we must settle for a cut player that induces less progress on the mixing of each single eigenvector, but is able to raise the mixing of multiple eigenvectors at the same time. In this way, many of the low-mixing eigenvectors of $L\left(G_{t}\right)$ will increase by a sufficiently large amount. To apply this idea, we must choose a measure of progress different from the mixing of the lowest-mixing vector in $\mathcal{S}$ and, in particular, one that incorporates information from possibly all the eigenvectors of $G_{t}$, while focusing on the progress of the lowest-mixing ones. To achieve this effect, we will use a potential $\Phi_{t}$ based on a measure of the mixing behavior of random walks that is more robust than gap $\left(G_{t}\right)$.

An abstract random-walk process $P$ (such as the natural random walk or the heat-kernel random walk [21]) defines a sequence of probability-transition matrices $\left\{P_{t} \in \mathbb{R}^{n}\right\}_{t \in[T]}$, where $P_{t}$ is the matrix corresponding to process $P$ on graph $G_{t}$. Notice that, as $P_{t}$ depends on $G_{t}$, it also depends on the first $(t-1)$ choices of the matching player $\mathcal{M}$. We require that $P_{t}$ have stationary distribution that is uniform over the vertices, i.e. $P_{t} \overrightarrow{1}=\overrightarrow{1}$. Note that, as $G_{t}$ is regular, the stationary distribution is also uniform over the edges. For the purpose of the following discussion, the reader may find it simpler to let $P_{t}$ represent a specific random-walk process, such as the natural random walk.

The spectral gap and the expansion are often used to study the mixing of a random walk in a regular graph, as it is usually possible to upper-bound the $\ell_{2}$-distance between the random-walk operator $P_{t}$ and the projection $\Pi \stackrel{\text { def }}{=} 1 / n \cdot \overrightarrow{1} \overrightarrow{1}^{T}$ onto the uniform distribution as a function of these quantities. For instance, if $P_{t}$ equals $W\left(G_{t}\right)^{k}$, the natural random walk
for $k$ steps, we have

$$
\left\|P_{t}-\Pi\right\|_{2}^{2}=\left(1-\operatorname{gap}\left(G_{t}\right)\right)^{2 k} \geq\left(1-\frac{\alpha\left(G_{t}\right)}{t-1}\right)^{2 k}
$$

where the second inequality follows by Cheeger's Inequality in Lemma 2.2.3. Hence, an upper bound on the left-hand side yields a lower bound on the spectral gap and the expansion. To obtain a potential that takes into account multiple eigenvectors and still bounds the spectral gap and the expansion, we consider the Frobenius norm [29], instead of the $\ell_{2}$-norm. As the Frobenius norm is at least the spectral $\ell_{2}$ norm, an upper bound on $\left\|P_{t}-\Pi\right\|_{F}$ yields a lower bound on gap $\left(G_{t}\right)$ and $\alpha\left(G_{t}\right)$. At the same time, the Frobenius norm, with its dependence on multiple eigenvectors and eigenvalues, fulfills our requirement for an improved measure of progress. Hence, given a choice for $P_{t}$, our potential function will be

$$
\Phi_{t} \stackrel{\text { def }}{=}\left\|P_{t}-\Pi\right\|_{F}^{2} .
$$

The choice of $P_{t}$ will be fundamental, and the next section will be dedicated to it. For example, if $P_{t}=W\left(G_{t}\right)^{k}$, as $k$ grows, the potential will capture the spectral gap more tightly, but will also begin to suffer of the same problem as the greedy strategy, namely it will not capture the mixing along vectors different from the second eigenvector. This problem will then make it impossible to relate $\Phi_{t+1}$ to $\Phi_{t}$ while making meaningful progress. Hence, the random walk must be chosen to ensure a trade-off between two important properties:

- tight connection with spectral gap or expansion, and
- ease of relating $\Phi_{t+1}$ to $\Phi_{t}$ and guaranteeing that the potential decreases at every round.

The next subsection will address which conditions are required of a random walk more in detail.

The potential $\Phi_{t}$ can be given a simple interpretation by noticing that

$$
\Phi_{t}=\left\|P_{t}-\Pi\right\|_{F}^{2}=\sum_{i \in V}\left\|P_{t} e_{i}-\frac{1}{n} \overrightarrow{1}\right\|_{2}^{2}
$$

hence, $\Phi_{t}$ is just the sum, over all vertices, of the $\ell_{2}^{2}$-distance between the distribution given by the walk $P_{t}$ when started at a single vertex and the uniform distribution. The connection with the spectral gap of $G_{t}$ can then be stated in random-walk language: if all the $P_{t} e_{i}$ random walks mix, then the spectral gap must be large. Equivalently, if the spectral gap were small, some random walks from single vertices would mix slowly and the potential would be high. Finally, we remark that $\Phi_{t}$ can also be rewritten as

$$
\Phi_{t}=\operatorname{Tr}\left(P_{t}^{T} P_{t}\right)-1,
$$

by noticing that $P_{t} \overrightarrow{1}=\overrightarrow{1}$.

This use of random walks in the design of cut strategies was championed by KRV. While their random walk was designed ad-hoc for ease of analysis in the Cut-Matching game, in our work we use more general and powerful random walks, such as the heat kernel, defined in Chapter 2, and develop a more sophisticated understanding of which properties are desirable in a random-walk process for it to apply to the design of cut strategies. Alternatively, in Section 4.6, we will also show how the problem of designing cut strategies can be apporached using the Matrix MWU algorithm. Unfortunately, we are still unable to show that the natural random walk, the most obvious choice for this process, can be used in the construction of cut strategies: this stems from the difficulty of relating $P_{t+1}$ to $P_{t}$.

### 4.2.2 Potential Analysis

In this subsection, we formalize the conditions under which a random-walk process will successfully yield a cut strategy through the potential analysis outlined above. Our goal is to show that our choice of potential, i.e. $\Phi_{t}=\operatorname{Tr}\left(P_{t}^{T} P_{t}\right)-1$ significantly decreases at every round for any choice of $\mathcal{M}$. To follow this direction, we will need our choice of random walk to obey the following conditions:

1. Connection to spectral gap and expansion: A upper bound on $\Phi_{T+1}$ implies a lower bound on gap $\left(G_{T+1}\right)$ and $\alpha\left(G_{T+1}\right)$.
2. Round-by-round decomposition: For all $t \in[T]$,

$$
\Phi_{t+1} \leq \Phi_{t}-\eta_{t} \cdot \operatorname{Tr}\left(P_{t}^{T} L\left(M_{t}\right) P_{t}\right)
$$

where $\eta_{t}$ is some coefficient, usually a constant, depending on the choice of random walk. Hence, the expression $\operatorname{Tr}\left(P_{t}^{T} L\left(M_{t}\right) P_{t}\right)$ will regulate the potential reduction at every step.
3. Bisection choice: Given $P_{t}$, it is possible to choose bisection $(S, \bar{S})$ such that, for any perfect matching $M$, which is bipartite across $(S, \bar{S})$,

$$
\operatorname{Tr}\left(P_{t}^{T} L\left(M_{t}\right) P_{t}\right) \geq O\left(\frac{\Phi_{t}}{\log n}\right)
$$

Conditions 2 and 3 guarantee that the potential decreases at every round by a multiplicative factor of $1-\Omega(1 / \log n)$. After $T$ steps, this reduction will yield an upper bound on $\Phi_{T+1}$, which, combined with condition 1, will complete the proof of the performance of the cut player.

While the first two conditions will be proved separately for each different random walk, the procedure allowing us to fulfill condition 3 will be the same. We describe it in Section 4.4. In the next section, we define the random walks of interest and prove lemmata about their connection to spectral gap and expansion and about their round-to-round decomposition. Section 4.5 will be dedicated to completing the analysis for each cut strategy.

### 4.3 The Random Walks

In this subsection, we introduce the random-walk processes that we will be using in our construction of cut strategies. For each random walk, we will prove a decomposition lemma, which will allow us to relate $\Phi_{t+1}$ and $\Phi_{t}$ in our analysis, and a lemma connecting $\Phi_{T+1}$ to the expansion and the spectral gap of $G_{T+1}$. We will first present the sequential random walk of $\mathcal{C}_{\text {KRV }}$ [41]. Then, we will define the random walks used by $\mathcal{C}_{\text {EXP }}$ and by $\mathcal{C}_{\text {NAT }}$.

### 4.3.1 The Random Walk for $\mathcal{C}_{\text {KRV }}$

The random walk of KRV on $G_{t}$ is just a sequential composition of the lazy random walks across each matching $M_{1}, \ldots, M_{t-1}$. More formally, for $t \in[T]$, given $G_{t}$ which is the sum of bipartite matchings $M_{1}, \cdots, M_{t-1}$, we define:

$$
P_{t+1}^{\mathrm{KRV}} \stackrel{\text { def }}{=}\left(\frac{I+W\left(M_{t}\right)}{2}\right) \ldots\left(\frac{I+W\left(M_{1}\right)}{2}\right)=\prod_{i=t}^{1}\left(\frac{I+W\left(M_{i}\right)}{2}\right)
$$

and

$$
P_{1}^{\mathrm{KRV}}=I .
$$

Notice that the definition of the walk depends strongly on the partition in perfect matchings of the edges of $G_{t+1}$ and on the order in which these matchings arrived. In the rest of this subsection, let $P_{t}$ denote $P_{t}^{\mathrm{KRV}}$.

## Connection with spectral gap and expansion

We start with proving the connection between the potential function $\Phi_{t}$, based on $P_{t}$, and both gap $\left(G_{t}\right)$ and $\alpha\left(G_{t}\right)$. The main idea in the following lemma is the fact that we can embed the weighted graph with adjacency matrix $P_{T+1}$ into $G_{T+1}$ by using the paths defined by the random walk over matchings described by $P_{T+1}$. We will then apply the embedding results of Lemma 2.2.4 to yield the desired relations.

Lemma 4.3.1. Consider the 1 -regular weighted graph $H$ with adjacency matrix $P_{T+1}$. The following two inequalities hold for $T \geq 1$ :

$$
\begin{array}{r}
L\left(G_{T+1}\right) \succeq \frac{1}{T} L(H)=\frac{1}{T}\left(I-P_{T+1}\right), \\
\alpha\left(G_{T+1}\right) \geq \alpha(H) \geq \lambda_{2}\left(I-P_{T+1}\right)
\end{array}
$$

Proof. Consider the embedding of $H$ given by routing each edge following the paths defined by the definition of $P_{T+1}$ as

$$
\prod_{i=T}^{1}\left(\frac{I+W\left(M_{i}\right)}{2}\right)
$$

The congestion of this embedding is 1 and its dilation is $T$. Hence, Lemma 2.2.4 together with Cheeger's Inequality, gives the required inequalities.

## Decomposition lemma for $P^{\mathrm{KRV}}$

The main advantage of the definition of $P^{\mathrm{KRV}}$ is the ease of relating $P_{t+1}$ to $P_{t}$. Indeed, the following decomposition lemma regarding the potential function is a simple consequence of the walk definition.

Lemma 4.3.2.

$$
\operatorname{Tr}\left(P_{t+1}^{T} P_{t+1}\right)=\operatorname{Tr}\left(P_{t}^{T} P_{t}\right)-1 / 2 \cdot \operatorname{Tr}\left(P_{t}^{T} L\left(M_{t}\right) P_{t}\right)
$$

Proof.

$$
\operatorname{Tr}\left(P_{t+1}^{T} P_{t+1}\right)=\operatorname{Tr}\left(P_{t}^{T}\left(\frac{I+W\left(M_{t}\right)}{2}\right)^{2} P_{t}\right)=\operatorname{Tr}\left(P_{t}^{T}\left(I-\frac{L\left(M_{t}\right)}{2}\right)^{2} P_{t}\right)
$$

We also have $L\left(M_{t}\right) \preceq 2 I$, as $M_{t}$ is 1-regular. Hence $L\left(M_{t}\right)^{2} \preceq 2 L\left(M_{t}\right)$, so that

$$
\left(I-\frac{L\left(M_{t}\right)}{2}\right)^{2} \preceq I-L\left(M_{t}\right)+\frac{L\left(M_{t}\right)}{2}=I-\frac{L\left(M_{t}\right)}{2} .
$$

By Fact 2.3.6, we have the required result.

### 4.3.2 The Random Walk for $\mathcal{C}_{\text {EXP }}$

The cut player $\mathcal{C}_{\text {EXP }}$ makes use of the heat kernel random walk defined in Chapter 2. The rate of the walk at time $t$ is $t-1$, meaning that this random walk can be seen as performing the natural random walk on $G_{t}$ for a number of steps which is Poisson distributed with rate $t-1$. Hence, we can write:

$$
P_{t}^{\mathrm{EXP}}=e^{-L\left(G_{t}\right)}
$$

Notice that $P_{1}^{\mathrm{KRV}}=I$. This walk enjoys two useful properties; first, $\operatorname{gap}\left(G_{T+1}\right)$ will be lower bounded by definition by an explicit function of $\Phi_{T+1}$, without recurring to any embedding. Secondly, $\Phi_{t+1}$ will be connected to $\Phi_{t}$ by using the Golden-Thompson Inequality of Lemma 2.3.8. For the rest of this subsection, we let $P_{t}$ denote $P_{t}^{\text {EXP. }}$.

## Connection with spectral gap and expansion

Lemma 4.3.3. For $T \geq 1$,

$$
\begin{aligned}
\operatorname{gap}\left(G_{T+1}\right) & \geq-\frac{\log \left(\Phi_{T+1}\right)}{2 T} \\
\alpha\left(G_{T+1}\right) & \geq-\frac{\log \left(\Phi_{T+1}\right)}{2}
\end{aligned}
$$

Proof. It suffices to prove the first inequality, as it immediately implies the second. By definition, we have

$$
P_{T+1}=e^{-L\left(G_{T+1}\right)}
$$

By the properties of the matrix exponential in Chapter 2, we have

$$
\lambda_{n+1-i}\left(e^{-L\left(G_{T+1}\right)}\right)=e^{-\lambda_{i}\left(L\left(G_{T+1}\right)\right.}
$$

so that, as $G_{T+1}$ is $T$-regular, we have

$$
\operatorname{gap}\left(G_{T+1}\right)=-\frac{1}{T} \cdot \log \left(\lambda_{n-1}\left(P_{T+1}\right)\right)
$$

As $\overrightarrow{1}$ is an eigenvector of $P_{t+1}$ associated with the largest eigenvector 1 , it is clear that

$$
\left(\lambda_{n-1}\left(P_{T+1}\right)\right)^{2}=\left\|P_{T+1}-\Pi\right\|_{2}^{2} \leq\left\|P_{T+1}-\Pi\right\|_{2}^{F}=\Phi_{T+1}
$$

Hence,

$$
\operatorname{gap}\left(G_{T+1}\right)=-\frac{\log \left(\lambda_{n-1}\left(P_{T+1}\right)\right)}{T} \geq-\frac{\log \left(\sqrt{\Phi_{T+1}}\right)}{T}=-\frac{\log \left(\Phi_{T+1}\right)}{2 T}
$$

## Decomposition lemma for $P_{t}^{\text {EXP }}$

The main reason for the choice of the heat-kernel random walk is the Golden-Thompson Inequality of Lemma 2.3.8. Applied to $P_{t+1}$, it yields the following lemma.

## Lemma 4.3.4.

$$
\operatorname{Tr}\left(P_{t+1}^{T} P_{t+1}\right) \leq \operatorname{Tr}\left(P_{t}^{T} P_{t}\right)-\frac{\left(1-e^{-4}\right)}{4} \cdot \operatorname{Tr}\left(P_{t}^{T} L\left(M_{t}\right) P_{t}\right)
$$

Proof.

$$
\operatorname{Tr}\left(P_{t+1}^{T} P_{t+1}\right)=\operatorname{Tr}\left(e^{-2 \cdot L\left(G_{t+1}\right)}\right)=\operatorname{Tr}\left(e^{-2 \cdot L\left(G_{t}\right)} e^{-2 \cdot L\left(M_{t}\right)}\right)=\operatorname{Tr}\left(P_{t}^{T} e^{-2 \cdot L\left(M_{t}\right)} P_{t}\right)
$$

We can now use Lemma 2.3.3 and Fact 2.3.6 to obtain the required inequality.

### 4.3.3 The Random Walk for $\mathcal{C}_{\mathrm{NAT}}$

Like $P^{\mathrm{KRV}}$, the random walk $P_{\text {NAT }}$ used by $\mathcal{C}_{\text {NAT }}$ also depends on the decomposition of $G_{t}$ into matchings, but it preserves properties of the heat kernel that make it more powerful in the context of the Cut-Matching game. It is a round-robin random walk that can be seen as a hybrid of the natural random walk and the heat kernel.

For the definition of $P_{\mathrm{NAT}}$, we assume that the duration of the game $T=g(n)$ is a power of 2 , i.e. $T=2^{k}$, for some $k \geq 1$. Also, let $N_{t} \stackrel{\text { def }}{=} \frac{T-1}{T} I+\frac{1}{T} W\left(M_{t}\right)$. The probability-transition matrix $P_{t}^{\text {NAT }}$ is defined recursively as follows:

- Let $Q_{1}=I$ and $P_{1}^{\mathrm{NAT}}:=I$.
- For $1<t \leq T$, define

$$
Q_{t+1} \stackrel{\text { def }}{=} N_{t} Q_{t} N_{t}
$$

and

$$
\left.P_{t+1}^{\text {NAT }} \stackrel{\text { def }}{=}\left(Q_{T+1}\right)\right)^{T / 4}
$$

In other words, $N_{t}$ is a lazy random walk across $M_{t}$ with staying probability $T-1 / T$ and

$$
P_{t+1}^{\mathrm{NAT}}=\left(N_{t} N_{t-1} \ldots N_{1} N_{1} \ldots N_{t-1} N_{t}\right)^{T / 4}
$$

The main motivation behind the design of this random walk was to realize a construction closer to the natural random walk that still proved effective in the Cut-Matching game. $P^{\text {NAT }}$ can be seen as an analogue of lazy natural random walk where, rather than sending a $1 / T$ fraction of probability mass across every incident edge at once, the same fraction is sent across edges in $M_{t-1}$ first, then $M_{t-2}$ and so on, wrapping around in a round-robin fashion after reaching $M_{1}$ for the first time. In the rest of this subsection, we denote $P_{t}^{\text {NaT }}$ by $P_{t}$.

## Connection with spectral gap

The following analysis is different from both the analysis of $\mathcal{C}_{\text {KRV }}$ and that of $\mathcal{C}_{\text {EXP }}$. For $\mathcal{C}_{\text {KRV }}$, we used an argument based on an embedding with bounded congestion and dilation, while for $\mathcal{C}_{\text {EXP }}$ we relied on a stronger algebraic relation between the heat-kernel random walk and the spectral gap. In this case, we use a combination of these two methods. We will consider the 1-regular weighted graph $R_{T+1}$ with adjacency matrix

$$
A\left(R_{T+1}\right) \stackrel{\text { def }}{=} Q_{T+1}=\left(N_{T} N_{T-1} \ldots N_{1} N_{1} \ldots N_{T-1} N_{T}\right)
$$

and embed $R_{T+1}$ (and not the walk $P_{T+1}$ itself) in $G_{T+1}$ to show a connection between the two graphs. Then, we will then use the bound on gap $\left(R_{T+1}\right)$ given by $\Phi_{T+1}$ to show a lower bound on the spectral gap and expansion of the graph $G_{T+1}$.

## Lemma 4.3.5.

$$
\begin{aligned}
\operatorname{gap}\left(G_{T+1}\right) & \geq \frac{1}{4 T}\left(1-\left(\Phi_{T+1}\right)^{\frac{2}{T}}\right), \\
\alpha\left(G_{T+1}\right) & \geq \frac{T}{2}\left(1-\left(\Phi_{T+1}\right)^{\frac{2}{T}}\right)
\end{aligned}
$$

Proof. Notice that, by the definition of $P_{T+1}$

$$
\Phi_{T+1} \geq\left\|P_{T+1}-\Pi\right\|_{2}^{2}=\lambda_{n-1}\left(P_{T+1}^{T} P_{T+1}\right)=\left(1-\operatorname{gap}\left(R_{T+1}\right)\right)^{T / 2}
$$

Hence, we have

$$
\begin{equation*}
\operatorname{gap}\left(R_{T+1}\right) \geq 1-\left(\Phi_{T+1}\right)^{\frac{2}{T}} \tag{4.2}
\end{equation*}
$$

Consider now the embedding of $R_{T+1}$ in $G_{T+1}$ that follows the paths defined by the product

$$
N_{T} N_{T-1} \ldots N_{1} N_{1} \ldots N_{T-1} N_{T}
$$

This embedding has congestion $2 / T$ by the definition of $N_{t}$ and dilation $2 \cdot T$. Hence, by Lemma 2.2.4,

$$
\begin{aligned}
& L\left(G_{d+1}\right) \succeq \frac{1}{4} \cdot L\left(R_{d+1}\right), \\
& \alpha\left(G_{d+1}\right) \geq \frac{T}{2} \cdot \alpha\left(R_{d+1}\right) .
\end{aligned}
$$

Combining this with Equation 4.2 and using the fact that $G_{T+1}$ is $T$-regular yields the first required inequality. Moreover, as $\alpha\left(R_{T+1}\right) \geq \operatorname{gap}\left(R_{T+1}\right)$, the second part also follows.

Decomposition lemma for $P^{\mathrm{NAT}}$.
The use of a round-robin ordering is motivated by the rearrangement inequality in Theorem 2.3.9, which allows us to prove the following lemma about decomposing the potential for the $P^{\text {NAT }}$ walk.

## Lemma 4.3.6.

$$
\begin{equation*}
\operatorname{Tr}\left(P_{t+1}^{T} P_{t+1}\right) \leq \operatorname{Tr}\left(P_{t}^{T} P_{t}\right)-\frac{\left(1-e^{-2}\right)}{2} \cdot \operatorname{Tr}\left(P_{t}^{T} L\left(M_{t}\right) P_{t}\right) \tag{4.3}
\end{equation*}
$$

Proof. Applying Theorem 2.3.9 and Fact 2.3.5:

$$
\begin{array}{r}
\operatorname{Tr}\left(P_{t+1}^{T} P_{t+1}\right)=\operatorname{Tr}\left(\left(N_{t} Q_{t} N_{t}\right)^{T / 2}\right) \leq \operatorname{Tr}\left(N_{t}^{T / 2} Q_{t}^{T / 2} N_{t}^{T / 2}\right) \leq \\
\operatorname{Tr}\left(Q_{t}^{T / 2} N_{t}^{T}\right) .
\end{array}
$$

Now, notice that $N_{t}=I-1 / T \cdot L\left(M_{t}\right)$ as $M_{t}$ is 1-regular. Hence:

$$
N_{t}^{T}=\left(I-\frac{1}{T} \cdot L\left(M_{t}\right)\right)^{T} \preceq e^{-L\left(M_{t}\right)} \preceq\left(I-\frac{\left(1-e^{-2}\right)}{2} L\left(M_{t}\right)\right)
$$

where the first inequality is a consequence of the fact that $(1+a / x)^{x} \leq e^{a}$, for $a \in \mathbb{R}, x>0$ and the second follows from Lemma 2.3.3. The lemma is a consequence of these two last inequalities together with Fact 2.3.6.

In Section 4.5 , we will discuss how $P^{\text {NAT }}$ can be cast as an approximation to the heatkernel random walk, which partially justifies why the decomposition of Lemma 4.3.6 is possible.

### 4.4 Analyzing the Potential Reduction

In this subsection, we describe how the cut player achieves condition 3 of Section 4.2 .2 by giving a subroutine that outputs a bisection $(S, \bar{S})$ given graph $G_{t}$ and random walk process $P_{t}$. The same subroutine was used in the work of KRV.

The cut player must output a bisection $(S, \bar{S})$ such that, whichever response $M_{t}$ the matching player chooses, we have

$$
\operatorname{Tr}\left(P_{t}^{T} L(M) P_{t}\right)=\Omega\left(\frac{\Phi_{t}}{\log n}\right) .
$$

Following [41], we take a geometric view of this problem by considering the vectors

$$
v_{i}=P_{t}^{T} e_{i}-\frac{\overrightarrow{1}}{n} \in \mathbb{R}^{n}
$$

for $i \in V$. Notice that

$$
\sum_{i \in V} v_{i}=P_{t}^{T} \overrightarrow{1}-\overrightarrow{1}=0
$$

Hence, the mean of the vectors $\left\{v_{i}\right\}$ is 0 . Moreover, we have that

$$
\begin{equation*}
\Phi_{t}=\operatorname{Tr}\left(P_{t}^{T} P_{t}\right)-1=\left\|P_{t}-\Pi\right\|_{F}^{2}=\sum_{i \in V}\left\|v_{i}\right\|_{2}^{2} \tag{4.4}
\end{equation*}
$$

showing that $\Phi_{t}$ is the total variance of the embedding $\left\{v_{i} \in \mathbb{R}^{n}\right\}_{i \in V}$. At the same time, let us also consider a geometric interpretation of the potential reduction:

$$
\operatorname{Tr}\left(P_{t}^{T} L\left(M_{t}\right) P_{t}\right)=\sum_{i \in V}\left(P_{t} e_{i}\right)^{T} L\left(M_{t}\right)\left(P_{t} e_{i}\right)=\sum_{\{h, k\} \in E\left(M_{t}\right)}\left\|v_{h}-v_{k}\right\|_{2}^{2}
$$

Hence, it suffices for the cut player to find a bisection $(S, \bar{S})$ such that, for all matchings across $(S, \bar{S})$, the distance between the vectors corresponding to matched vertices is a $\Omega(1 / \log n)$-fraction of the total variance. This can be achieved using random projections as follows. Noticing that all the vectors in $\left\{v_{i}\right\}_{i \in V}$ live in the subspace of $\mathbb{R}^{n}$ perpendicular to the vector $\overrightarrow{1}$, let $r$ be a random uniformly distributed unit vector in that $n-1$-dimensional subspace and consider the projection $u$ of the embedding $\left\{v_{i}\right\}_{i \in V}$ onto $r$ defined for all $i \in V$ as:

$$
u_{i} \stackrel{\text { def }}{=} v_{i}^{T} r=e_{i}^{T} P_{t} r-1 / n r^{T} 1=e_{i}^{T} P_{t} r .
$$

The second term disappears as $r^{T} 1=0$, by assumption. Then, the cut player returns the bisecting sweep cut of vector $u$ as the cut $\left(S_{t}, \bar{S}_{t}\right)$. This algorithm is based on the hope that vectors which are far apart when projected onto $r$ may also be far apart before projection and hence contribute a large quantity to the potential reduction when matched. This intuition is formalized by the following lemma, which is based on the Gaussian nature of projections and appears in the same form in [41]. Our proof is given in Section A.1.

Lemma 4.4.1. Let $\left\{v_{i}\right\}_{i=1}^{n}$ be vectors in $\mathbb{R}^{n-1}$ such that $\sum_{i} v_{i}=0$. Let $\Phi \stackrel{\text { def }}{=} \sum\left\|v_{i}\right\|^{2}$. Let $r$ be a random uniform unit vector in $\mathbb{R}^{n-1}$ and, for all $i$, set $u_{i}:=v_{i}^{T} r$. Let $S$ be the partition of $[n]$ such $|S|=n / 2$ and, for all $i \in S$ and $j \in \bar{S}, u_{i} \geq u_{j}$. Consider any perfect matching $M$ across $(S, \bar{S})$. Then,

$$
\underset{r}{\mathbb{E}}\left[\sum_{\{i, j\} \in E(M)}\left\|v_{i}-v_{j}\right\|^{2}\right]=\Omega\left(\frac{\Phi}{\log n}\right) .
$$

### 4.4.1 Algorithmic Template

We can now give an explicit algorithmic formulation of the cut strategies that we will be analyzing. At rounds $t$, given graph $G_{t}$ which is the union of perfect matchings $M_{1}, \ldots, M_{t-1}$, and a probability-transition matrix $P_{t}$ on $G_{t}$, the cut player runs the following procedure to find which bisection to output:

1. Sample an uniformly distributed unit vector $r_{t}$ in the subspace of perpendicular to $\overrightarrow{1}$.
2. Compute $y_{t}:=P_{t} r_{t}$.
3. Sort the entries of $y_{t}=\left(y_{1}, \ldots, y_{n}\right)$ as $y_{i_{1}} \leq \cdots \leq y_{i_{n / 2}} \leq y_{i_{n / 2+1}} \leq \cdots \leq y_{i_{n}}$.
4. Let $S_{t}:=\left\{i_{1}, \ldots, i_{n / 2}\right\}$ and $\bar{S}_{t}:=V \backslash S_{t}$.

From a combinatorial rather than geometric point of view, the reason this procedure finds a bisection containing a non-expanding cut is the following: Suppose $(S, \bar{S})$ is a cut across which there are very few edges in $G_{t}$, say none. Then the walk procedure $P_{t}$ never transfers any charge across this cut. Also, the initial random vector will create a $\Theta(1 / \sqrt{n})$ charge differential between $S$ and $\bar{S}$, i.e $\left|\sum_{i \in S}\left(r_{t}\right)_{i}-\sum_{i \in \bar{S}}\left(r_{t}\right)_{i}\right|=\Theta(1 / \sqrt{n})$ with high probability. Hence, in the bisection output after mixing and sorting based on $y_{t}$, the two sides of the bisection will have non-trivial correlations with $S$ and $\bar{S}$ respectively. Thus, the matching added in the next iteration will add some edges across the sparse cut $(S, \bar{S})$. It is remarkable that the strategy $\mathcal{C}_{\mathrm{KRV}}, \mathcal{C}_{\mathrm{EXP}}$ and $\mathcal{C}_{\mathrm{NAT}}$ are able to ensure high expansion with high probability after only $O\left(\log ^{2} n\right)$ such simple steps.

### 4.5 Completing the Analysis

### 4.5.1 The $\mathcal{C}_{\text {KRV }}$ Strategy

In this subsection, we complete the proof of Theorem 4.1.3. For the rest of this subsection, we denote $P_{t}^{\mathrm{KRV}}$ by $P_{t}$.

We are now ready to combine the connection with gap and expansion of Lemma 4.3.1, the decomposition result of Lemma 4.3.2 and the potential reduction guaranteed of Lemma 4.4.1 to prove Theorem 4.1.3.

Proof of Theorem 4.1.3. Recall that $\Phi_{t}=\operatorname{Tr}\left(P_{t}^{T} P_{t}\right)-1$ and that $T=g(n)$. Then, for all $t \in[T]$, by Lemma 4.3.2

$$
\Phi_{t+1}=\Phi_{t}-\frac{1}{2} \operatorname{Tr}\left(P_{t}^{T} L\left(M_{t}\right) P_{t}\right)
$$

Define the vectors

$$
v_{i}=P_{t}^{T} e_{i}-\frac{1}{n} \overrightarrow{1} .
$$

Notice that, as $L\left(M_{t}\right) \overrightarrow{1}=0$,

$$
\operatorname{Tr}\left(P_{t}^{T} L\left(M_{t}\right) P_{t}\right)=\sum_{\{i, j\} \in E\left(M_{t}\right)}\left\|v_{i}-v_{j}\right\|^{2}
$$

and, by Equation 4.4, $\Phi_{t}=\sum_{i \in V}\left\|v_{i}\right\|^{2}$. Applying Lemma 4.4.1, we obtain

$$
\underset{r_{t}}{\mathbb{E}}\left[\operatorname{Tr}\left(P_{t}^{T} L\left(M_{t}\right) P_{t}\right)\right] \geq \Omega\left(\frac{\Phi_{t}}{\log n}\right)
$$

The last equation implies that, in expectation, the potential decreases by at least a ( $1-$ $\Omega(1 / \log n))$-fraction at each iteration.

Hence, after all $T$ rounds, we have

$$
\underset{r_{1}, \ldots, r_{T}}{\mathbb{E}}\left[\Phi_{T+1}\right] \leq(1-\Omega(1 / \log n)) \underset{r_{1}, \ldots r_{T-1}}{\mathbb{E}}\left[\Phi_{T}\right] \leq \ldots \leq(1-\Omega(1 / \log n))^{T} \Phi_{1}
$$

But $\Phi_{1}=\operatorname{Tr}\left(P_{1}^{T} P_{1}\right)-1=\operatorname{Tr}(I)-1=n-1$, so that

$$
\underset{r_{1}, \ldots, r_{T}}{\mathbb{E}}\left[\Phi_{T+1}\right] \leq(n-1)(1-\Omega(1 / \log n))^{T}
$$

Taking $T=O\left(\log ^{2} n\right)$, we can have

$$
\underset{r_{1}, \ldots, r_{T}}{\mathbb{E}}\left[\Phi_{T+1}\right] \leq \frac{1}{2 n},
$$

and, by Markov's Inequality, with high probability we obtain that

$$
\left\|P_{T+1}-\Pi\right\|_{F}^{2}=\Phi_{T+1} \leq \frac{1}{2}
$$

Finally, this means that

$$
\left\|P_{T+1}-\Pi\right\|_{2}^{2} \leq\left\|P_{T+1}-\Pi\right\|_{F}^{2} \leq \frac{1}{2}
$$

and

$$
P_{T+1} \preceq \frac{1}{2}(I-\Pi)+\Pi=\frac{1}{2}(I+\Pi)
$$

Combining with Lemma 4.3.1, we get

$$
L\left(G_{T+1}\right) \succeq \frac{1}{T}\left(I-P_{T+1}\right) \succeq \frac{1}{2 T}(I-\Pi)
$$

and

$$
\begin{equation*}
\alpha\left(G_{T+1}\right) \geq \lambda_{2}\left(I-P_{T+1}\right) \geq \frac{1}{2} \tag{4.5}
\end{equation*}
$$

The first inequality immediately implies that

$$
\operatorname{gap}\left(G_{T+1}\right) \geq \frac{1}{2 T^{2}}
$$

as $G_{T+1}$ is $T$-regular. Hence, $\mathcal{C}_{\text {KRV }}$ with high probability achieves a gap of $1 / 2 T^{2}$ and an expansion of $1 / 2$ in $T=O\left(\log ^{2} n\right)$ rounds, implying that it is successful for the game $\left(\mathcal{G}(n), \Omega\left(1 / \log ^{4} n\right), O\left(\log ^{2} n\right)\right)$ under the gap criterion and for the $\left(\mathcal{G}(n), \Omega\left(1 / \log ^{2} n\right), O\left(\log ^{2} n\right)\right)-$ game under the expansion criterion. The running time required at each round by the cut strategy is $\tilde{O}(n)$ as it just needs to compute at most $T=O\left(\log ^{2} n\right)$ matrix-vector multiplications, where each matrix has at most $\tilde{O}(n)$ non-zero entries as it represents a perfect matching.

## Discussion and comparison

In the above proof, $\mathcal{C}_{\text {KRV }}$ can only guarantee constant edge expansion at termination, as seen in Equation 4.5. Here, we provide some intuition of why $\mathcal{C}_{\mathrm{KRV}}$ may fail to achieve better expansion. Suppose the union of matchings $\left(M_{1}, \ldots, M_{t-1}\right)$, has no edges crossing some bisection $(S, \bar{S})$. Now suppose that the walk $P_{t}^{\mathrm{KRV}}$ on matchings $M_{1}, \ldots, M_{t-1}$ mixes the probability charge on each side of $(S, \bar{S})$ perfectly (or very well). The next cut selected by $\mathcal{C}_{\text {KRV }}$ is necessarily $(S, \bar{S})$. Moreover, once any perfect matching $M_{t}$ is added across $(S, \bar{S})$, $P_{t+1}^{\mathrm{KRV}}$ mixes across that perfect matching in its last step and the random walk distribution becomes very close to stationary. At this point, we can have $\Phi_{t+1}$ arbitrarily small, yet the edge expansion across bisection $(S, \bar{S})$ is 1 . This suggests considering a different walk, which is either lazier than $P^{\mathrm{KRV}}$ at every step or utilizes the matchings in a different order. We will see that $P^{\text {EXP }}$ and $P^{\text {NAT }}$ display both these characteristics.

As $\mathcal{C}_{\text {EXP }}$ (and to some extent $\mathcal{C}_{\text {NAT }}$ ) makes use of the heat kernel random walk, it is worthwhile pointing out that $\mathcal{C}_{\text {KRV }}$ can also be seen as using matrix exponentials. In particular, it is not difficult to show that $e^{-\eta L(M)}$ represents a slowed-down lazy random walk along matching $M$. As $\left(\frac{I+W(M)}{2}\right)^{i}=\frac{(I+W(M))}{2}$ for $i \geq 1$, the Taylor Series of the exponential yields: $e^{-\eta L(M)}=\frac{1+e^{-\eta}}{2} I+\frac{1-e^{-\eta}}{2} M$. Hence, the $\mathcal{C}_{\mathrm{KRV}}$ mixing procedure is close to the walk

$$
e^{-\eta L\left(M_{t}\right)} e^{-\eta L\left(M_{t-1}\right)} \cdots e^{-\eta L\left(M_{1}\right)}
$$

for small $\eta$. Our second cut-finding procedure $\mathcal{C}_{\text {EXP }}$ uses the probability-transition matrix $e^{-\eta\left(t I-\left(M_{1}+\cdots+M_{t}\right)\right)}$. If it were true that

$$
e^{-\eta L\left(M_{1}+\cdots+M_{t}\right)} \approx e^{-\eta L\left(M_{t}\right)} e^{-\eta L\left(M_{t-1}\right)} \cdots e^{-\eta L\left(M_{1}\right)},
$$

then it would establish that the two strategies are almost the same. In fact, even under the weaker condition that

$$
\operatorname{Tr}\left[e^{-\eta L\left(M_{1}+\cdots+M_{t}\right)}\right] \leq \operatorname{Tr}\left[e^{-\eta L\left(M_{t}\right)} \cdots e^{-\eta L\left(M_{1}\right)}\right]
$$

we could extend the analysis of $\mathcal{C}_{\text {EXP }}$ to $\mathcal{C}_{\mathrm{KRV}}$ and improve $\mathcal{C}_{\text {KRV }}$ 's performance guarantee. Unfortunately, this is generally false, as the Golden-Thompson Inequality relies on the cyclical property of the trace function and only applies to two matrices.

### 4.5.2 The $\mathcal{C}_{\text {EXP }}$ Strategy

We now complete the proof of our main theorem about the player $\mathcal{C}_{\text {EXP }}$. For the rest of this subsection, we denote $P_{t}^{\text {EXP }}$ by $P_{t}$.

Proof of Theorem 4.1.4. Recall that $\Phi_{t}=\operatorname{Tr}\left(P_{t}^{T} P_{t}\right)-1$ and that $T=g(n)$. For all $t \in[T]$, by the decomposition result of Lemma 4.3.4, we have

$$
\Phi_{t+1}=\Phi_{t}-\frac{\left(1-e^{-4}\right)}{4} \cdot \operatorname{Tr}\left(P_{t}^{T} L\left(M_{t}\right) P_{t}\right) .
$$

As in the proof of Theorem 4.1.3, we apply Lemma 4.4.1 to vectors

$$
v_{i}=P_{t}^{T} e_{i}-\frac{1}{n} \overrightarrow{1},
$$

to obtain

$$
\underset{r_{t}}{\mathbb{E}}\left[\operatorname{Tr}\left(P_{t}^{T} L\left(M_{t}\right) P_{t}\right)\right]=\underset{r_{t}}{\mathbb{E}}\left[\sum_{\{i, j\} \in E\left(M_{t}\right)}\left\|v_{i}-v_{j}\right\|^{2}\right] \geq \Omega\left(\frac{\Phi_{t}}{\log n}\right)
$$

Hence, the potential decreases in expectation by a $(1-\Omega(1 / \log n))$-fraction at every round. After $T$ rounds, we have

$$
\underset{r_{1}, \ldots, r_{T}}{\mathbb{E}}\left[\Phi_{T+1}\right] \leq(1-\Omega(1 / \log n)) \underset{r_{1}, \ldots r_{T-1}}{\mathbb{E}}\left[\Phi_{T}\right] \leq \ldots \leq(1-\Omega(1 / \log n))^{T} \Phi_{1}
$$

As $P_{1}=I$, this implies that

$$
\underset{r_{1}, \ldots, r_{T}}{\mathbb{E}}\left[\Phi_{T+1}\right] \leq(n-1)(1-\Omega(1 / \log n))^{T}
$$

We take $T=O\left(\log ^{2} n\right)$ to be large enough that

$$
\underset{r_{1}, \ldots, r_{T}}{\mathbb{E}}\left[\Phi_{T+1}\right] \leq \frac{1}{n^{2}}
$$

Hence, with high probability, by Markov's Inequality

$$
\underset{r_{1}, \ldots, r_{T}}{\mathbb{E}}\left[\Phi_{T+1}\right] \leq \frac{1}{n}
$$

Finally, by Lemma 4.3.3, we obtain

$$
\operatorname{gap}\left(G_{t+1}\right) \geq-\frac{\log \left(\Phi_{T+1}\right)}{2 T} \geq \Omega\left(\frac{1}{\log n}\right)
$$

and

$$
\alpha\left(G_{t+1}\right) \geq-\frac{\log \left(\Phi_{T+1}\right)}{2} \geq \Omega(\log n)
$$

Hence, $\mathcal{C}_{\text {EXP }}$ is successful at the $\left(\mathcal{G}(n), \Omega(1 / \log n), O\left(\log ^{2} n\right)\right)$-game for both the gap criterion and the expansion criterion. We complete the proof by analyzing the running time necessary to compute $y_{t}=P_{t} r_{t}$ at every round $t$, in the next subsection.

## Running time

We approximate the exponential $e^{-L\left(G_{t}\right)}$ by truncating its Taylor series as is also done in Arora and Kale [11]. All we need to compute is $e^{-L\left(G_{t}\right)} u$ for some random unit vector $u$. We define the approximation $v_{k}$ as

$$
v_{k}:=\sum_{j=0}^{k} \frac{1}{j!}\left(L\left(G_{t}\right)\right)^{j} u
$$

For $v_{k}$ to be a good approximation for the purposes of the algorithm it suffices to have

$$
\begin{equation*}
\left\|v_{k}-e^{-L\left(G_{t}\right)} u\right\|^{2} \leq O\left(\frac{\Phi_{t}}{\log n}\right) \tag{4.6}
\end{equation*}
$$

The error occured by the truncation can be written as

$$
\left\|v_{k}-e^{-L\left(G_{t}\right)} u\right\| \leq \sum_{k+1}^{\infty} \frac{1}{j!}\left\|L\left(G_{t}\right)\right\|^{j}
$$

By a standard approximation of the factorial, it is straightfoward to show that, for

$$
k \geq \max \{\Omega(t), \Omega(\log n)\}
$$

Equation 4.6 is satisfied. Finally, to compute $v_{k}$ we just need to perform $k$ matrix-vector multiplications. Each of these takes time $O(t n)$ as $G_{t}$ is $t-1$ regular. As $t \leq O\left(\log ^{2} n\right)$ and by the bound on $k$, we get a running time of $O\left(n \log ^{4} n\right)=\widetilde{O}(n)$ for running the strategy $\mathcal{C}_{\text {exp }}$ for one round. The survey by Golub and Van Loan [29] describes other ways of computing the exponential efficiently that may be useful in practice. In Section 4.5, we will see a relation between one of these methods, that of "splitting", and the $\mathcal{C}_{\text {NAT }}$ random walk.

## Discussion and comparison

The strong connection between $\Phi_{T+1}$ and $\operatorname{gap}\left(G_{T+1}\right)$, which arises from properties of the matrix exponential, allows $\mathcal{C}_{\text {EXP }}$ to achieve the same performance under both criteria. In particular, $\mathcal{C}_{\text {EXP }}$ does not need to recur to the embedding results of Lemma 2.2.4, which cause $\mathcal{C}_{\mathrm{KRV}}$ and $\mathcal{C}_{\mathrm{NAT}}$ to obtain only weaker spectral results because of the $\Omega(T)$-dilation incurred by these embeddings.

In contrast to $\mathcal{C}_{\text {KRV }}, \mathcal{C}_{\text {EXP }}$ is able to obtain a final expansion of $\alpha\left(G_{T+1}\right) \geq \Omega(\log n)$. The obstacle described above for $\mathcal{C}_{\text {KRV }}$ does not present itself in this case as heat kernel walk does not mix fully across a newly-matched bisection. Hence, the laziness of the walk potentially allows multiple matchings to be added to each bisection. Intuitively, a lazier version of the $\mathcal{C}_{\text {KRV }}$ strategy, where the random walk with staying probability $1 / 2$ is replaced by one with higher staying probability, may also achieve a better expansion. However, to date, we are still unable to prove or disprove this conjecture.

Finally, in Section 4.6, we discuss how the $\mathcal{C}_{\text {EXP }}$ strategy is equivalent to a strategy that can be designed implicitly using the Matrix MWU algorithm of Chapter 3.

### 4.5.3 The $\mathcal{C}_{\text {NAT }}$ Strategy

For the rest of this subsection, we denote $P_{t}^{\text {NAT }}$ by $P_{t}$. Recall that

$$
N_{t}=\frac{T-1}{T} I+\frac{1}{T} M_{t}
$$

We now complete the proof of the main theorem about the player $\mathcal{C}_{\text {NAT }}$.
Proof of Theorem 4.1.5. Recall that $\Phi_{t}=\operatorname{Tr}\left(P_{t}^{T} P_{t}\right)-1$ and that $T=g(n)$. For all $t \in[T]$, by the decomposition result of Lemma 4.3.6, we have

$$
\Phi_{t+1}=\Phi_{t}-\frac{\left(1-e^{-2}\right)}{2} \cdot \operatorname{Tr}\left(P_{t}^{T} L\left(M_{t}\right) P_{t}\right)
$$

As in the proof of Theorem 4.1.3, we apply Lemma 4.4.1 to vectors

$$
v_{i}=P_{t}^{T} e_{i}-\frac{1}{n} \overrightarrow{1},
$$

to obtain

$$
\underset{r_{t}}{\mathbb{E}}\left[\operatorname{Tr}\left(P_{t}^{T} L\left(M_{t}\right) P_{t}\right)\right]=\underset{r_{t}}{\mathbb{E}}\left[\sum_{\{i, j\} \in E\left(M_{t}\right)}\left\|v_{i}-v_{j}\right\|^{2}\right] \geq \Omega\left(\frac{\Phi_{t}}{\log n}\right)
$$

Hence, the potential decreases in expectation by a $(1-\Omega(1 / \log n))$-fraction at every round. After $T$ rounds, we have

$$
\underset{r_{1}, \ldots, r_{T}}{\mathbb{E}}\left[\Phi_{T+1}\right] \leq(1-\Omega(1 / \log n)) \underset{r_{1}, \ldots r_{T-1}}{\mathbb{E}}\left[\Phi_{T}\right] \leq \ldots \leq(1-\Omega(1 / \log n))^{T} \Phi_{1}
$$

As $P_{1}=I$, this implies that

$$
\underset{r_{1}, \ldots, r_{T}}{\mathbb{E}}\left[\Phi_{T+1}\right] \leq(n-1)(1-\Omega(1 / \log n))^{T}
$$

We take $T=O\left(\log ^{2} n\right)$ to be large enough that

$$
\underset{r_{1}, \ldots, r_{T}}{\mathbb{E}}\left[\Phi_{T+1}\right] \leq \frac{1}{n^{2}}
$$

Hence, with high probability, by Markov's Inequality

$$
\Phi_{T+1} \leq \frac{1}{n}
$$

Finally, by Lemma 4.3.5, we obtain

$$
\operatorname{gap}\left(G_{T+1}\right)=\operatorname{gap}\left(G_{d+1}\right) \geq \frac{1}{4 T}\left(1-\left(\frac{1}{n}\right)^{\frac{2}{T}}\right)
$$

and

$$
\alpha\left(G_{T+1}\right)=\alpha\left(G_{d+1}\right) \geq \frac{T}{2}\left(1-\left(\frac{1}{n}\right)^{\frac{2}{T}}\right)
$$

But $T=O\left(\log ^{2} n\right)$, so that we have

$$
\left(1-\left(\frac{1}{n}\right)^{\frac{2}{T}}\right)=\left(1-e^{-\Omega\left(\frac{1}{\log n}\right)}\right)=\left(1-(1-\Omega(1 / \log n)) \geq \Omega\left(\frac{1}{\log n}\right) .\right.
$$

Hence,

$$
\operatorname{gap}\left(G_{T+1}\right) \geq \Omega\left(\frac{1}{\log ^{3} n}\right)
$$

and

$$
\alpha\left(G_{T+1}\right) \geq \Omega(\log n)
$$

Therefore, $\mathcal{C}_{\text {NAT }}$ is successful at the $\left(\mathcal{G}(n), \Omega(1 / \log n), O\left(\log ^{2} n\right)\right)$-game under the expansion criterion and at the $\left(\mathcal{G}(n), \Omega\left(1 / \log ^{3} n\right), O\left(\log ^{2} n\right)\right)$ under the gap criterion.

Turning to the running time, note that we do not need to compute $P_{t}$ explicitly, as we only need $P_{t} r_{t}$. Hence, at iteration $t$ we only need to perform $O(2 t \cdot T)=O\left(\log ^{4} n\right)$ matrix-vector multiplications. As each matrix is a step of a lazy random walk along a perfect matching, each of these operations takes time $O(n)$. Hence, the total running time is $\tilde{O}(n)$.

## Discussion and comparison

In Section 4.3, we already described how $\mathcal{C}_{\text {NAT }}$ can be seen as a proxy for the natural random walk, for which we do not have an adequate decomposition lemma. $\mathcal{C}_{\text {NAT }}$ can also be seen as a hybrid between $\mathcal{C}_{\text {NAT }}$ and $\mathcal{C}_{\text {EXP }} . P^{\text {NAT }}$ takes distinct steeps across each matching like $\mathcal{C}_{\mathrm{KRV}}$; however, these steps are lazier, a feature that might contribute to the better results obtained by $\mathcal{C}_{\text {NAT }}$. On the other hand, the powering of the sequential walk $T / 4$ times makes $P^{\mathrm{NAT}}$ comparable to $P^{\mathrm{EXP}}$. Indeed, the following theorem shows that $P^{\mathrm{NAT}}$ can be seen as an approximation to the matrix exponential. Such approximations have been studied before in the survey by Moler and Van Loan [55] and are known as "splitting methods" for computing the matrix exponential, as they spit the exponent, in this case $L\left(G_{t}\right)$ into a sum of addends, the matchings, for each of which it is easy to compute the exponential. The following theorem is a simple variation of a result in [55] and is stated without proof here.

Theorem 4.5.1. For $q>0$, let

$$
N_{t}=\left(\frac{q-1}{q} \cdot I+\frac{1}{q} \cdot W\left(L\left(M_{t}\right)\right) .\right.
$$

Then, for $t \in[T]$,

$$
\lim _{q \rightarrow \infty}\left(N_{t} N_{t-1} \ldots N_{1} N_{1} \ldots N_{t-1} N_{t}\right)^{q / 4}=e^{-1 / 2 \cdot L\left(G_{t+1}\right)}
$$

Our result shows that it suffices to take $q=T$ to have a sufficiently good approximation for the purposes of the Cut-Matching game under the expansion criterion.

### 4.6 Matrix MWU Interpretation

Our discussion of why random walks arise in the construction of cut strategies in Section 4.3 was based on the following intuition: any successful cut strategy cannot only focus on the single lowest-mixing eigenvector, but must sufficiently hedge on all low-mixing eigenvectors to guarantee that progress is made at every round. This reasoning is completely analogous to that of Chapter 3, which motivated how the Matrix MWU algorithm arises and why it makes use of the matrix exponential. It is then not surprising that the same matrix exponential plays an important role in our discussion of the cut strategies, and in particular of $\mathcal{C}_{\text {EXP }}$.

We chose to present $\mathcal{C}_{\text {EXP }}$ through the random-walk derivation of Section 4.3 because this how we constructed it first and because of the strong analogy with $\mathcal{C}_{\text {NAT }}$ and $\mathcal{C}_{\text {KRV }}$. However, it is possible to give a simple proof of the performance of a variant of $\mathcal{C}_{\text {EXP }}$ just by using the results of Chapter 3. We present a sketch of this proof in the rest of this section. Among other things, this connection highlights how $\mathcal{C}_{\text {NAT }}$ and $\mathcal{C}_{\text {KRV }}$ can be interpreted as variations of the Matrix MWU algorithm that are targeted for the Cut-Matching game, and in particular for bounding expansion rather than the spectral gap.

Let $N=I-1 / n \cdot \overrightarrow{1} \overrightarrow{1}^{T}$ and notice that $N$ is a projection onto the subspace orthogonal to the vector $\overrightarrow{1}$. We consider a Matrix MWU setting in which we must choose action $X^{(t)}$ in the set $\Delta_{N}$. The loss function at time $t$ takes the form $L\left(M_{t}\right)$, where $M_{t}$ is the matching output by $\mathcal{M}$ at that round. We then have, by Theorem 3.3.3, for some choice of $\epsilon>0$ :

$$
X^{(t+1)}=E_{\epsilon, I, N}\left(\sum_{s=1}^{t} L\left(M_{s}\right)\right)=\frac{(1-\epsilon)^{\sum_{s=1}^{t} L\left(M_{s}\right)}}{N \bullet(1-\epsilon)^{\sum_{s=1}^{t} L\left(M_{s}\right)}} .
$$

This construction of $X^{(t)}$ is analogous to that of $P_{t}^{\text {EXP }}$, and the two are exactly the same for $\epsilon=(1-e)$. However, for the following analysis, we assume $\epsilon<1 / 2$. Now, we notice that Lemma 4.4.1 yields a lower bound on the loss of $X^{(t)}$ at every iteration. Indeed, if we pick the output bisection as in $\mathcal{C}_{\text {EXP }}$, we have that, for all $t \in[T]$,

$$
L\left(M_{t}\right) \bullet X^{(t)} \geq \frac{1}{\log n}
$$

We have $0 \preceq L\left(M_{t}\right) \preceq 2 N$, so that, by Theorem 3.3.3, :

$$
\frac{T}{\log n} \leq \sum_{t=1}^{T} L\left(M_{t}\right) \bullet X^{(t)} \leq \frac{2 \rho \log n}{\epsilon}+(1+\epsilon) \lambda_{\min , N}\left(\sum_{t=1}^{T} L\left(M_{t}\right)\right)
$$

Finally,

$$
\begin{array}{r}
\operatorname{gap}\left(G_{T+1}\right)=\lambda_{\min , T \cdot N}\left(\sum_{t=1}^{T} L\left(M_{t}\right)\right) \geq \frac{1}{T}\left(\Omega\left(\frac{T}{\log n}\right)-O(\log n)\right) \geq \\
\\
\Omega\left(\frac{1}{\log n}\right)-O\left(\frac{\log n}{T}\right) .
\end{array}
$$

Hence, taking $T=O\left(\log ^{2} n\right)$, the cut player $\mathcal{C}_{\text {EXP }}$ achieves gap $\left(G_{T+1}\right)=\Omega(1 / \log n)$.
Despite hiding the random-walk intuition, this simpler proof has many advantages. In particular, it can be used to generalize the results about $C_{\text {EXP }}$ to variant of the Cut-Matching games that capture conductance and other graph partitioning objectives.

### 4.7 Lower Bounds for the Cut-Matching Game

In this section we prove the lower bound of Theorem 4.1.6 on the performance of any cut player in the Cut-Matching game under the expansion criterion. This result establishes the existence of a matching strategy $\mathcal{M}^{\star}$ such that no cut players, including computationally unbounded ones, can achieve an expansion better than $\Omega(\sqrt{\log n}) \cdot g(n)$ against $\mathcal{M}^{*}$.

### 4.7.1 Proof Idea

A matching player $\mathcal{M}$ wins the the game $(\mathcal{G}(n), O(1 / \sqrt{\log n}), g(n))$ for all $g(n)$ if at each round $t, \mathcal{M}$ is able to exhibit a cut with expansion less than $O(t / \sqrt{\log n})$ in the graph $G_{t-1}$ formed by the union of the matchings thus far. A simple way for $\mathcal{M}$ to do this would be to pick a fixed cut $(D, \bar{D})$ at the beginning of the game and keep this cut as sparse as possible round after round. However, if the cut player guesses one bisection containing or equal to $D$, any perfect matching that $\mathcal{M}$ adds across this bisection will make the cut ( $D, \bar{D}$ ) have constant expansion immediately.

To overcome this problem, the matching player $\mathcal{M}^{*}$ first identifies the vertex set $[n]$ with the vertex set of a hypercube with $d$ coordinates, $\{-1,1\}^{d}$. (Assume $n=2^{d}$.) Then, rather than trying to keep one bisection sparse, it tries to keep $d=\log n$ orthogonal bisections sparse on an average. The natural choice for such orthogonal bisections for the hypercube vertex set are those induced by the coordinate cuts. Formally, denote this set of bisections by $\mathcal{D}:=\left\{\left(D_{1}, \bar{D}_{1}\right), \ldots,\left(D_{d}, \bar{D}_{d}\right)\right\}$. Here, $D_{i}:=\left\{\left(x_{1}, \ldots, x_{d}\right) \in\{-1,1\}^{d} \mid x_{i}=1\right\}$, and $\bar{D}_{i}:=\{-1,1\}^{d} \backslash D_{i}$. The orthogonality makes it possible to add edges across one $\left(D_{i}, \bar{D}_{i}\right)$ without increasing the expansion of other bisections in $\mathcal{D}$ by too much. More formally, we will show that, after $t$ rounds, the expected expansion is at most $O(t / \sqrt{\log n})$, which implies the existence of a cut $D_{i}$ with the required expansion.

The Main Lemma, described in the next subsection, achieves this goal by proving that at any iteration $t$, and for any choice of a bisection $\left(S_{t}, \bar{S}_{t}\right)$ (by any cut player), there exists a matching $M_{t}$ across ( $S_{t}, \bar{S}_{t}$ ) which increases the average expansion over $\mathcal{D}$ by at most $O\left(\frac{1}{\sqrt{\log n}}\right)$.

### 4.7.2 Main Lemma

The main technical result of this section is the following claim about the hypercube. The lower bound is a simple consequence of this result.

Lemma 4.7.1 (Main Lemma). Given a unit embedding of the d-dimensional hypercube $\left(\frac{+1}{\sqrt{d}}, \frac{-1}{\sqrt{d}}\right)^{d}$, for any bisection of its vertices, there exists a perfect matching of the vertices across the bisection such that the average $\ell_{2}^{2}$-distance of matched vertices is $O\left(\frac{1}{\sqrt{d}}\right)$.

Notice that here a matching just indicates a pairing of the vertices and has no relation with the edges of the hypercube graph. The Main Lemma will be shown to be a consequence of the vertex iso-perimetry of the hypercube. Intuitively, if the vertex iso-perimetry is large, no two large sets of vertices can be a large distance apart. The proof shows how to apply the same reasoning to show the existence of a "short" perfect matching across any bisection. To establish this lemma, we first encode the task of finding a matching across the given bisection with minimum $\ell_{2}^{2}$ length as a min-cost perfect-matching LP. Then, we show that the dual of this LP can be interpreted as a non-expanding embedding of the hypercube into $\ell_{1}$. This allows us to use the hypercube vertex iso-perimetry to upper bound its optimal value. The matching of interest can then be found by the matching player by solving the matching LP.

In the next subsection, we give some necessary prelimaries, before proceeding to the proof of Theorem 4.1.6 and Lemma 4.7.1.

### 4.7.3 Preliminaries

## Cut vectors

For any cut $(S, \bar{S})$ of $[n]$, we define the cut vector $\vec{x}_{S} \in \mathbb{R}^{n}$ by:

$$
\left(\vec{x}_{S}\right)_{i}= \begin{cases}+1 & \text { if } i \in S \\ -1 & \text { if } i \notin S\end{cases}
$$

Hence, for any cut $(S, \bar{S})$ :

$$
\vec{x}_{S}^{\mathrm{T}} L(G) \vec{x}_{S}=4|E(S, \bar{S})|
$$

## Vertex iso-perimetry of the hypercube

For any graph $G=(V, E)$, let $\gamma(G)$ denote the vertex iso-perimetry number of $G$. $\gamma(G)$ is the minimum ratio among all cuts $S \subseteq V$, with $|S| \leq \frac{|V|}{2}$, of the number of neighbors of $S$ outside of $S$ to that of the size of $S$. That is

$$
\gamma(G):=\min _{S \subseteq V,|S| \leq \frac{|V|}{2}} \frac{\{i \in V \backslash S: \exists j \in S:\{i, j\} \in E\}}{|S|}
$$

The following is a standard fact about the vertex iso-perimetry of the hypercube [21].
Fact 4.7.2. $\gamma\left(H_{d}\right)=\Theta\left(\frac{1}{\sqrt{d}}\right)$.

### 4.7.4 Proof of Theorem 4.1.6

Let $n:=2^{d}$ for a positive integer $d$. Let $H_{d}$ denote the $d$-dimensional hypercube. This is the graph with $V\left(H_{d}\right):=\{-1,1\}^{d}$ and $\{i, j\} \in E\left(H_{d}\right)$ if and only if $i$ and $j$ differ in exactly
one coordinate. At the start of the game, $\mathcal{M}^{*}$ picks an arbitrary bijection $f: V \rightarrow H_{d}$. Let $U_{d}$ be the unit embedding of $H_{d}$, i.e., $U_{d}:=\frac{H_{d}}{\sqrt{d}}$ and, for all $v \in V$, denote by $u_{v}$ the point $\frac{f(v)}{\sqrt{d}}$ of $U_{d}$. Each dimension cut in $H_{d}$ corresponds to a cut in $V$ through the mapping $f$. In particular, we denote by $D_{i}$ the cut $\left\{v \in V: f(v)_{i}=+1\right\}$, and $\bar{D}_{i}:=V \backslash D_{i}$. This defines a set $\mathcal{D}:=\left\{D_{1}, \ldots, D_{d}\right\}$ of bisections of $V$.

Fix an arbitrary cut player $\mathcal{C}$ which at every round presents a bisection to the matching player $\mathcal{M}^{*}$ to which $\mathcal{M}^{*}$ must add a perfect matching. At every round, $\mathcal{M} *$ will output a perfect matching $M_{t}$. Let $G_{t}:=\left(V, E_{t}\right)$ denote the graph formed by the union of matchings $M_{1}, \ldots, M_{t}$, with $G_{1}:=(V, \emptyset)$. Define a potential function

$$
\Phi_{t} \stackrel{\text { def }}{=} \underset{D_{i} \leftarrow \mathcal{D}}{\mathbb{E}}\left[\frac{E_{t}\left(D_{i}, \bar{D}_{i}\right)}{\left|D_{i}\right|}\right]
$$

to be the expected expansion in $G_{t}$ of a cut sampled uniformly at random from $\mathcal{D}$. The following fact shows that the value of the potential function $\Phi_{t}$ equals a scaling of the sum of the squared lengths of the edges of $G_{t}$ in the hypercube embedding $U_{d}$.

Fact 4.7.3. $\Phi_{t}=\frac{1}{2 n} \sum_{\{h, k\} \in E_{t}}\left\|u_{h}-u_{k}\right\|^{2}$
Proof.

$$
\begin{aligned}
\Phi_{t} & =\underset{D_{i} \leftarrow \mathcal{D}}{\mathbb{E}}\left[\frac{\left|E_{t}\left(D_{i}, \overline{D_{i}}\right)\right|}{\left|D_{i}\right|}\right]=\underset{D_{i} \leftarrow \mathcal{D}}{\mathbb{E}}\left[\frac{\vec{x}_{D_{i}}^{\mathrm{T}} L\left(G_{t}\right) \vec{x}_{D_{i}}}{4\left|D_{i}\right|}\right] \\
& =\frac{1}{d} \sum_{i=1}^{d} \frac{\vec{x}_{D_{i}}^{\mathrm{T}} L\left(G_{t}\right) \vec{x}_{D_{i}}}{2 n} \\
& =\frac{1}{d} \sum_{i=1}^{d} \frac{\sum_{\{h, k\} \in E_{t}}\left(\left(\vec{x}_{D_{i}}\right)_{h}-\left(\vec{x}_{D_{i}}\right)_{k}\right)^{2}}{2 n} \\
& =\frac{1}{2 n} \sum_{\{h, k\} \in E_{t}} \sum_{i=1}^{d}\left(\frac{1}{\sqrt{d}}\left(\vec{x}_{D_{i}}\right)_{h}-\frac{1}{\sqrt{d}}\left(\vec{x}_{D_{i}}\right)_{k}\right)^{2} \\
& =\frac{1}{2 n} \sum_{\{h, k\} \in E_{t}}\left\|u_{h}-u_{k}\right\|^{2} .
\end{aligned}
$$

Notice that in the last inequality we used the definition of the cuts $D_{1}, \ldots, D_{d}$ as the coordinate cuts of $H_{d}$.

Hence, for any $t \geq 1$, we can rewrite the increase in potential at round $t$ as:

$$
\Phi_{t}-\Phi_{t-1}=\sum_{\{i, j\} \in E_{t} \backslash E_{t-1}}\left\|u_{i}-u_{j}\right\|^{2}=\sum_{\{i, j\} \in E\left(M_{t}\right)}\left\|u_{i}-u_{j}\right\|^{2}
$$

At every iteration $t$, given $\mathcal{C}$ 's choice of $\left(S_{t}, \bar{S}_{t}\right)$, our player $\mathcal{M}^{*}$ adds the matching $M_{t}$ $\operatorname{across}\left(S_{t}, \overline{S_{t}}\right)$ which minimizes $\sum_{\{i, j\} \in E\left(M_{t}\right)}\left\|u_{i}-u_{j}\right\|^{2}$. This only requires a minimum cost matching computation on the complete bipartite graph induced by $\left(S_{t}, \bar{S}_{t}\right)$. Moreover, this choice of matching ensures the potential increases the least possible at every iteration.

The Main Lemma (Lemma 4.7.1) can now be restated as follows.
Lemma 4.7.4. For all bisections $(S, \bar{S})$ of $V$, there exists a perfect matching $M$ across $(S, \bar{S})$ such that $\sum_{\{i, j\} \in M}\left\|u_{i}-u_{j}\right\|^{2}=O\left(\frac{n}{\sqrt{d}}\right)$.

The proof of this Lemma will be given in Section 4.7.5. Here we see how the Main Lemma implies Theorem 4.1.6.

Proof of Theorem 4.1.6. By the Main Lemma and Fact 4.7.3, the potential increase at round $t$ round is at most

$$
\Phi_{t+1}-\Phi_{t}=O\left(\frac{1}{\sqrt{d}}\right)
$$

Hence $\Phi_{t+1} \leq O\left(\frac{t}{\sqrt{d}}\right)$. This implies that $\mathbb{E}_{D_{i} \leftarrow \mathcal{D}}\left[\frac{\left|E_{t+1}\left(D_{i}, \overline{D_{i}}\right)\right|}{\left|D_{i}\right|}\right] \leq O\left(\frac{t}{\sqrt{d}}\right)$. Hence, there exists a cut $D_{i}$ with $\frac{\left|E_{t+1}\left(D_{i}, \overline{D_{i}}\right)\right|}{\left|D_{i}\right|} \leq O\left(\frac{t}{\sqrt{d}}\right)$. This shows that $\alpha\left(G_{t+1}\right) \leq O\left(\frac{t}{\sqrt{d}}\right)$ for all integers $t \geq 1$. Hence for any choice of termination $T=g(n)$, we have

$$
\alpha\left(G_{T+1}\right) \leq O\left(\frac{g(n)}{\sqrt{d}}\right) \leq O(1 / \sqrt{\log n}) \cdot g(n)
$$

as required.

### 4.7.5 Proof of Lemma 4.7.4

We now proceed to prove the Main Lemma.
of Main Lemma 4.7.4. Let $c_{i j}:=\left\|u_{i}-u_{j}\right\|^{2}$. Consider the LP relaxation of Figure 1 for computing the minimum cost perfect matching across the cut $(S, \bar{S})$.

By the integrality of the bipartite perfect matching polytope (see [57]), the objective of this program is the minimum of $\sum_{\{i, j\} \in M}\left\|u_{i}-u_{j}\right\|^{2}$ over all perfect matchings $M$ across $(S, \bar{S})$. In Figure 2 we consider a formulation of the dual of this LP.

A feasible solution for this LP can be seen an embedding $\left\{y_{i}\right\}_{i \in[n]}$ of $[n]$ on the real line such that no pair $i, j$ with $i \in S$ and $j \in \bar{S}$ and $y_{i} \geq y_{j}$ can be further away in $\ell_{1}$ distance than its $\ell_{2}^{2}$ distance in the hypercube embedding $U_{d}$. We now prove the following two properties of solutions to the dual LP:

1. If $\left\{y_{i}\right\}_{i \in[n]}$ is a feasible solution of value $Y$, then for any $c \in \mathbb{R},\left\{y_{i}^{\prime}=y_{i}+c\right\}_{i \in[n]}$ is a feasible solution of value $Y^{\prime}=Y$.

$$
\text { Minimize } \quad \sum_{i \in S, j \in \bar{S}} c_{i j} x_{i j}
$$

Subject to

$$
\begin{array}{rll}
\forall i \in S, & \sum_{j \in \bar{S}} x_{i j} & =1 \\
\forall j \in \bar{S}, & \sum_{i \in S} x_{i j} & =1 \\
\forall i \in S, j \in \bar{S}, & x_{i j} & \geq 0
\end{array}
$$

Figure 4.2: LP for Bipartite Min-Cost Matching

$$
\text { Maximize } \quad \sum_{i \in S} y_{i}-\sum_{j \in \bar{S}} y_{j}
$$

Subject to

$$
\begin{array}{rll}
\forall i \in S, j \in \bar{S}, & y_{i}-y_{j} & \leq c_{i j} \\
\forall i \in V, & y_{i} \in \mathbb{R} &
\end{array}
$$

Figure 4.3: The dual of the LP for Bipartite Min-Cost Matching
2. In any optimal dual solution, we must have, for all pairs $i, j \in[n],\left|y_{i}-y_{j}\right| \leq c_{i j}=$ $\left\|u_{i}-u_{j}\right\|^{2}$.

Proof of Property 1: The shifted solution is feasible as for all $i \in S, j \in \bar{S}$ :

$$
y_{i}^{\prime}-y_{j}^{\prime}=y_{i}+c-y_{j}-c=y_{i}-y_{j} \leq c_{i j}
$$

The value of this solution is:

$$
\begin{aligned}
& Y^{\prime}=\sum_{i \in S} y_{i}^{\prime}-\sum_{j \in \bar{S}} y_{j}^{\prime}=\sum_{i \in S}\left(y_{i}+c\right)-\sum_{j \in \bar{S}}\left(y_{j}+c\right) \\
= & \sum_{i \in S} y_{i}+\frac{c n}{2}-\sum_{j \in \bar{S}} y_{j}-\frac{c n}{2}=\sum_{i \in S} y_{i}-\sum_{j \in \bar{S}} y_{j}=Y
\end{aligned}
$$

Proof of Property 2: Notice that the costs $c_{i j}$ 's respect the triangle inequality as the $\ell_{2}^{2}{ }^{-}$ distance on the hypercube is a metric. To prove the statement, we need to handle the three remaining cases:

1. $i \in S, j \in S$. Assume $y_{i} \geq y_{j}$ without loss of generality. As the solution is optimal, it is not possible to increase $y_{j}$ to obtain a larger dual objective. This implies that there must exist $k \in \bar{S}$ such that $y_{j}-y_{k}=c_{j k}$. But we must have $c_{i k} \geq y_{i}-y_{k}=$ $\left(y_{i}-y_{j}\right)+\left(y_{j}-y_{k}\right)=y_{i}-y_{j}+c_{j k}$. As $c_{i k} \leq c_{i j}+c_{j k}$, we have $y_{i}-y_{j} \leq c_{i j}$.
2. $i \in \bar{S}, j \in \bar{S}$. This is handled as in the previous case.
3. $i \in S, j \in \bar{S}$ such that $y_{j} \geq y_{i}$. Because the solution is optimal there must exists $j^{\prime} \in S$ and $i^{\prime} \in \bar{S}$ such that $y_{j^{\prime}}-y_{j}=c_{j^{\prime} j}$ and $y_{i}-y_{i^{\prime}}=c_{i i^{\prime}}$. But, by the dual constraint, we must have $c_{i^{\prime} j^{\prime}} \geq y_{j^{\prime}}-y_{i^{\prime}}=\left(y_{j^{\prime}}-y_{j}\right)+\left(y_{j}-y_{i}\right)+\left(y_{i}-y_{i^{\prime}}\right)=c_{j^{\prime} j}+y_{j}-y_{i}+c_{i i^{\prime}}$. By triangle inequality, $c_{i^{\prime} j^{\prime}} \leq c_{j^{\prime} j}+c_{j i}+c_{i i^{\prime}}$, so that $y_{j}-y_{i} \leq c_{j i}$ as required.

Application of vertex iso-perimetry of $H_{d}$ : Now we use these properties of an optimal dual solution together with the vertex iso-perimetry of the hypercube to obtain an upper bound on the dual optimal. By Property 1, we can translate any optimal dual solution preserving optimality. Hence, we may consider an optimal solution $\left\{y_{i}\right\}_{i \in[n]}$ such that at most $\frac{n}{2}$ vertices are mapped to positive value and at most $\frac{n}{2}$ are mapped to negative values. Notice that, as $\max _{i, j}\left\|u_{i}-u_{j}\right\|^{2}=4$, we have $y_{k} \in[-4,4]$ for all $k \in[n]$. Now define sets $R_{1}, \ldots, R_{4 d} \subseteq[n]$ as follows:

$$
R_{i}:=\left\{k \in[n]: y_{k} \in\left(\frac{i-1}{d}, \frac{i}{d}\right]\right\} .
$$

Similarly, for the negative side we can define $L_{1}, \ldots, L_{4 d}$ :

$$
L_{i}:=\left\{k \in[n]: y_{k} \in\left[-\frac{i}{d},-\frac{i-1}{d}\right)\right\} .
$$

We also define $A_{i}:=\bigcup_{k=i}^{4 d} R_{i}$ and $B_{i}:=\bigcup_{k=i}^{4 d} L_{i}$. By our assumption on $\left\{y_{i}\right\}_{i \in[n]}$ we know that, for all $i,\left|A_{i}\right|,\left|B_{i}\right| \leq \frac{n}{2}$.

Consider now any $k \in A_{i}$ for $i \geq 2$. Consider any $h \notin A_{i}$ such that $\left\|u_{h}-u_{k}\right\|^{2}=\frac{1}{d}$, i.e., $u_{h}$ is a neighbor of $u_{k}$ in the hypercube graph. Notice that $h$ must lie in $R_{i-1}$, as, by Property $2,\left|y_{k}-y_{h}\right| \leq \frac{1}{d}$ and $h \notin A_{i}$. Hence, all vertices which are outside of $A_{i}$ and adjacent to $A_{i}$ in the hypercube must belong to $R_{i-1}$. Because $\left|A_{i}\right| \leq \frac{n}{2}$, by the vertex iso-perimetry of the hypercube, there are at least $\gamma\left(H_{d}\right)\left|A_{i}\right|$ such vertices and, for $i \geq 2$ :

$$
\left|R_{i-1}\right| \geq \Omega\left(\frac{1}{\sqrt{d}}\right)\left|A_{i}\right|
$$

This implies that for $i \geq 2$,

$$
\left|A_{i-1}\right| \geq\left(1+\Omega\left(\frac{1}{\sqrt{d}}\right)\right)\left|A_{i}\right| .
$$

Since $\left|A_{1}\right| \leq \frac{n}{2}$,

$$
\left|A_{i}\right| \leq \frac{n}{2}\left(1+\Omega\left(\frac{1}{\sqrt{d}}\right)\right)^{-(i-1)}
$$

The same reasoning can be applied to $B_{i}$ to deduce that

$$
\left|B_{i}\right| \leq \frac{n}{2}\left(1+\Omega\left(\frac{1}{\sqrt{d}}\right)\right)^{-(i-1)}
$$

Now notice that the cost of the dual solution $\left\{y_{k}\right\}_{k \in[n]}$ is upper bounded by

$$
\begin{aligned}
\frac{1}{d}\left(\sum_{i=1}^{4 d} i\left|L_{i}\right|+\sum_{i=1}^{4 d} i\left|R_{i}\right|\right) & \leq \frac{1}{d}\left(\sum_{i=1}^{4 d}\left|A_{i}\right|+\sum_{i=1}^{4 d}\left|B_{i}\right|\right) \\
& =\frac{n}{d} \sum_{i=1}^{4 d}\left(1+\Omega\left(\frac{1}{\sqrt{d}}\right)\right)^{-(i-1)} \\
& =\frac{n}{d} O(\sqrt{d})=O\left(\frac{n}{\sqrt{d}}\right)
\end{aligned}
$$

But, by strong duality, the primal optimum equals the the dual optimum. Hence, there exists a matching $M$ such that

$$
\sum_{\{i, j\} \in M}\left\|u_{i}-u_{j}\right\|^{2}=O\left(\frac{n}{\sqrt{d}}\right) .
$$

Finally, we consider a slight variation on our matching-player construction, in which the matching player does not solve the matching LP at ever round. Suppose that a matching player $\mathcal{M}^{*}$, given bisection $(S, \overline{(S)})$ outputs a perfect matching by greedily matching the two vertices $i$ and $j$ that are closest in $U_{d}$, removing them and iterating. Using our intuition based on iso-perimetry, Sherman [59] showed that this greedy player $\mathcal{M}^{*}$ achieves asymptotically the same performance as that of Theorem 4.1.6. Moreover, Sherman also showed that the same iso-perimetry method can be extended to embeddings other than the hypercube. In particular, he applied this argument to the sphere embedding to obtain a stronger lower bound regarding the Cut-Matching game under the gap criterion. He shows that, for this version of the game, there is a matching player that is successful in the $(\mathcal{G}(n), \Omega(\log \log n / \log n), g(n))$-game for all $g(n)$.

### 4.8 Related Work

We remark that Arora and Kale [11] described an algorithm that also achieves $O(\log n)$ approximation using polylog $(n)$ single-commodity maximum flow computations. However, their algorithm works outside of the Cut-Matching game and its certificate of expansion seems different than the one produced by our algorithms.

The study of fast algorithms for graph partitioning using single-commodity flows saw three other developments after the publishing of our work. First, Sherman [59] gave a $O(\sqrt{\log n} / \epsilon)$-approximation for Expansion using only $\tilde{O}\left(n^{\epsilon}\right)$ flow operations. His algorithm did not make use of the Cut-Matching game. Secondly, Madry [54] showed how to obtain
a trade-off between approximation and running time for many graph-partitioning problem. His result yields the first polylogarithmic approximation algorithms that run in time $o\left(\mathrm{~m}^{3 / 2}\right)$.

Finally, Christiano et al. [20] gave an algorithm for approximate single-commodity maximum flow that runs in time $\tilde{O}\left(m^{4 / 3}\right)$. As the reduction from Cut-Matching game to ExpanSION can be modified to use approximate maxflow, their result reduces the running time of all algorithms employing this framework to $\tilde{O}\left(n^{4 / 3}+m\right)$.

## Chapter 5

## Fast Spectral Algorithms for Balanced Separator and Graph Decomposition

Recalling the definition of Balanced Separator in Chapter 2, we seek an approximation algorithm that, on input an unweighted undirected instance graph $G=(V, E)$ with $|V|=n,|E|=m$, a constant balance $b \in(01 / 2]$ and a parameter $\gamma \in[0,1]$, either outputs a cut of conductance at most $f(\gamma, n)$ and balance $\Omega_{b}(1)^{1}$ or a certificate that $G$ has no $b$-balanced cut of conductance at most $\Omega(\gamma)$. In their seminal series of papers [66, 67, 65], Spielman and Teng use an approximation algorithm for Balanced Separator as a fundamental primitive to decompose the instance graph into a collection of near-expanders. This decomposition is then used to construct spectral sparsifiers and solve systems of linear equations in nearly linear time. Their algorithm has two crucial features: first, it runs in nearly linear time; second, in the case that no balanced cut exists in the graph, it outputs a certificate of a special form. Such certificate consists of an unbalanced cut of small conductance which is well-correlated with all low-conductance cuts in the graph, i.e. contains at least half of the volume of any cut that has conductance less than $O(\gamma)$. This immediately implies that no large set of small conductance can exist.

Theorem 5.0.1. [66] Given a graph $G$, a balance parameter $b \in(0,1 / 2], b=\Omega(1)$ and $a$ conductance value $\gamma \in(0,1)$, Partition $(G, b, \gamma)$ runs in time $T(\gamma, n)$ and outputs a cut $S \subseteq V$ such that $\operatorname{vol}(S) \leq 7 / 8 \cdot \operatorname{vol}(G), \phi(S) \leq f(\gamma, n)$ or $S=\emptyset$, and with high probability, either

1. $S$ is $\Omega_{b}(1)$-balanced, or
2. for all $C \subset V$ such that $\operatorname{vol}(C) \leq 1 / 2 \cdot \operatorname{vol}(G)$ and $\phi(C) \leq O(\gamma)$, $\frac{\operatorname{vol}(S \cap C)}{\operatorname{vol}(C)} \geq 1 / 2$.
[^2]Originally, Spielman and Teng showed $f(\gamma, n)=O\left(\sqrt{\gamma \log ^{3} n}\right)$ and $T(\gamma, n)=\tilde{O}\left(m / \gamma^{2}\right)$. This was subsequently improved by Andersen, Chung and Lang [4] and then by Andersen and Peres [5] to the current best of $f(\gamma, n)=O(\sqrt{\gamma \log n})$ and $T(\gamma, n)=\tilde{O}(m / \sqrt{\gamma})$. All these results made use of bounds on the convergence of random walk processes on the instance graph, such as the Lovasz-Simonovits bounds [53]. These bounds yield the $\log n$ factor in the approximation guarantee, which appears hard to remove while closely following this approach, as such an improvement would have consequences for important variations of the Unique Games Conjecture [43, 7], a fundamental open question in Inapproximability.

### 5.0.1 Our Result

In this chapter, we use a semidefinite programming approach to design a new spectral algorithm, called BALCut, that improves on the result of Theorem 5.0.1. The following is our main result.

Theorem 5.0.2 (Main Theorem). Given a graph $G=(V, E)$, a balance parameter $b \in$ $(0,1 / 2], b=\Omega(1)$, and a conductance value $\gamma \in(0,1), \operatorname{BaLCUT}(G, b, \gamma)$ runs in time $\tilde{O}(m / \gamma)$ and outputs a cut $S \subset V$ such that $\operatorname{vol}(S) \leq 1 / 2 \cdot \operatorname{vol}(G)$, if $S \neq \emptyset$ then $\phi(S) \leq O_{b}(\sqrt{\gamma})$, and with high probability, either

1. $S$ is $\Omega_{b}(1)$-balanced, or
2. for all $C \subset V$ such that $\operatorname{vol}(C) \leq 1 / 2 \cdot \operatorname{vol}(G)$ and $\phi(C) \leq O(\gamma)$, $\frac{\operatorname{vol}(S \cap C)}{\operatorname{vol}(C)} \geq 1 / 2$.

Note that our result improves the parameters of previous algorithms by eliminating the $\log n$ factor in the quality of the cut output, making the approximation comparable to the best that can be hoped for using spectral methods [30]. Our result is also conceptually simple: we use the primal-dual framework of Arora and Kale [11], which we described in Section 3.4, to solve SDPs combinatorially, and we give a new separation oracle that yields Theorem 5.0.2. Moreover, our algorithm has a simple and intuitive interpretation in terms of random walks, which we discuss in Section 5.4. Finally, our result implies an approximation algorithm for Balanced Separator, as the guarantee of Theorem 5.0.2 on the cut $S$ output by BalCut also implies a lower bound on the conductance of balanced cuts of $G$.

Corollary 5.0.3. Given an instance graph $G$, a balance parameter $b \in(0,1 / 2]$ and a target conductance $\gamma \in(0,1]$, BalCut $(G, b, \gamma)$ either outputs an $\Omega_{b}(1)$-balanced cut of conductance at most $O_{b}(\sqrt{\gamma})$ or a certificate that all $\Omega_{b}(1)$-balanced cuts have conductance at least $\Omega(\gamma)$. The running time of the algorithm is $\tilde{O}(m / \gamma)$.

This is the first nearly-linear-time spectral algorithm for Balanced Separator that achieves the asymptotically optimal approximation guarantee for spectral methods.

### 5.0.2 Application to Graph Decomposition.

The main application of Theorem 5.0.1 is the construction of a particular kind of graph decomposition. In this decomposition, we wish to partition the vertex set of the instance graph $V$ into components $V_{1}, \ldots, V_{i}, \ldots, V_{k}$ such that the graph induced by $G$ on each $V_{i}$ has conductance as large as possible, while at most a constant fraction of the edges have endpoints in different components. These decompositions are a useful algorithmic tool in several areas, such as clustering and preconditioning [69, 47, 67, 36].

Kannan, Vempala and Vetta [36] construct such decompositions achieving a conductance value of $\Omega\left(1 / \log ^{2} n\right)$. However, their algorithm runs in time $\tilde{O}\left(n^{2}\right)$ on some instances. Spielman and Teng [67] relax this notion of decomposition by only requiring that each $V_{i}$ be contained in a superset $W_{i}$ in $G$, where $W_{i}$ has large induced conductance in $G$. In the same work, they show that this relaxed notion of decomposition suffices for the purposes of sparsification by random sampling. The advantage of this relaxation is that it is now possible to compute this decomposition in nearly-linear time by recursively applying the algorithm of Theorem 5.0.1.

Theorem 5.0.4. [67] Assume the existence of an algorithm achieving a nearly-linear running time $T(\gamma, n)$ and approximation $f(\gamma, n)$ in Theorem 5.0.1. Given $\gamma \in(0,1)$, in time $\tilde{O}(T(\gamma, n))$, it is possible to construct a decompositions of the instance graph $G$ into components $V_{1}, \ldots, V_{k}$ such that:

1. for each $V_{i}$, there exists $W_{i} \supseteq V_{i}$ such that the conductance of the graph induced by $G$ on $W_{i}$ is $\Omega(\gamma / \log n)$.
2. the fraction of edges with endpoints in different components is $O(f(\gamma, n) \cdot \log n)$.

Using Theorem 5.0.4, Spielman and Teng showed the existence of a decomposition achieving conductance $\Omega\left(1 / \log ^{6} n\right)$. Our improved results in Theorem 5.0.2 imply that we can obtain decompositions of the same kind with conductance bound $\Omega\left(1 / \log ^{3} n\right)$. Our improvement also implies speed-ups in the sparsification procedure described by Spielman and Teng [67]. Our work leaves open the important question posed by Spielman [62] of whether stronger decompositions, of the kind proposed by Kannan, Vempala and Vetta [36], can be produced in nearly-linear time.

### 5.0.3 Our Techniques

We will use the SDP relaxation of Figure 5.1. We denote by $\mu: V \mapsto \mathbb{R}_{\geq 0}$ the distribution defined as $\mu_{i} \stackrel{\text { def }}{=} d_{i} / \operatorname{vol}(G)$, and by $d_{i}$ the degree of the $i$-th vertex. Also, $v_{\text {avg }} \stackrel{\text { def }}{=} \sum_{i} \mu_{i} v_{i}$. Even though our algorithm uses the SDP, at the core, it is spectral in nature, as it relies on the matrix-vector multiplication primitive. We will formalize this reasoning by discussing a random walk interpretation of our algorithm in Section 5.4.

$$
\begin{aligned}
& \operatorname{psdp}(G, b, \gamma): \quad 1 / 4 \cdot \underset{\{i, j\} \in E}{\mathbb{E}}\left\|v_{i}-v_{j}\right\|_{2}^{2} \leq \gamma \\
& \underset{j \sim \mu}{\mathbb{E}}\left\|v_{j}-v_{\text {avg }}\right\|_{2}^{2}=1 \\
& \forall i \in V \quad\left\|v_{i}-v_{\text {avg }}\right\|_{2}^{2} \leq \frac{(1-b)}{b}
\end{aligned}
$$

Figure 5.1: SDP for $b$-Balanced Separator

For our SDP, the method of Arora and Kale can be understood as a game between two players: an embedding player and an oracle player. The embedding player, in every round of this game, gives a candidate vector embedding of the vertices of the instance graph to the oracle player. We show that if the embedding is close to feasible for the SDP, i.e. the first two constraints are satisfied and for a large set $S$, for every $i \in S,\left\|v_{i}-v_{\text {avg }}\right\|_{2} \leq O\left({ }^{(1-b)} / b\right)$, then a projection of the vectors along a random direction followed by a sweep cut gives an $\Omega_{b}(1)$-balanced cut of conductance at most $O(\sqrt{\gamma})$. We call such an embedding roundable. The difficult case takes p when the embedding given to the oracle player is not roundable. In this case, the oracle outputs a candidate dual solution along with a cut. The oracle obtains this cut by performing a radial sweep cut of the vectors given by the embedding player. We show that such a cut is of conductance at most $O_{b}(\sqrt{\gamma})$. If at any point in this game the union of cuts output by the oracle becomes balanced, we output this union and stop. If this union of cuts is not balanced, then the embedding player uses the dual solution output by the oracle to update the embedding. Finally, the matrix-exponential update rule ensures that this game cannot keep on going for more that $O(\log n / \gamma)$ rounds. Hence, if a balanced cut is not found after this many rounds, we certify that the graph does not contain any $b$-balanced cut of conductance less than $\gamma$. To achieve a nearly-linear running time, we maintain only a $\log n$-dimensional sketch of the embedding. The guarantee on the running time then follows by noticing that, in each iteration, the most expensive computational step for each player is a logarithmic number of matrix-vector multiplications, which takes at most $\tilde{O}(m)$ time.

The reason why our approach yields the desired correlation condition in Theorem 5.0.2 is that, if no balanced cut is found, every unbalanced cut of conductance lower than $\gamma$ will, at some iteration, have a lot of its vertices mapped to vectors of large radius. At that iteration, the cut output by the oracle player will have a large correlation with the target cut, which implies that the union of cuts output by the oracle player will also display such large correlation. This intuition is formalized in the proof of Theorem 5.0.2.

The implementation of the oracle player, specifically dealing with the case when the embedding is not roundable, is the main technical novelty of our work. Studying the problem in the SDP-framework is the main conceptual novelty. Before our work, all nearly-lineartime algorithms for this problem were based on the use of local random walks. The main
advantage of using SDPs to design a spectral algorithm seems to be that SDP solutions provide a simple representation for possibly complex random-walk objects. Furthermore, the benefits of using a carefully designed SDP formulation can often be reaped with little or no burden on the running time of the algorithm, thanks to the primal-dual framework of Arora and Kale [11].

### 5.1 Algorithm Statement and Main Theorems

In Section 5.1.1, we set some useful notation and state a few basic facts. In Section 5.1.2, we present our SDP, its dual and define the notion of a roundable embedding. In Section 5.1.3, we present the algorithm BalCut and the separation oracle Oracle, and reduce the task of proving Theorem 5.0.2 to proving statements about the Oracle. Section 5.3 contains the proof of the main theorem about the Oracle used in Section 5.1.3.

### 5.1.1 Notation and Basic Facts

Instance graph and edge volume. We denote by $G=(V, E)$ the unweighted instance graph, where $V=[n]$ and $|E|=m$. We let $d \in \mathbb{R}^{V}$, be the degree vector of $G$, i.e. $d_{i}$ is the degree of vertex $i$. We mostly work with the edge measure $\mu$ over $V$, defined as $\mu_{i} \stackrel{\text { def }}{=} \mu(i) \stackrel{\text { def }}{=} d_{i} / 2 m$. For a subset $S \subseteq V$, we also define $\mu_{S}$ as the edge measure over $S$, i.e. $\mu_{S}(i) \stackrel{\text { def }}{=} \mu(i) / \mu(S)$. Notice that $\mu(S)=\operatorname{vol}(S) / 2 m$, for the concept of volume defined in Chapter 2.

Special graphs For a subset $S \subseteq V$, we denote by $K_{S}$ the complete graph over $S$ such that edge $\{i, j\}$ has weight $\mu_{i} \mu_{j}$ for $i, j \in S$ and 0 otherwise. $K_{V}$ is the complete graph with weight $\mu_{i} \mu_{j}$ between every pair $i, j \in V$. For $i \in V$, we denote by $S_{i}$ the star graph rooted at i. $S_{i}$ has an edge $\{i, j\}$ of weight $\mu_{j}$ for all $j \in V$.

Embedding notation. We will deal with vector embeddings of $G$, where each vertex $i \in V$ is mapped to a vector $v_{i} \in \mathbb{R}^{h}$. For such an embedding $\left\{v_{i}\right\}_{i \in V}$, we denote by $v_{\text {avg }}$ the mean vector, i.e. $v_{\text {avg }} \stackrel{\text { def }}{=} \sum_{i \in V} \mu_{i} v_{i}$. Given a vector embedding of $\left\{v_{i} \in \mathbb{R}^{h}\right\}_{i \in V}$, recall that $X \succeq 0$, is the Gram matrix of the embedding if $X_{i j}=v_{i}^{T} v_{j}$. For any $X \in \mathbb{R}^{V \times V}, X \succeq 0$, we call $\left\{v_{i}\right\}_{i \in V}$ the embedding corresponding to $X$ if $X$ is the Gram matrix of $\left\{v_{i}\right\}_{i \in V}$. For $i \in V$, we denote by $R_{i}$ the matrix such that $R_{i} \bullet X=\left\|v_{i}-v_{\text {avg }}\right\|_{2}^{2}$.

Basic facts. We will alternatively use vector and matrix notation to reason about the graph embeddings. The following are some simple conversions between vectors and matrix forms and some basic geometric facts which follow immediately from definitions. Here $X \succeq 0$ and $\left\{v_{i}\right\}$ is the corresponding embedding.

Fact 5.1.1. $\mathbb{E}_{i \sim \mu}\left\|v_{i}-v_{\text {avg }}\right\|_{2}^{2}=1 / 2 \cdot \mathbb{E}_{\{i, j\} \sim \mu \times \mu}\left\|v_{i}-v_{j}\right\|_{2}^{2}=L\left(K_{V}\right) \bullet X$.

Fact 5.1.2. For $i \in V, L\left(S_{i}\right)=L\left(R_{i}\right)+L\left(K_{V}\right)$.
Fact 5.1.3. For a subset $S \subseteq V, \sum_{i \in \bar{S}} \mu_{i} R_{i} \succeq \mu(S) L\left(K_{V}\right)-L\left(K_{S}\right)$.
Fact 5.1.4. For a subset $S \subseteq V, \mathbb{E}_{\{i, j\} \sim \mu_{S} \times \mu_{S}}\left\|v_{i}-v_{j}\right\|_{2}^{2}=2 \cdot 1 / \mu(S)^{2} \cdot L\left(K_{S}\right) \bullet X$.

Modified matrix exponential update. We will apply the method of Section 3.4 with normalization matrix equal to $L\left(K_{V}\right)$. Letting $v=1 / 2 m \cdot D^{1 / 2} \overrightarrow{1}$, notice that

$$
\begin{equation*}
L\left(K_{V}\right)=\frac{1}{2 m}\left(D-\frac{1}{2 m} D \overrightarrow{1} \overrightarrow{1}^{T} D\right)=\left(\frac{1}{\sqrt{2 m}} D^{1 / 2}\right)\left(I-v v^{T}\right)\left(\frac{1}{\sqrt{2 m}} D^{1 / 2}\right) . \tag{5.1}
\end{equation*}
$$

As $v$ is an unit vector, $I-v v^{T}$ is a projection matrix and Equation 5.1 gives us the decomposition of the normalization matrix required to apply Theorem 3.4.4. Then, let $\Pi=I-v v^{T}$. Our updates will take the following form, for a positive $\epsilon$ and a symmetric matrix $A \in \mathbb{R}^{V \times V}$,

$$
\begin{aligned}
U_{\epsilon}(A) \stackrel{\text { def }}{=} E_{\epsilon, 1 / 2 m \cdot D, \Pi}(A)= & 2 m \cdot \frac{D^{-1 / 2}(1-\epsilon)^{2 m \cdot D^{-1 / 2} A D^{-1 / 2}} D^{-1 / 2}}{\Pi \bullet(1-\epsilon)^{2 m \cdot D^{-1 / 2} A D^{-1 / 2}}}= \\
& \frac{D^{-1 / 2}(1-\epsilon)^{2 m \cdot D^{-1 / 2} A D^{-1 / 2}} D^{-1 / 2}}{L\left(K_{V}\right) \bullet D^{-1 / 2}(1-\epsilon)^{2 m \cdot D^{-1 / 2} A D^{-1 / 2}} D^{-1 / 2}}
\end{aligned}
$$

We will draw a connection between this update and the heat-kernel random walk in Section 5.4.

### 5.1.2 SDP Formulation

We consider an SDP relaxation to the decision problem of determining whether the instance graph $G$ has a $b$-balanced cut of conductance at most $\gamma$. The SDP feasibility program $\operatorname{psdp}(G, b, \gamma)$ appears in Figure 5.2, where we also rewrite the program in matrix notation, using Fact 5.1.1 and the definition of $R_{i}$. psdp can be seen as a scaled version of the balanced-

$$
\begin{array}{rcrc}
\operatorname{psdp}(G, b, \gamma): & \underset{\{i, j\} \in E}{\mathbb{E}}\left\|v_{i}-v_{j}\right\|_{2}^{2} \leq 4 \gamma & \operatorname{psdp}(G, b, \gamma): \frac{1}{m} \cdot L \bullet X \leq 4 \gamma \\
& \underset{j \sim \mu}{\mathbb{E}}\left\|v_{j}-v_{\text {avg }}\right\|_{2}^{2}=1 & L\left(K_{V}\right) \bullet X=1 \\
\forall i \in V & \left\|v_{i}-v_{\text {avg }}\right\|_{2}^{2} \leq \frac{1-b}{b} & \forall i \in V & R_{i} \bullet X \leq \frac{1-b}{b} \\
& & & X \succeq 0
\end{array}
$$

Figure 5.2: SDP for $b$-Balanced Separator
cut SDP of [12], modified by replacing $v_{\text {avg }}$ for the origin and removing the triangle-inequality constraints. The first change makes our psdp invariant under translation of the embeddings and makes the connection to spectral methods more explicit. Indeed, the first two constraints of psdp now exactly correspond to the standard eigenvector problem, with the addition of the $R_{i}$ constraint ideally forcing all entries in the eigenvector not to be too far from the mean, just as it would be the case if the eigenvector exactly corresponded to a balanced cut. The removal of the triangle-inequality constraints causes psdp to only deal with the spectral structure of $L$ and not to have a flow component. For the rest of the paper, denote by $\Delta$ the set $\left\{X \in \mathbb{R}^{V \times V}, X \succeq 0: L\left(K_{V}\right) \bullet X=1\right\}$.

The following simple lemma establishes that psdp is indeed a relaxation for the integral decision question and is proved in Section 5.5.

Lemma 5.1.5 (SDP is a Relaxation). If there exists a b-balanced cut $S$ with $\phi(S) \leq \gamma$, then $\operatorname{psdp}(G, b, \gamma)$ has a feasible solution.

BalCut will use the primal-dual approach of [11] and Section 3.4 to determine the feasibility of $\operatorname{psdp}(G, b, \gamma)$. When psdp is infeasible, BaLCut will output a solution to the dual $\operatorname{dsdp}(G, b, \gamma)$, shown in Figure 5.3.

$$
\begin{aligned}
\operatorname{dsdp}(G, b, \gamma): & \alpha-\frac{1-b}{b} \sum_{i \in V} \beta_{i}>4 \gamma \\
& \frac{1}{m} \cdot L+\sum_{i \in V} \beta_{i} R_{i}-\alpha L\left(K_{V}\right) \succeq 0 \\
& \alpha \in \mathbb{R}, \quad \beta \geq 0
\end{aligned}
$$

Figure 5.3: $\operatorname{dsdp}(G, b, \gamma)$ feasibility problem
Following the notation of Section 3.4, for the rest of this chapter we are going to use the following shorthands for the dual constraints

$$
V(\alpha, \beta) \stackrel{\text { def }}{=} \alpha-\frac{1-b}{b} \sum_{i \in V} \beta_{i}, M(\alpha, \beta) \stackrel{\text { def }}{=} \frac{L}{m}+\sum_{i \in V} \beta_{i} R_{i}-\alpha L\left(K_{V}\right)
$$

Notice that $V(\alpha, \beta)$ is a scalar, while $M(\alpha, \beta)$ is a matrix in $\mathbb{R}^{V \times V}$. Given $X \succeq 0$, a choice of $(\alpha, \beta)$ such that $V(\alpha, \beta)>4 \gamma$ and $M(\alpha, \beta) \bullet X \geq 0$ corresponds to a hyperplane separating $X$ from the feasible region of $\operatorname{psdp}(G, b, \gamma)$ and constitutes a certificate that $X$ is not feasible.

Ideally, BalCut would produce a feasible solution to psdp and then round it to a balanced cut. However, as discussed in [11], it often suffices to find a solution "close" to feasible for the rounding procedure to apply. In the case of psdp, the concept of "closeness" is captured by the notion of roundable solution.

Definition 5.1.6 (Roundable Embedding). Given an embedding $\left\{v_{i}\right\}_{i \in V}$, let $R=\{i \in V$ : $\left.\left\|v_{i}-v_{\text {avg }}\right\|_{2}^{2} \leq 32 \cdot(1-b) / b\right\}$. We say that $\left\{v_{i}\right\}_{i \in V}$ is a roundable solution to $\operatorname{psdp}(G, b, \gamma)$ if:

- $\mathbb{E}_{\{i, j\} \in E}\left\|v_{i}-v_{j}\right\|_{2}^{2} \leq 2 \gamma$,
- $\mathbb{E}_{j \sim \mu}\left\|v_{j}-v_{\text {avg }}\right\|_{2}^{2}=1$,
- $\mathbb{E}_{\{i, j\} \sim \mu_{R} \times \mu_{R}}\left\|v_{i}-v_{j}\right\|_{2}^{2} \geq 1 / 64$.

A roundable embedding can be converted into a balanced cut of the conductance required by Theorem 5.0.2 by using a standard projection rounding, which is a simple extension of an argument already appearing in [12] and [11]. The rounding procedure ProjRound is described precisely in Section 5.5, where the following theorem is proved.

Theorem 5.1.7 (Rounding Roundable Embeddings). If $\left\{v_{i} \in \mathbb{R}^{h}\right\}_{i \in V}$ is a roundable solution to $\operatorname{psdp}(G, b, \gamma)$, then ProjRound $\left(\left\{v_{i}\right\}_{i \in V}, b\right)$ produces a $\Omega_{b}(1)$ - balanced cut of conductance $O_{b}(\sqrt{\gamma})$ with high probability in time $\tilde{O}(n h+m)$.

### 5.1.3 Primal-Dual Framework

In this subsection, we define the algorithm BalCut and justify it as an instantiation of the SDP-solver of Section 3.4. This view is the most useful in the analysis, but does not convey a strong intuition behind the workings of the algorithm. In Section 5.4, we give a different interpretation of BALCUT, based on random walks.

Separation Oracle. By Theorem 3.4.4 in Section 3.4, the problem of checking the feasibility of an SDP can be reduced to that of, given a candidate solution $X$, to check whether it is close to feasible and, if not, provide a certificate of infeasibility in the form of a hyperplane separating $X$ from the feasible set. The algorithm performing this computation is known as a separation oracle. Specific conditions under which a separation oracle yields an algorithm for approximately solving an SDP program were given in Definition 3.4.2. We introduce the concept of good separation oracle to capture these conditions for the program $\operatorname{psdp}(G, \beta, 3 / 4 \cdot \gamma)$.

Definition 5.1.8 (Good Separation Oracle). An algorithm is a good separation oracle if, on input some representation of $X$, the algorithm either finds $X$ to be a roundable solution to $\operatorname{psdp}(G, b, \gamma)$ or outputs coefficents $\alpha, \beta$ such that $V(\alpha, \beta) \geq 3 / 4 \cdot \gamma, M(\alpha, \beta) \bullet X \geq 0 \cdot \gamma$ and $-\gamma L\left(K_{V}\right) \preceq M(\alpha, \beta) \preceq 5 L\left(K_{V}\right)$.

Note that a good separation oracle is a $(\gamma, 5)$-oracle for $\operatorname{psdp}(G, \beta, 3 / 4 \cdot \gamma)$ by Definition 3.4.2.

Input: An instance graph $G=(V, E)$, a balance value $b \in(0,1 / 2]$ such that $b=\Omega(1)$, a conductance value $\gamma \in(0,1)$.
Let $\epsilon=1 / 32$ and $\delta=\gamma / 16$. For $t=1,2, \ldots, T=O\left(\frac{\log n}{\gamma}\right)$ :

- Compute the embedding $\left\{\tilde{v}_{i}^{(t)}\right\}_{i \in V}$ corresponding to

$$
\tilde{X}^{(t)}=\tilde{U}_{\epsilon}\left(1 / 10 \cdot \sum_{j=1}^{t-1} M\left(\alpha^{(j)}, \beta(j)\right)\right) .
$$

If $t=1, \tilde{X}^{(1)}=\tilde{U}_{\epsilon}(0)=2 m / n-1 \cdot D^{-1}$.

- Execute $\operatorname{Oracle}\left(G, b, \gamma,\left\{\tilde{v}_{i}^{(t)}\right\}_{i \in V}\right)$.
- If Oracle finds that $\left\{\tilde{v}_{i}^{(t)}\right\}_{i \in V}$ is roundable, run ProjRound $\left(G, b,\left\{\tilde{v}_{i}^{(t)}\right\}_{i \in V}\right)$, output the resulting cut and terminate.
- Otherwise, Oracle outputs coefficients $\left(\alpha^{(t)}, \beta^{(t)}\right)$ and cut $B^{(t)}$.
- Let $C^{(t)} \stackrel{\text { def }}{=} \bigcup_{i=1}^{t} B^{(i)}$. If $C^{(t)}$ is ${ }^{b} / 4$-balanced, output $C^{(t)}$ and terminate.
- Otherwise, proceed to the next iteration.

Output $S=\bigcup_{t=1}^{T} B^{(t)}$. Also output $\alpha^{\prime}=1 / T \sum_{t=1}^{T} \alpha^{(t)}-\delta$ and $\bar{\beta}=1 / T \sum_{t=1}^{T} \beta^{(t)}$.

## Figure 5.4: The BalCut Algorithm

Algorithmic Scheme. The algorithmic strategy of Section 3.4 is to produce a sequence of candidate primal solutions $X^{(1)}, \ldots, X^{(T)}$ iteratively, such that $X^{(t)} \in \Delta$ for all $t$. For the following discussion, let $\epsilon$ be a small constant parameter.

Our starting point $X^{(1)}$ will be the solution $U_{\epsilon}(0)=2 m / n-1 \cdot D^{-1}$. At every iteration, a good separation oracle Oracle will take $X^{(t)}$ and either guarantee that $X^{(t)}$ is roundable or output coefficents $\alpha^{(t)}, \beta^{(t)}$ certifying the infeasiblity of $X^{(t)}$. The algorithm makes use of the information contained in $\alpha^{(t)}, \beta^{(t)}$ by updating the next candidate solution as follows:

$$
\begin{equation*}
X^{(t+1)} \stackrel{\text { def }}{=} U_{\epsilon}\left(1 / 10 \cdot \sum_{i=1}^{t} M\left(\alpha^{(i)}, \beta^{(i)}\right)=E_{\epsilon, D, \Pi}\left(1 / 10 \cdot \sum_{i=1}^{t} M\left(\alpha^{(i)}, \beta^{(i)}\right) .\right.\right. \tag{5.2}
\end{equation*}
$$

The algorithm is presented in more detail in Figure 5.4. The good separation oracle Oracle is given in Figure 5.5, while ProjRound appears in Figure 5.6.

We want to emphasize at this point that Oracle will not only be a good separation oracle, but will also have an additional property which will be crucial in proving the correlation condition in Theorem 5.0.2. Using Theorem 3.4.4, we prove that, after a small number of iterations this algorithm either yields a roundable embedding or a feasible solution to $\operatorname{dsdp}(G, b, \Omega(\gamma))$.

Theorem 5.1.9 (Iterations of Oracle, [11]). Let $\epsilon=1 / 32$ and $\delta=\gamma / 16$. Assume that the procedure Oracle is a good separation oracle. Then, after $T=O(\log n / \gamma)$ iterations of the update of Equation 5.2, we either find a roundable solution to $\operatorname{psdp}(G, b, \gamma)$ or a feasible solution $\left(1 / T \sum_{t=1}^{T} \alpha^{(t)}-\delta, 1 / T \sum_{t=1}^{T} \beta^{(t)}\right)$ to $\operatorname{dsdp}(G, b, 3 / 16 \cdot \gamma)$.

Proof. By Theorem 3.4.4, we have that, if Oracle does not find a roundable solution, after

$$
T=O\left(\frac{\gamma \log n}{\delta^{2}}\right)=O\left(\frac{\log n}{\gamma}\right)
$$

rounds, the assignment $\left(1 / T \sum_{t=1}^{T} \alpha^{(t)}-\delta, 1 / T \sum_{t=1}^{T} \beta^{(t)}\right)$ to the dual variables constitutes a feasible solution for $\operatorname{dsdp}\left(G, b,{ }^{3 \gamma} / 4-\delta\right)=\operatorname{dsdp}\left(G, b,{ }^{3 \gamma} / 16\right)$.

Approximate Computation. While we are seeking to construct a nearly-linear-time algorithm, we cannot hope to compute $X^{(t)}$ exactly and explicitly, as just maintaining the full $X^{(t)}$ matrix requires quadratic time in $n$. Instead, we settle for a approximation $\tilde{X}^{(t+1)}$ to $X^{(t+1)}$ which we define as

$$
\tilde{X}^{(t+1)}=\tilde{U}_{\epsilon}\left(1 / 10 \cdot \sum_{i=1}^{t} M\left(\alpha^{(i)}, \beta^{(i)}\right) .\right.
$$

The function $\tilde{U}_{\epsilon}$ is a randomized approximation to $U_{\epsilon}$ obtained by applying the JohnsonLinderstrauss dimension reduction to the embedding corresponding to $U_{\epsilon} . \tilde{U}_{\epsilon}$ is described in full in Section A.2, where we also prove the following lemma about the accuracy and sparsity of the approximation. It is essentially the same argument appearing in [35] applied to our context. We let $t_{M}$ denote the running time necessary to perform a matrix-vector multiplication by matrix $M$.

Lemma 5.1.10. Let $\epsilon=\Theta(1)$. For a matrix $M \in \mathbb{R}^{V \times V}, M \succeq 0$, let $\tilde{X} \stackrel{\text { def }}{=} \tilde{U}_{\epsilon}(M)$ and $X \stackrel{\text { def }}{=} U_{\epsilon}(M)$. Then, with high probability,

1. $\tilde{X} \succeq 0$ and $\tilde{X} \in \Delta$.
2. The embedding $\left\{\tilde{v}_{i}\right\}_{i \in V}$ corresponding to $\tilde{X}$ can be represented in $h=O(\log n)$ dimensions.
3. $\left\{\tilde{v}_{i} \in \mathbb{R}^{h}\right\}_{i \in V}$ can be computed in time $\tilde{O}\left(t_{M}+n\right)$.
4. for any graph $H=\left(V, E_{H}\right)$, with high probability

$$
(1-1 / 64) \cdot L(H) \bullet X-\tau \leq L(H) \bullet \tilde{X} \leq(1+1 / 64) \cdot L(H) \bullet X+\tau
$$

and, for any vertex $i \in V$,

$$
(1-1 / 64) \cdot R_{i} \bullet X-\tau \leq R_{i} \bullet \tilde{X} \leq(1+1 / 64) \cdot R_{i} \bullet X+\tau
$$

where $\tau \leq O(1 / \operatorname{poly}(n))$.
This lemma shows that $\tilde{X}^{(t)}$ is a close approximation to $X^{(t)}$. We will use this lemma to show that Oracle can receive $\tilde{X}^{(t)}$ as input, rather than $X^{(t)}$, and still meet the conditions of Theorem 5.1.9. In the rest of the paper, we assume that $\tilde{X}^{(t)}$ is represented by its corresponding embedding $\left\{\tilde{v}_{i}^{(t)}\right\}_{i \in V}$.

### 5.2 Oracle and Proof of the Main Theorem

The Oracle. Oracle is described in Figure 5.5. We show that Oracle on input $\tilde{X}^{(t)}$ meets the condition of Theorem 5.1.9. Moreover, we show that Oracle obeys an additional condition, which, combined with the dual guarantee of Theorem 5.1.9 will yield the correlation property of BalCut. Under this additional condition, Oracle not only finds vertices whose vectors in the embedding violate the $R_{i}$-constraint, but also finds a cut of conductance $O(\sqrt{\gamma})$ around such vertices.

Theorem 5.2.1 (Main Theorem on Oracle). On input $\tilde{X}^{(t)}$, Oracle runs in time $\tilde{O}(m)$ and is a good separation oracle for $X^{(t)}$ with high probability. Moreover, the cut B in Step 4 is guaranteed to exist.

Proof of Main Theorem. We are now ready to prove Theorem 5.0.2. To show the overlap condition, we consider the dual condition implied by Theorem 5.1.9 together with the cut $B^{(t)}$ and the values of the coefficents output by the Oracle.

Proof of Theorem 5.0.2. With high probability ORACLE is a good separation oracle for $X^{(t)}$ at all iterations. Then, at any iteration $t$, if it finds that the embedding $\left\{\tilde{v}_{i}^{(t)}\right\}_{i \in V}$ corresponding to $\tilde{X}^{(t)}$ is roundable, so that the standard projection rounding ProjRound produces a cut of balance $\Omega_{b}(1)$ and conductance $O_{b}(\sqrt{\gamma})$ with high probability by Theorem 5.1.7. Similarly, if for any $t, C^{(t)}$ is $b / 4$-balanced, BaLCuT satisfies the balance condition in Theorem 5.0.2, as $\phi\left(C^{(t)}\right) \leq O(\sqrt{\gamma})$ because $C^{(t)}$ is the union of cuts of conductance at most $O(\sqrt{\gamma})$.

1. Input: The embedding $\left\{\tilde{v}_{i}\right\}_{i \in V}$, corresponding to $\tilde{X} \in \Delta$. Let $r_{i}=\left\|\tilde{v}_{i}-\tilde{v}_{\text {avg }}\right\|_{2}$ for all $i \in V$. Denote $R \stackrel{\text { def }}{=}\left\{i \in V: r_{i}^{2} \leq 32 \cdot(1-b) / b\right\}$.
2. CASE 1: $\mathbb{E}_{\{i, j\} \in E}\left\|\tilde{v}_{i}-\tilde{v}_{j}\right\|_{2}^{2} \geq 2 \gamma$. Output $\alpha=\gamma, \beta=0$ and $B=\emptyset$.
3. Case 2: not Case 1 and $\mathbb{E}_{\{i, j\} \sim \mu_{R} \times \mu_{R}}\left\|v_{i}-v_{j}\right\|_{2}^{2} \geq \delta$. Then $\left\{\tilde{v}_{i}\right\}_{i \in V}$ is roundable, as $\tilde{X} \in \Delta$ implies $\mathbb{E}_{j \sim \mu} r_{j}^{2}=1$.
4. Case 3: not Case 1 or 2 . Relabel the vertices of $V$ such that $r_{1} \geq r_{2} \geq \ldots \geq r_{n}$ and let $S_{i}=\{1, \ldots, i\}$ be the $j$-th sweep cut of $r$. Let $z$ the smallest index such that $\mu\left(S_{z}\right) \geq b / 8$. Let $B$ the most balanced sweep cut among $\left\{S_{1}, \ldots, S_{z-1}\right\}$ such that $\phi(B) \leq 2048 \cdot \sqrt{\gamma}$. Output $\alpha=7 / 8 \gamma, \beta_{i}=\mu_{i} \cdot \gamma$ for $i \in B$ and $\beta_{i}=0$ for $i \notin B$. Also output the cut $B$.

Figure 5.5: Oracle
Otherwise, after $T=O(\log n / \gamma)$ iterations, by Theorem 5.1.9, we have that $\left(\alpha^{\prime} \stackrel{\text { def }}{=}\right.$ $\left.1 / T \sum_{t=1}^{T} \alpha^{(t)}-\delta, \bar{\beta} \stackrel{\text { def }}{=} 1 / T \sum_{t=1}^{T} \beta^{(t)}\right)$ constitutes a feasible solution $\operatorname{dsdp}(G, b, 3 / 16 \cdot \gamma)$ with high probability. This implies that $M\left(\alpha^{\prime}, \bar{\beta}\right) \succeq 0$, i.e.

$$
\begin{equation*}
\frac{1}{m} \cdot L+\sum_{i \in V} \bar{\beta}_{i} R_{i}-\alpha^{\prime} L\left(K_{V}\right) \succeq 0 . \tag{5.3}
\end{equation*}
$$

For any cut $C$ such that $\mu(C) \leq 1 / 2$ and $\phi(C) \leq 3 \gamma / 64$, let the embedding $\left\{u_{i} \in \mathbb{R}\right\}_{i \in V}$ be defined as $u_{i}=\sqrt{\mu(\bar{C}) / \mu(C)}$ for $i \in C$ and $u_{i}=-\sqrt{\mu(C) / \mu(\bar{C})}$ for $i \notin C$. Then $u_{\text {avg }}=0$ and $\mathbb{E}_{i \sim \mu}\left\|u_{i}-u_{\text {avg }}\right\|_{2}^{2}=1$. Moreover,

$$
\underset{\{i, j\} \in E}{\mathbb{E}}\left\|u_{i}-u_{j}\right\|_{2}^{2}=1 / m \cdot|E(C, \bar{C})| / \mu(C) \mu(\bar{C}) \leq 4 \cdot \phi(C) \leq{ }^{3 \gamma} / 16 .
$$

Let $U$ be the Gram matrix of the embedding $\left\{u_{i} \in \mathbb{R}\right\}_{i \in V}$.
We apply the lower bound of Equation 5.3 to $U$. By Facts 5.1.1 and 5.1.3.

$$
\begin{array}{r}
\underset{\{i, j\} \in E}{\mathbb{E}}\left\|u_{i}-u_{j}\right\|_{2}^{2}+\sum_{i \in V} \bar{\beta}_{i}\left\|u_{i}-u_{\mathrm{avg}}\right\|_{2}^{2}-\alpha^{\prime} \underset{i \sim \mu}{\mathbb{E}}\left\|u_{i}-u_{\mathrm{avg}}\right\|_{2}^{2} \\
=M\left(\alpha^{\prime}, \bar{\beta}\right) \bullet U \geq 0
\end{array}
$$

Recall that, by the definition of Oracle, for all $t \in[T], \alpha^{(t)} \geq 7 / 8 \cdot \gamma$ and $\beta_{i}^{(t)}=\mu_{i} \cdot \gamma$ for $i \in B^{(t)}$ and $\beta_{i}^{(t)}=0$ for $i \notin B^{(t)}$. Hence, we have $\alpha^{\prime}=\frac{7}{8} \gamma-\delta=\frac{13}{16} \gamma$, and

$$
3 \gamma / 16+\gamma / T \cdot \sum_{t=1}^{T}\left(\mu\left(B^{(t)} \cap C\right) \cdot \mu(\bar{C}) / \mu(C)+\mu\left(B^{(t)} \cap \bar{C}\right) \cdot \mu(C) / \mu(\bar{C})\right)-13 / 16 \cdot \gamma \geq 0
$$

Dividing by $\gamma$ and using the fact that $\mu(C) \leq 1 / 2$ and $\mu(\bar{C}) \leq 1$, we obtain

$$
1 / T \cdot \sum_{t=1}^{T}\left(\frac{\mu\left(B^{(t)} \cap C\right)}{\mu(C)}+\frac{\mu\left(B^{(t)} \cap \bar{C}\right)}{2 \cdot \mu(\bar{C})}\right) \geq(13 / 16-3 / 16)=5 / 8
$$

Now, recalling that $S=\bigcup_{t=1}^{T} B^{(t)}$,

$$
\frac{\mu(S \cap C)}{\mu(C)}+\frac{\mu(S \cap \bar{C})}{2 \cdot \mu(\bar{C})} \geq 1 / T \cdot \sum_{t=1}^{T}\left(\frac{\mu\left(B^{(t)} \cap C\right)}{\mu(C)}+\frac{\mu\left(B^{(t)} \cap \bar{C}\right)}{2 \cdot \mu(\bar{C})}\right)
$$

so that we have

$$
\frac{\mu(S \cap C)}{\mu(C)}+\frac{\mu(S \cap \bar{C})}{2 \cdot \mu(\bar{C})} \geq 5 / 8
$$

As $\mu(S) \leq b / 4, \mu(S \cap \bar{C}) / 2 \cdot \mu(\bar{C}) \leq \mu(S) \leq \frac{b}{4} \leq 1 / 8$. This finally implies that

$$
\frac{\mu(S \cap C)}{\mu(C)} \geq 1 / 2
$$

Moreover, being the union of cuts of conductance $O(\sqrt{\gamma}), S$ also has $\phi(S) \leq O(\sqrt{\gamma})$.
Finally, both ProjRound and Oracle run in time $\tilde{O}(m)$ as the embedding is $O(\log n)$ dimensional. Notice that, by Fact 2.2.6, at time $t$, it suffices to compute $\tilde{U}_{\epsilon}(M)$ for

$$
M=1 / 10 \cdot \sum_{i=1}^{t-1}\left(\frac{1}{m} \cdot L+\sum_{j \in V} \beta_{j}^{(i)} R_{j}\right)
$$

By Lemma 5.1.10, this can be done in time $t_{M}$. We show that $t_{M}=O(m)$, as follows. First, $t_{L}=O(m)$ as $L$ has only $O(m)$ non-zero entries. Secondly, we let the algorithm maintain at each iteration an updated copy of the vector $\beta=\sum_{s=1}^{t} \beta^{(s)}$ and consider $M^{\prime}=\sum_{j \in V} \beta_{j} R_{j}$. We have $M=L+M^{\prime}$. To perform a matrix-vector multiplication $M^{\prime} x$, we observe that, for all $j \in V$,

$$
R_{j} x=\left(x_{j}-\sum_{i \in V} \mu_{i} x_{i}\right)=\left(x_{j}-x_{\text {avg }} .\right)
$$

Pre-computing $x_{\text {avg }}$ takes time $O(n)$. After that, we can compute each $\beta_{j} R_{j}$ in constant time. Hence, $t_{M^{\prime}}=O(n)$ and $t_{M}=O(m)$. Hence, each iteration runs in time $\tilde{O}(m)$, which shows that the total running time is $\tilde{O}(m / \gamma)$ as required.

### 5.3 Proof of Theorem on Oracle

### 5.3.1 Preliminaries

The following is a variant of the sweep cut argument of Cheeger's Inequality [21], tailored to ensure that a constant fraction of the variance of the embedding is contained inside the output cut. For a vector $x \in \mathbb{R}^{V}$, let $\operatorname{supp}(x)$ be the set of vertices where $x$ is not zero.

Lemma 5.3.1. Let $x \in \mathbb{R}^{V}, x \geq 0$, such that $x^{T} L x \leq \lambda$ and $\mu(\operatorname{supp}(x)) \leq 1 / 2$. Relabel the vertices so that $x_{1} \geq x_{2} \geq \ldots \geq x_{z-1}>0$ and $x_{z}=\ldots=x_{n}=0$. For $i \in[z-1]$, denote by $S_{i} \subseteq V$, the sweep cut $\{1,2, \ldots, i\}$. Further, assume that $\sum_{i=1}^{n} d_{i} x_{i}^{2} \leq 1$, and, for some fixed $k \in[z-1], \sum_{i=k}^{n} d_{i} x_{i}^{2} \geq \sigma$. Then, there is a sweep cut $S_{h}$ of $x$ such that $z-1 \geq h \geq k$ and $\phi\left(S_{h}\right) \leq 1 / \sigma \cdot \sqrt{2 \lambda}$.

We will also need the following simple fact.
Fact 5.3.2. Given $v, u, t \in \mathbb{R}^{h},\left(\|v-t\|_{2}-\|u-t\|_{2}\right)^{2} \leq\|v-u\|_{2}^{2}$.

### 5.3.2 Proof of Theorem 5.2.1

The main novelty in Oracle is found in the analysis of Case 3, where Oracle finds a cut $B$ of conductance $O(\sqrt{\gamma})$. Then, Oracle is constrained to output $\beta$ with $\operatorname{supp} \beta \subseteq B$, while respecting the conditions necessary to be a good separation oracle. The proof of the following theorem shows that this is achieved by ensuring $B$ contains a large constant fraction of the variance of the embedding.

Proof. Notice that, by Markov's Inequality, $\mu(\bar{R}) \leq{ }^{b} /(32 \cdot(1-b)) \leq{ }^{b} / 16$. Recall that $\tau=$ $O(1 / \mathrm{poly}(n))$.

- CASE 1: $\mathbb{E}_{\{i, j\} \in E}\left\|\tilde{v}_{i}-\tilde{v}_{j}\right\|_{2}^{2}=\frac{1}{m} \cdot L \bullet \tilde{X} \geq 2 \gamma$. We have $V(\alpha, \beta) \geq \gamma$ and, by Lemma 5.1.10,

$$
M(\alpha, \beta) \bullet X \geq(1-1 / 64) \cdot 2 \gamma-\gamma-\tau \geq 1 / 64 \cdot \gamma \geq 0
$$

- Case 2: $\mathbb{E}_{\{i, j\} \sim \mu_{R} \times \mu_{R}}\left\|v_{i}-v_{j}\right\|_{2}^{2} \geq 1 / 64$. Then $\left\{\tilde{v}_{i}\right\}_{i \in V}$ is roundable by Definition 5.1.6.
- CaSE 3: $\mathbb{E}_{\{i, j\} \sim \mu_{R} \times \mu_{R}}\left\|v_{i}-v_{j}\right\|_{2}^{2}<1 / 64$. This means that, by Fact 5.1.4, $L\left(K_{R}\right) \bullet \tilde{X}<$ $1 / 2 \cdot \mu(R)^{2} \cdot 1 / 64<1 / 128$. Hence, by Fact 5.1.3,

$$
\begin{array}{r}
\sum_{i \in \bar{R}} \mu_{i} R_{i} \bullet \tilde{X}=\sum_{i \in \bar{R}} \mu_{i} r_{i} \geq \mu(R)-1 / 128 \geq 1-1 / 32-1 / 128 \\
\geq 1-5 / 128
\end{array}
$$

We then have $\bar{R}=S_{g}$ for some $g \in[n]$, with $g \leq z$ as $\mu\left(S_{g}\right) \leq \mu\left(S_{z}\right)$. Let $k \leq z$ be the the vertex in $\bar{R}$ such that $\sum_{j=1}^{k} \mu_{j} r_{j} \geq(1-1 / 128) \cdot(1-5 / 128)$ and $\sum_{j=k}^{g} \mu_{j} r_{j} \geq$
$1 / 128 \cdot(1-5 / 128)$. By the definition of $z$, we have $k \leq g<z$ and $r_{z}^{2} \leq 8 / b \leq 16 \cdot(1-b) / b$. Hence, we have $r_{z} \leq 1 / 2 \cdot r_{i}$, for all $i \geq g$. Define the vector $x$ as $x_{i} \stackrel{\text { def }}{=} 1 / 2 m \cdot\left(r_{i}-r_{z}\right)$ for $i \in S_{z}$ and $r_{i} \stackrel{\text { def }}{=} 0$ for $i \notin S_{z}$. Notice that:

$$
\begin{gathered}
x^{T} L x=\sum_{\{i, j\} \in E}\left(x_{i}-x_{j}\right)^{2} \leq 1 / 2 m \cdot \sum_{\{i, j\} \in E}\left(r_{i}-r_{j}\right)^{2} \\
\text { Fact 5.3.2 } \leq{ }^{1 / 2 m} \cdot \sum_{\{i, j\} \in E}\left\|\tilde{v}_{i}-\tilde{v}_{j}\right\|_{2}^{2} \leq \gamma .
\end{gathered}
$$

Also, $x \geq 0$ and $\mu(\operatorname{supp}(x)) \leq b / 8 \leq 1 / 2$, by the definition of $z$. Moreover,

$$
\sum_{i=1}^{n} d_{i} x_{i}^{2}=1 / 2 m \cdot \sum_{i=1}^{z} d_{i}\left(r_{i}-r_{z}\right)^{2} \leq 1 / 2 m \cdot \sum_{i=1}^{z} d_{i} r_{i}^{2}=1
$$

and

$$
\begin{array}{r}
\sum_{i=k}^{n} d_{i} x_{i}^{2}=1 / 2 m \cdot \sum_{i=k}^{z} d_{i}\left(r_{i}-r_{z}\right)^{2} \\
\geq 1 / 2 m \cdot \sum_{i=k}^{g} d_{i}\left(r_{i}-1 / 2 \cdot r_{i}\right)^{2} \\
=1 / 2 m \cdot 1 / 4 \cdot \sum_{i=k}^{g} d_{i} r_{i}^{2} \\
\geq 1 / 512 \cdot(1-5 / 128) \geq 1 / 1024
\end{array}
$$

Hence, by Lemma 5.3.1, there exists a sweep cut $S_{h}$ with $z>h \geq k$, such that $\phi\left(S_{h}\right) \leq 2048 \cdot \sqrt{\gamma}$. This shows that $B$, as defined in Figure 5.5 exists. Moreover, it must be the case that $S_{k} \subseteq S_{h} \subseteq B$. As $h \geq k$, we have

$$
\sum_{i \in B} \mu_{i} r_{i}^{2} \geq \sum_{i=1}^{k} \mu_{i} r_{i}^{2} \geq \geq(1-1 / 128) \cdot(1-5 / 128) \geq 1-3 / 64
$$

Recall also that, by the construction of $z, \mu(B) \leq b / 8$. Hence, we have

$$
\begin{gathered}
V(\alpha, \beta)=7 / 8 \cdot \gamma-(1-b) / b \cdot \mu(B) \cdot \gamma \geq(7 / 8-1 / 8) \cdot \gamma \geq 3 / 4 \gamma \\
M(\alpha, \beta) \bullet X \geq(1-1 / 64) \cdot(1-3 / 64) \gamma-7 / 8 \gamma-\tau \geq 1 / 64 \cdot \gamma \geq 0
\end{gathered}
$$

This completes all the three cases. Notice that in every case we have:

$$
1 / m \cdot L-\gamma L\left(K_{V}\right) \preceq M(\alpha, \beta) \preceq 1 / m \cdot L+\gamma L\left(K_{V}\right) .
$$

Hence,

$$
-\gamma L\left(K_{V}\right) \preceq M(\alpha, \beta) \preceq 5 L\left(K_{V}\right)
$$

as $L \preceq 4 m \cdot L\left(K_{V}\right)$. Finally, using the fact that $\left\{\tilde{v}_{\tilde{i}}\right\}_{i \in V}$ is embedded in $O(\log n)$ dimensions, we can compute $L \bullet \tilde{X}$ in time $\tilde{O}(m) . L\left(K_{R}\right) \bullet \tilde{X}$ can also be computed in time $\tilde{O}(n)$ by using the decomposition $\mathbb{E}_{\{i, j\} \sim \mu_{R} \times \mu_{R}}\left\|v_{i}-v_{j}\right\|_{2}^{2}=2 \cdot \mathbb{E}_{i \sim \mu_{R}}\left\|v_{i}-v_{\text {avg }_{R}}\right\|_{2}^{2}$, where $v_{\text {avg }}$ is the mean of vectors representing vertices in $R$. The sweep cut over $r$ takes time $\tilde{O}(m)$. Hence, the total running time is $\tilde{O}(m)$.

### 5.4 Random Walk Interpretation

In this section, we give a novel detailed interpretation of our algorithm in terms of certain random walks over the instance graph. This view provides an intuition of why BalCut and its SDP approach are successful at finding sparse balanced cuts. We start by defining the concept of accelerated heat kernel: this is a heat-kernel random walk in which certain vertices have increased probability-mass leakage towards the rest of the graph. We show that the updates $X^{(t)}$ computed by BaLCut can be seen as representing the probability transition matrix of accelerated-heat-kernel random walks. Intuitively, the vertices are contained in some unbalanced sparse cut have their rate increased, allowing probability to mix more quickly across such cut, so that different cuts become the next obstacles to mixing. The analysis of Section 3.4 allows us to argue that after at most $\tilde{O}(\log n / \gamma)$ iterations, this procedure either finds an accelerated-heat-kernel random walk whose slow mixing is due to a sparse balanced cut - in which case we can recover such cut - or a certificate that all balanced cuts have sufficiently large conductance.

## Accelerated Heat Kernel

Definition 5.4.1. An accelerated heat-kernel process with rate vector $\beta \geq 0$ on the instance graph $G$ is the continuous-time Markov process defined by transition rate matrix

$$
Q_{\beta}=-\left(L+\sum_{i \in V} \beta_{i} d_{i} L\left(S_{i}\right)\right) D^{-1}
$$

Hence, it has probability transition matrix $P_{\beta}(t)$ at time $t$ :

$$
P_{\beta}(t)=e^{-t\left(L+\sum_{i \in V} \beta_{i} d_{i} L\left(S_{i}\right)\right) D^{-1}}
$$

It is easy to verify that $Q_{\beta}$ respects the necessary conditions to be a transition rate matrix. In particular, the rates are balanced as $\overrightarrow{1}^{T} Q_{\beta}=0$ and $Q_{\beta}$ has positive off-diagonal entries and negative diagonal entries. Moreover, it is possible to verify that $\mu$, the uniform distribution weighted by the edge measure, is the unique stationary distribution for $P_{\beta}(t)$.

Unfortunately, $P_{\beta}(t)$ is not equal to the heat kernel on the modified graph $L+\sum_{i \in V} d_{i} \beta_{i} L\left(S_{i}\right)$ as the normalization by $D^{-1}$ does not match the degree of $L\left(S_{i}\right)$. However, $P_{\beta}(t)$ still has an interesting interpretation. The best way to understand the behavior of $P_{\beta}(t)$ is to compare it with the heat-kernel process by considering the differential equation characterizing the accelerated heat-kernel process. Let $p(t)$ be the probability distribution of an accelerated heat-kernel process at time $t$. Then, for all $j \in V$,

$$
\begin{align*}
\left(\frac{\partial p(t)}{\partial t}\right)_{j}= & -\left(L D^{-1} p(t)+\sum_{i \in V} d_{i} \beta_{i} L\left(S_{i}\right) D^{-1} p(t)\right)_{j}= \\
-\left(p(t)_{j}-\right. & \left.\sum_{\{i, j\} \in E} \frac{p(t)_{i}}{d_{i}}\right)-d_{j} \beta_{j}\left(\frac{p(t)_{j}}{d_{j}}-\sum_{i \in V} \frac{p(t)_{i}}{2 m}\right)=  \tag{5.4}\\
& -\left(p(t)_{j}-\sum_{\{i, j\} \in E} \frac{p(t)_{i}}{d_{i}}\right)-\beta_{j}\left(p(t)_{j}-\mu_{j}\right)
\end{align*}
$$

While the first term of this expression is the same as for the heat kernel, the second term shows us how the accelerated heat-kernel yields a larger out-rate at vertices where $p(t)_{j}$ is far from $\mu_{j}$. The parameter $\beta_{j}$ controls the magnitude of this increase in rate. From this discussion, it should be clear that the accelerated heat-kernel displays a faster converge to uniform than the heat kernel, particularly at vertices with large $\beta$ values. This fact is exploited crucially by BalCut.

Vector Embedding as Accelerated Heat Kernel We now show that the update $X^{(t)}$, which BALCUT approximates, is strictly related to the transition matrix of an accelerated heat kernel. This is an easy consequence of Definition 5.4.1. In the following, we let $Z$ denote the factor used to normalize for $X^{(t)}$ such that $L\left(K_{V}\right) \bullet X^{(t)}=1$. The embedding corresponding to $X^{(t)}$ can be recovered from the columns of $\left(X^{(t)}\right)^{1 / 2}$. We have:

$$
\begin{array}{r}
\left(X^{(t)}\right)^{1 / 2}=\frac{1}{\sqrt{Z}} \cdot D^{-1}(1-\epsilon)^{m / 10 \cdot \sum_{i=1}^{t-1}\left(\frac{1}{m} L+\sum_{j \in B^{(i)}} \beta_{j}^{(i)} R_{j}\right) D^{-1}}= \\
\frac{1}{\sqrt{Z}} \cdot D^{-1} \cdot e^{-\frac{-\log (1-\epsilon)}{10} t\left(L D^{-1}+\frac{1}{2 t} \cdot \sum_{i \in V} d_{i} \beta_{i} R_{i} D^{-1}\right)}
\end{array}
$$

where $\beta=D^{-1} \sum_{i=1}^{t-1} \beta^{(i)}$. Notice that our choice of $\left(X^{(t)}\right)^{1 / 2}$ is symmetric. Hence, if we define the rate vector

$$
q \stackrel{\text { def }}{=} 1 / 2 t \cdot \beta \in \mathbb{R}^{n},
$$

and the time

$$
t^{\prime}=-\frac{\log (1-\epsilon)}{10} t
$$

we see that the embedding $\left\{v_{i}^{(t)}\right\}_{i \in V}$ corresponding to $X^{(t)}$ is given by

$$
v_{i}^{(t)}=\frac{1}{\sqrt{Z}} \cdot D^{-1} P_{q}\left(t^{\prime}\right) e_{i}
$$

It is convenient to think of $v_{i}^{(t)}$ as a scaled version of the vector that at entry $i$ contains the amount of probability mass on edges adjacent to vertex $i$ under the distribution $P_{q}\left(t^{\prime}\right) e_{i}$. Following this view, the quantity

$$
d_{i}\left\|v_{i}^{(t)}-\frac{1}{2 m} \overrightarrow{1}\right\|^{2},
$$

which plays an important part below, is just the $\ell_{2}$-distance over the edges of the distribution from the stationary. Moreover, because $\left(X^{(t)}\right)^{1 / 2}$ is symmetric, the $i$ th-row of the embedding $\left(X^{(t)}\right)^{1 / 2}$ also equals $v_{i}^{(t)}$. This will facilitate the expression of some quantities of interest in the next paragraph.

Algorithm Interpretation Given this interpretation of the embedding produced by BALCut at every step, we can verify that the psdp is asking the algorithm to find a rate vector $q$ such that:

- On average over all starting points in $V$, the random walks display low mixing, i.e.

$$
\sum_{i \in V}\left(v_{i}^{(t)}\right)^{T} L v_{i}^{(t)} \leq 4 \gamma m \cdot \sum_{i \in V}\left(v_{i}^{(t)}\right)^{T} L\left(K_{V}\right) v_{i}^{(t)}=2 \gamma \cdot \sum_{i \in V} d_{i}\left\|v_{i}^{(t)}-\frac{1}{2 m} \overrightarrow{1}\right\|^{2}
$$

- No single vertex $i$ contributes too much to the total $\ell_{2}$-distance of the vectors $\left\{v_{i}^{(t)}\right\}$ from the stationary distribution, ie. for all $i \in V$,

$$
\left\|v_{i}^{(t)}-\frac{1}{2 m} \overrightarrow{1}\right\|^{2} \leq \frac{1-b}{b} \cdot \sum_{i \in V} \mu_{i}\left\|v_{i}^{(t)}-\frac{1}{2 m} \overrightarrow{1}\right\|^{2} .
$$

If the current rate $q$ does not satisfy the first requirement the time $t^{\prime}$ is increased so that the mixing of the random walk decreases. This corresponds to case 1 in the description of Oracle. The more interesting case is when enough of the other constraints are violated so that the embedding is not roundable, i.e. it is not possible to recover a sparse balanced cut from it. The analysis of Oracle shows that this is the case when a small fraction of vertices contribute a large constant fraction of the total distance from the stationary distribution.

Under our random-walk interpretation, this means that the for a small fraction of starting vertices $R=\left\{r_{j}\right\}$, the walk $P_{q}\left(t^{\prime}\right) r_{j}$ is very far from stationary. Using this fact, together with Cheeger's Inequality, we can find an unbalanced sparse cut $B \subseteq R$ that is also responsible for most of the distance from the stationary distribution. At this point, we want to modify
$q$ such that the random walk $P_{q}(t)$ will be somehow able to bypass $B$ and highlight some different, hopefully balanced, cuts in $G$. To do so, BalCut increases the rate out of each vertex in $B$ by increasing the entries $q_{j i}$ for $i \in B$. By Equation 5.4, this ensures that probability mass is leaked towards the uniform distribution faster at vertices in $B$, which allows the new walk to better mix across cut $B$. Finally, by the primal-dual analysis, the fact that $B$ contributed to a large fraction of the total distance from uniform allows BALCUT to make sufficient progress at every iteration to achieve the guarantee of Theorem 5.0.2 after $O(\log n / \gamma)$ rounds.

### 5.5 Other Proofs

### 5.5.1 Proof of Basic Lemmata

Proof of Lemma 5.1.5. For a $b$-balanced cut $(S, \bar{S})$ with $\phi(S) \leq \gamma$. Without loss of generality, assume $\mu(S) \leq 1 / 2$. Consider the one-dimensional solution assigning $v_{i}=\sqrt{\mu(\bar{S} / \mu(S)}$ to $i \in S$ and $v_{i}=-\sqrt{\mu(S / \mu(\bar{S})}$ to $i \in \bar{S}$. Notice that $v_{\mathrm{avg}}=0$ and that $\left\|v_{i}-v_{j}\right\|_{2}^{2}=1 / \mu(S) \mu(\bar{S})$ for $i \in S, j \notin S$. We then have:

$$
\begin{array}{r}
\underset{\{i, j\} \in E}{\mathbb{E}}\left\|v_{i}-v_{j}\right\|_{2}^{2}=\frac{1}{m} \cdot \frac{|E(S, \bar{S})|}{\mu(S) \mu(\bar{S})} \leq 2 \cdot \frac{|E(S, \bar{S})|}{2 m \cdot \mu(S) \mu(\bar{S})} \\
\leq 4 \cdot \phi(S) \leq 4 \gamma \\
\underset{i \sim \mu}{\mathbb{E}}\left\|v_{i}-v_{\mathrm{avg}}\right\|_{2}^{2}=\mu(S) \cdot \mu(\bar{S}) / \mu(S)+\mu(\bar{S}) \cdot \mu(S) / \mu(\bar{S})=1
\end{array}
$$

- for all $i \in V$,

$$
\left\|v_{i}-v_{\mathrm{avg}}\right\|_{2}^{2} \leq \frac{\mu(\bar{S})}{\mu(S)} \leq \frac{1-b}{b}
$$

where the last inequality follows as $S$ is $b$-balanced.

### 5.5.2 Projection Rounding

The description of the rounding algorithm ProjRound is given in Figure 5.6. We remark that during the execution of BalCut the embedding $\left\{v_{i} \in \mathbb{R}^{h}\right\}_{i \in V}$ will be represented by a projection over $h=O(\log n)$ random directions, so that it will suffice to take a balanced sweep cut of each coordinate vector. We now present the proof of Theorem 5.1.7. The constants in this argument were not optimized to preserve the simplicity of the proof.

1. Input: An embedding $\left\{v_{i} \in \mathbb{R}^{h}\right\}_{i \in V}, b \in(0,1 / 2]$.
2. Let $c=\Omega_{b}(1)$ be a constant to be fixed in the proof.
3. For $t=1,2, \ldots, O(\log n)$ :
(a) Pick a unit vector $u$ uniformly at random from $\mathbb{S}^{h-1}$ and let $x \in \mathbb{R}^{n}$ with $x_{i} \stackrel{\text { def }}{=} \sqrt{h} \cdot u^{T} v_{i}$.
(b) Sort the vector $x$. Assume w.l.og. that $x_{1} \geq x_{2} \geq \ldots \geq x_{n}$. Define $S_{i} \stackrel{\text { def }}{=}\{j \in$ $\left.[n]: x_{j} \geq x_{i}\right\}$.
(c) Let $S^{(t)} \stackrel{\text { def }}{=}\left(S_{i}, \bar{S}_{i}\right)$ which minimizes $\phi\left(S_{i}\right)$ among sweep-cuts for which $\operatorname{vol}\left(S_{i}\right) \in$ $[c \cdot 2 m,(1-c) \cdot 2 m]$.
4. Output: The cut $S^{(t)}$ of least conductance over all choices of $t$.

Figure 5.6: ProjRound

## Preliminaries.

We will make use of the following simple facts. Recall that for $y \in \mathbb{R}^{h}, \operatorname{sgn}(y)=1$ if $y \geq 0$, and -1 otherwise.

Fact 5.5.1. For all $y, z \in \mathbb{R},(y+z)^{2} \leq 2\left(y^{2}+z^{2}\right)$.
Fact 5.5.2. For all $y \geq z \in \mathbb{R},\left|\operatorname{sgn}(y) \cdot y^{2}-\operatorname{sgn}(z) \cdot z^{2}\right| \leq(y-z)(|y|+|z|)$.
Proof.

1. If $\operatorname{sgn}(y)=\operatorname{sgn}(z)$, then $\left|\operatorname{sgn}(y) \cdot y^{2}-\operatorname{sgn}(z) \cdot z^{2}\right|=\left|y^{2}-z^{2}\right|=(y-z) \cdot|y+z|=$ $(y-z)(|y|+|z|)$ as $y \geq z$.
2. If $\operatorname{sgn}(y) \neq \operatorname{sgn}(y)$, then since $y \geq z,(y-z)=|y|+|z|$. Hence, $\left|\operatorname{sgn}(y) \cdot y^{2}-\operatorname{sgn}(z) \cdot z^{2}\right|=$ $y^{2}+z^{2} \leq(|y|+|z|)^{2}=(y-z)(|y|+|z|)$.

Fact 5.5.3. For all $y \geq z \in \mathbb{R},(y-z)^{2} \leq 2\left(\operatorname{sgn}(y) \cdot y^{2}-\operatorname{sgn}(z) \cdot z^{2}\right)$.
Proof.

1. If $\operatorname{sgn}(y)=\operatorname{sgn}(z),(y-z)^{2}=y^{2}+z^{2}-2 y z \leq y^{2}+z^{2}-2 z^{2}=y^{2}-z^{2}$ as $y \geq z$. Since $\operatorname{sgn}(y)=\operatorname{sgn}(z), y^{2}-z^{2} \leq 2\left(\operatorname{sgn}(y) \cdot y^{2}-\operatorname{sgn}(z) \cdot z^{2}\right)$.
2. If $\operatorname{sgn}(y) \neq \operatorname{sgn}(z),(y-z)^{2}=(|y|+|z|)^{2} \leq 2\left(|y|^{2}+|z|^{2}\right)=2\left(\operatorname{sgn}(y) \cdot y^{2}-\operatorname{sgn}(z) \cdot z^{2}\right)$. Here, we have used Fact 5.5.1.

We also need the following standard facts.
Fact 5.5.4. Let $v \in \mathbb{R}^{h}$ be a vector of length $\ell$ and $u$ a unit vector chosen uniformly at random in $\mathbb{S}^{h-1}$. Then,

1. $\mathbb{E}_{u}\left(v^{T} u\right)^{2}=\frac{\ell^{2}}{h}$, and
2. for $0 \leq \delta \leq 1, \mathbb{P}_{u}\left[\sqrt{h} \cdot\left|v^{T} u\right| \leq \delta \ell\right] \leq 3 \delta$.

Fact 5.5.5. Let $Y$ be a non-negative random variable such that $\mathbb{P}[Y \leq K]=1$ and $\mathbb{E}[Y] \geq \delta$. Then,

$$
\mathbb{P}[Y \geq \delta / 2] \geq \frac{\delta}{2 K}
$$

The following lemma about projections will be crucial in the proof of Theorem 5.1.7. It is a simple adaptation of an argument appearing in [12].
Lemma 5.5.6 (Projection). Given a roundable embedding $\left\{v_{i} \in \mathbb{R}^{h}\right\}_{i \in V}$, consider the embedding $x \in \mathbb{R}^{n}$ such that $x_{i} \stackrel{\text { def }}{=} \sqrt{d} \cdot u^{T} v_{i}$, where $u \in \mathbb{S}^{h-1}$, and assume without loss of generality that $x_{1} \geq \ldots \geq x_{n}$. Then, there exists $c \in(0, b]$ such that with probability $\Omega_{b}(1)$ over the choice of $u \in \mathbb{S}^{h-1}$, the following conditions hold simultaneously:

1. $\mathbb{E}_{\{i, j\} \in E}\left(x_{i}-x_{j}\right)^{2} \leq O_{b}\left(\mathbb{E}_{\{i, j\} \in E}\left\|v_{i}-v_{j}\right\|^{2}\right)=O_{b}(\gamma)$,
2. $\mathbb{E}_{i \sim \mu}\left(x_{i}-x_{\text {avg }}\right)^{2}=O_{b}(1)$, and
3. there exists $1 \leq l \leq n$ with $\operatorname{vol}(\{1, \ldots, l\}) \geq c \cdot \operatorname{vol}(G)$ and, there exists $l \leq r \leq n$ such that $\operatorname{vol}(\{r, \ldots, n\}) \geq c \cdot \operatorname{vol}(G)$ such that $x_{l}-x_{r} \geq \Omega_{b}(1)$.
Proof. We are going to lower bound the probability, over $u$, of each of (1), (2) and (3) in the lemma and then apply the union bound.

Part (1). By applying Fact 5.5.4 to $v=v_{i}-v_{j}$ and noticing $\sqrt{h} \cdot\left|v^{T} u\right|=\left|x_{i}-x_{j}\right|$, we have

$$
\underset{u}{\mathbb{E}} \underset{\{i, j\} \in E}{\mathbb{E}}\left(x_{i}-x_{j}\right)^{2}=\underset{\{i, j\} \in E}{\mathbb{E}}\left\|v_{i}-v_{j}\right\|^{2}
$$

Hence, by Markov's Inequality, for some $p_{1}$ to be fixed later

$$
\underset{u}{\mathbb{P}}\left[\underset{\{i, j\} \in E}{\mathbb{E}}\left(x_{i}-x_{j}\right)^{2} \geq 1 / p_{1} \cdot \underset{\{i, j\} \in E}{\mathbb{E}}\left\|v_{i}-v_{j}\right\|^{2}\right] \leq p_{1}
$$

## Part (2).

$$
\underset{u}{\mathbb{E}} \underset{i \sim \mu}{\mathbb{E}}\left(x_{i}-x_{\text {avg }}\right)^{2} \stackrel{\text { Fact }}{\text { 5.5.4-(1) }} \underset{=}{\mathbb{E}} \underset{i \sim \mu}{\mathbb{E}}\left\|v_{i}-v_{\text {avg }}\right\|^{2} \stackrel{\text { roundability }}{=} 1 \text {. }
$$

Hence, for some $p_{2}$ be fixed later

$$
\underset{u}{\mathbb{P}}\left[\underset{i \sim \mu}{\mathbb{E}}\left(x_{i}-x_{\mathrm{avg}}\right)^{2} \geq 1 / p_{2} \cdot \underset{i \sim \mu}{\mathbb{E}}\left\|v_{i}-v_{\mathrm{avg}}\right\|^{2}\right] \leq p_{2}
$$

Part (3). Let $R \stackrel{\text { def }}{=}\left\{i \in V:\left\|v_{i}-v_{\text {avg }}\right\|^{2} \leq 32 \cdot(1-b) / b\right\}$. Let $\sigma \stackrel{\text { def }}{=} 4 \cdot \sqrt{2} \sqrt{(1-b) / b}$. By Markov's Inequality, $\mu(\bar{R}) \leq 1 / \sigma^{2}$. As $\left\{v_{i}\right\}_{i \in V}$ is roundable, for all $i, j \in R,\left\|v_{i}-v_{j}\right\| \leq 2 \sigma$. Hence, $\left\|v_{i}-v_{j}\right\| \geq 1 / 2 \sigma \cdot\left\|v_{i}-v_{j}\right\|^{2}$ for such $i, j \in R$. This, together with the roundability of $\left\{v_{i}\right\}_{i \in V}$, implies that

$$
\underset{\{i, j\} \sim \mu_{R} \times \mu_{R}}{\mathbb{E}}\left\|v_{i}-v_{j}\right\| \geq 1 / 128 \sigma .
$$

For any $k \in R$, we can apply the triangle inequality for the Euclidean norm as follows

$$
\begin{array}{r}
\underset{\{i, j\} \sim \mu_{R} \times \mu_{R}}{\mathbb{E}}\left\|v_{i}-v_{j}\right\| \leq \underset{\{i, j\} \sim \mu_{R} \times \mu_{R}}{\mathbb{E}}\left(\left\|v_{i}-v_{k}\right\|+\left\|v_{k}-v_{j}\right\|\right) \\
\leq 2 \cdot \underset{i \sim \mu_{R}}{\mathbb{E}}\left\|v_{i}-v_{k}\right\| .
\end{array}
$$

Hence, for all $k \in R$

$$
\underset{i \sim \mu_{R}}{\mathbb{E}}\left\|v_{i}-v_{k}\right\| \geq 1 / 256 \sigma .
$$

Let $R_{k}$ be the set $\left\{i \in R:\left\|v_{i}-v_{k}\right\| \geq 1 / 512 \sigma\right\}$. Since $\left\|v_{i}-v_{k}\right\| \leq 2 \sigma$, applying Fact 5.5 .5 yields that, for all $k \in R$,

$$
\underset{i \sim \mu_{R}}{\mathbb{P}}\left[i \in R_{k}\right] \geq 1 / 1024 \sigma^{2}
$$

For all vertices $i \in R_{k}$, by Fact 5.5.4

$$
\underset{u}{\mathbb{P}}\left[\left|x_{k}-x_{i}\right| \geq 1 / 9 \cdot 1 / 512 \sigma=1 / 4608 \sigma\right] \geq \frac{2}{3} .
$$

Let $\delta \stackrel{\text { def }}{=} 1 / 2 \cdot 1 / 4608 \sigma=1 / 9216 \sigma$. Consider the event $\mathcal{E} \stackrel{\text { def }}{=}\left\{i \in R_{k} \wedge\left|x_{i}-x_{k}\right| \geq 2 \cdot \delta\right\}$. Then,

$$
\begin{array}{r}
\underset{u,\{i, k\} \sim \mu_{R} \times \mu_{R}}{\mathbb{P}}[\mathcal{E}]=\underset{\{i, k\} \sim \mu_{R} \times \mu_{R}}{\mathbb{P}}\left[i \in R_{k}\right] \cdot \underset{u}{\mathbb{P}}\left[\left|x_{i}-x_{k}\right| \geq 2 \cdot \delta \mid i \in R_{k}\right] \\
\geq \frac{1}{1024 \sigma^{2}} \cdot \frac{2}{3}=\frac{1}{1536 \sigma^{2}} \stackrel{\text { def }}{=} \rho .
\end{array}
$$

Hence, from Fact 5.5.5, with probability at least $\rho / 2$ over directions $u$, for a fraction $\rho / 2$ of pairs $\{i, k\} \in R \times R,\left|x_{k}-x_{i}\right| \geq 2 \cdot \delta$. Let $\nu$ be the median value of $\left\{x_{i}\right\}_{i \in V}$. Let $L \stackrel{\text { def }}{=}\left\{i: x_{i} \leq \nu-\delta\right\}$ and $H \stackrel{\text { def }}{=}\left\{i: x_{i} \geq \nu+\delta\right\}$. Any pair $\{i, j\} \in R \times R$ with $\left|x_{i}-x_{j}\right| \geq 2 \cdot \delta$ has at least one vertex in $L \cup H$. Hence,

$$
\mu(L \cup H) \geq 1 / 2 \cdot \rho / 2 \cdot \mu(R)^{2} \geq \rho / 4 \cdot\left(\sigma^{2}-1 / \sigma^{2}\right)^{2} \geq \rho / 16=\Omega_{b}(1)
$$

Assume $\mu(L) \geq \rho / 32$, otherwise, apply the same argument to $H$. Let $l$ be the largest index in $L$. For all $i \in L$ and $j$ such that $x_{j} \geq \nu$, we have $\left|x_{i}-x_{j}\right| \geq \delta$. (Similarly, let $r$ be the smallest index in $H$.) This implies that,

$$
\left|x_{l}-x_{\lfloor n / 2\rfloor}\right| \geq \delta
$$

with probability at least $\rho / 2=\Omega_{b}(1)$, satisfying the required condition. Let $p_{3}$ be the probability that this event does not take place. Then,

$$
p_{3} \leq 1-\rho / 2
$$

To conclude the proof, notice that the probability that all three conditions do not hold simultaneously is, by a union bound, at most $p_{1}+p_{2}+p_{3}$. Setting $p_{1}=p_{2}=\rho / 5=\Omega_{b}(1)$, we satisfy the first and third conditions and obtain

$$
p_{1}+p_{2}+p_{3} \leq 1-\rho \cdot(1 / 2-1 / 5-1 / 5) \leq 1-\rho / 10
$$

Hence, all conditions are satisfied at the same time with probability at least $\rho / 10=\Omega_{b}(1)$.
From this proof, it is possible to see that the parameter $c$ in our rounding scheme should be set to $\rho / 32$. We are now ready to give a proof of Theorem 5.1.7. It is essentially a variation of the proof of Cheeger's Inequality, tailored to produce balanced cuts.

Proof of Theorem 5.1.7. For this proof, assume that $x$ has been translated so that $x_{\text {avg }}=0$. Notice that the guarantees of 5.5 .6 still apply. Let $x, l, r$ and $c$ be as promised by Lemma 5.5.6. For $z \in \mathbb{R}$, let $\operatorname{sgn}(z)$ be 1 if $z \geq 0$ and -1 otherwise. Let

$$
y_{i} \stackrel{\text { def }}{=} \operatorname{sgn}\left(x_{i}\right) \cdot x_{i}^{2} .
$$

Hence,

$$
\begin{aligned}
& \underset{\{i, j\} \in E}{\mathbb{E}}\left|y_{i}-y_{j}\right| \stackrel{\text { Fact } 5.5 .2}{\leq} \underset{\{i, j\} \in E}{\mathbb{E}}\left(\left|x_{i}-x_{j}\right|\right) \cdot\left(\left|x_{i}\right|+\left|x_{j}\right|\right) \\
& \leq \sqrt{\underset{\{i, j\} \in E}{\mathbb{E}}\left(x_{i}-x_{j}\right)^{2} \cdot \underset{\{i, j\} \in E}{\mathbb{E}}\left(\left|x_{i}\right|+\left|x_{j}\right|\right)^{2}} \\
& \stackrel{\text { Fact 5.5.1 }}{\leq} \sqrt{2 \cdot \underset{\{i, j\} \in E}{\mathbb{E}}\left(x_{i}-x_{j}\right)^{2} \cdot \underset{\{i, j\} \in E}{\mathbb{E}}\left(x_{i}^{2}+x_{j}^{2}\right)} \\
&=\sqrt{2 \cdot \underset{\{i, j\} \in E}{\mathbb{E}}\left(x_{i}-x_{j}\right)^{2} \cdot \frac{2 m}{m} \cdot \underset{i \sim \mu}{\mathbb{E}} x_{i}^{2}} \\
&=\sqrt{4 \cdot \underset{\{i, j\} \in E}{\mathbb{E}}\left(x_{i}-x_{j}\right)^{2} \cdot \underset{i \sim \mu}{\mathbb{E}} x_{i}{ }^{2}} \\
& \text { Lemma 5.5.5-(1),(2)} \leq \\
& \leq
\end{aligned}
$$

Now we lower bound $\mathbb{E}_{\{i, j\} \in E}\left|y_{i}-y_{j}\right|$. Notice that if $x_{i} \geq x_{j}$, then $y_{i} \geq y_{j}$ and vice-versa. Hence,

$$
y_{1} \geq \ldots \geq y_{n}
$$

Let $S_{i} \stackrel{\text { def }}{=}\{1, \ldots, i\}$ and let $\phi$ be the minimum conductance of $S_{i}$ over all $l \leq i \leq . r$

$$
\begin{aligned}
\underset{\{i, j\} \in E}{\mathbb{E}}\left|y_{i}-y_{j}\right| & =\frac{1}{|E|} \sum_{i=1}^{n-1}\left|E\left(S_{i}, \bar{S}_{i}\right)\right| \cdot\left(y_{i}-y_{i+1}\right) \\
& \geq \phi \cdot \sum_{l \leq i \leq r} \frac{\min \left\{\operatorname{vol}\left(S_{i}\right), \operatorname{vol}\left(\bar{S}_{i}\right)\right\}}{|E|}\left(y_{i}-y_{i+1}\right) \\
& \stackrel{\text { Lemma }}{=} \stackrel{5.5 .6-(3)}{=} \Omega_{b}(1) \cdot \phi \cdot \sum_{l \leq i \leq r}\left(y_{i}-y_{i+1}\right) \\
& \geq \Omega_{b}(1) \cdot \phi \cdot\left(y_{l}-y_{r}\right) \\
& \text { Fact } 5.5 .3 \\
& \quad \Omega_{b}(1) \cdot \phi \cdot\left(x_{l}-x_{r}\right)^{2} \\
& \quad \text { Lemma 5.5.6 } \\
& \Omega_{b}(1) \cdot \phi .
\end{aligned}
$$

Hence, $\phi \leq O_{b}(\sqrt{\gamma})$ with constant probability over the choice of projection vectors $u$. Repeating the projection $O(\log n)$ times and picking the best balanced cut found yields a high probability statement. Finally, as the embedding is in $h$ dimensions, it takes $\tilde{O}(n h)$ time to compute the projection. After that, the one-dimensional embedding can be sorted in time $\tilde{O}(n)$ and the conductance of the relevant sweep cuts can be computed in time $O(\mathrm{~m})$, so that the total running time is $\tilde{O}(n h+m)$.
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## Appendix A

## Omitted Proofs

## A. 1 Projection Lemma

The results in this section essentially appear in [41], albeit without a detailed proof. We include a formal proof here for completeness.
Fact A.1.1 (Gaussian behavior of projections). If $v$ is a vector of length $l$ in $\mathbb{R}^{m}$ and $u$ is a random vector in $\mathbb{S}^{m-1}$. Then

1. $\mathbb{E}_{u}\left[\left(v^{T} u\right)^{2}\right]=\frac{l^{2}}{m}$,
2. For $x \leq m / 16, \mathbb{P}_{u}\left[\left(v^{T} u\right)^{2} \geq x l^{2} / m\right] \leq e^{-x / 4}$.

Lemma A.1.2. Let $\left\{v_{i}\right\}_{i=1}^{n}$ be vectors in $\mathbb{R}^{n-1}$ such that $\sum_{i} v_{i}=0$. Let $\Phi \stackrel{\text { def }}{=} \sum\left\|v_{i}\right\|^{2}$. Let $r$ be a random uniform unit vector in $\mathbb{R}^{n-1}$ and for all $i$ set $u_{i}:=v_{i}^{T} r$. Let $S$ be the partition of $[n]$ such $|S|=n / 2$ and for all $i \in S$ and $j \in \bar{S} u_{i} \geq u_{j}$. Consider any matching $M$ of the indices $[n]$ across $(S, \bar{S})$. Then,

$$
\underset{r}{\mathbb{E}}\left[\sum_{\{i, j\} \in E(M)}\left\|v_{i}-v_{j}\right\|^{2}\right]=\Omega\left(\frac{\Phi}{\log n}\right) .
$$

Proof. Define the event

$$
\mathcal{E}_{i j}:=\left\{\left(u_{i}-u_{j}\right)^{2} \leq \frac{c \log n}{n-1}\left\|v_{i}-v_{j}\right\|^{2}\right\}
$$

for some constant $c>0$. Let $\mathcal{E}:=\bigcap_{i, j} \mathcal{E}_{i j}$. By the Fact A.1.1 we have that $\mathbb{P}\left[\overline{\mathcal{E}}_{i j}\right] \leq n^{-c / 4}$. Hence, by a union bound, $\mathbb{P}[\overline{\mathcal{E}}] \leq n^{-c / 4+2}$. Then,

$$
\underset{r}{\mathbb{E}}\left[\sum_{\{i, j\} \in E(M)}\left\|v_{i}-v_{j}\right\|^{2}\right] \geq \frac{n-1}{c \log n} \underset{r}{\mathbb{E}}\left[\sum_{\{i, j\} \in E(M)}\left(u_{i}-u_{j}\right)^{2} \mid \mathcal{E}\right] \cdot \mathbb{P}[\mathcal{E}] .
$$

Let $a$ be the real number such that $u_{i} \geq a \geq u_{j}$ for all $i \in S, j \in \bar{S}$. We have $\sum_{i=1}^{n} u_{i}=$ $\sum_{i=1}^{n} v_{i}^{T} r=\left(\sum_{i=1}^{n} v_{i}\right)^{T} r=0$. Hence, by the same argument as in Lemma 4.2.1,

$$
\sum_{\{i, j\} \in E(M)}\left(u_{i}-u_{j}\right)^{2} \geq \sum_{i=1}^{n}\left(u_{i}-a\right)^{2}=\|u\|^{2}-2 a\left(\sum_{i=1}^{n} u_{i}\right)+n a^{2}=\|u\|^{2}+n a^{2} \geq\|u\|^{2}
$$

So, we have

$$
\underset{r}{\mathbb{E}}\left[\sum_{\{i, j\} \in E(M)}\left\|v_{i}-v_{j}\right\|^{2}\right] \geq \frac{n-1}{c \log n} \underset{r}{\mathbb{E}}\left[\|u\|^{2} \mid \mathcal{E}\right] \cdot \mathbb{P}[\mathcal{E}] .
$$

To obtain a lower bound on the r.h.s., notice that

$$
\underset{r}{\mathbb{E}}\left[\|u\|^{2}\right]=\sum_{i=1}^{n} \underset{r}{\mathbb{E}}\left[u_{i}^{2}\right]=\sum_{i=1}^{n} \frac{\left\|v_{i}\right\|^{2}}{n-1}=\frac{\Phi}{n-1}
$$

Moreover, as $\|u\|^{2} \leq \Phi$,

$$
\underset{r}{\mathbb{E}}\left[\|u\|^{2} \mid \mathcal{E}\right] \cdot \mathbb{P}[\mathcal{E}] \geq \underset{r}{\mathbb{E}}\left[\|u\|^{2}\right]-\underset{r}{\mathbb{E}}\left[\|u\|^{2} \mid \overline{\mathcal{E}}\right] \cdot \mathbb{P}[\overline{\mathcal{E}}] \geq \frac{\Phi}{n-1}-\Phi \cdot n^{-c / 4+2}
$$

By picking $c$ to be a large enough constant, one obtains

$$
\underset{r}{\mathbb{E}}\left[\sum_{\{i, j\} \in M}\left\|v_{i}-v_{j}\right\|^{2}\right] \geq \frac{\Phi}{2 c \log n}
$$

## A. 2 Proof of Lemma 5.1. 10

This argument follows almost exactly a similar analysis by Kale [34]. It is included for completeness.

## Preliminaries

For the rest of this section the norm notation will mean the norm in the subspace described by $\Pi$. Hence $\|A\|=\|\Pi A \Pi\|$. Recall also that $t_{A}$ is the running time necessary to perform a matrix-vector multiplication by matrix $A$. We will need the following lemmata.

Lemma A.2.1 (Johnson-Lindenstrauss). Given an embedding $\left\{v_{i} \in \mathbb{R}^{n}\right\}_{i \in V}, V=[n]$, let $u_{1}, u_{2}, \ldots, u_{k}$, be vectors sampled independently uniformly from the $n$-1-dimensional sphere of radius $\sqrt{n / k}$. Let $U$ be the $k \times t$ matrix having the vector $u_{i}$ as $i$-th row and let $\tilde{v}_{i} \xlongequal{\text { def }} U v_{i}$. Then, for $k_{\delta} \stackrel{\text { def }}{=} O\left(\log n / \delta^{2}\right)$, for all $i, j \in V$

$$
(1-\delta) \cdot\left\|v_{i}-v_{j}\right\|^{2} \leq\left\|\tilde{v}_{i}-\tilde{v}_{j}\right\|^{2} \leq(1+\delta) \cdot\left\|v_{i}-v_{j}\right\|^{2}
$$

and

$$
(1-\delta) \cdot\left\|v_{i}\right\|^{2} \leq\left\|\tilde{v}_{i}\right\|^{2} \leq(1+\delta) \cdot\left\|v_{i}\right\|^{2}
$$

Lemma A.2.2 ([35]). There exists an algorithm EXPV which, on input of a matrix $A \in$ $\mathbb{R}^{n \times n}$, a vector $u \in \mathbb{R}^{n}$ and a parameter $\eta$, computes a vector $v \in \mathbb{R}^{n}$, such that $\left\|v-e^{-A} u\right\| \leq$ $\left\|e^{-A}\right\| \cdot \eta$ in time $O\left(t_{A} \log ^{3}(1 / \eta)\right)$.

The algorithm EXPV is described in [35] and [31].

## Proof

We define the $\tilde{U}_{\epsilon}$ algorithm in Figure A. 1 and proceed to prove Lemma 5.1.10.

- Input: A matrix $M \in \mathbb{R}^{n \times n}$.
- Let $\eta \stackrel{\text { def }}{=} O(1 / \operatorname{poly}(n))$. Let $\delta=\Theta(1)$ and $\epsilon=1 / 32$.
- For $k_{\delta}$ as in Lemma A.2.1, sample $k_{\delta}$ vectors $u_{1}, \ldots, u_{k_{\delta}} \in \mathbb{R}^{n}$ as in Lemma A.2.1.
- Let $A \xlongequal{\text { def }} \log (1-\epsilon) \cdot 2 m \cdot D^{-1 / 2} M D^{-1 / 2}$.
- For $1 \leq i \leq k_{\delta}$, compute vectors $b_{i} \in \mathbb{R}^{n}, b_{i} \stackrel{\text { def }}{=} \operatorname{EXPV}\left(1 / 2 \cdot A, D^{-1 / 2} u_{i}, \eta\right)$.
- Let $B$ be the matrix having $b_{i}$ as $i$-th row, and let $\tilde{v}_{i}$ be the $i$-th column of $B$.

Compute $Z \stackrel{\text { def }}{=} \mathbb{E}_{\{i, j\} \in \mu \times \mu}\left\|\tilde{v}_{i}-\tilde{v}_{j}\right\|^{2}=L\left(K_{V}\right) \bullet B^{T} B$.

- Return $\tilde{X} \stackrel{\text { def }}{=} 1 / Z \cdot B^{T} B$, by giving its correspoding embedding, i.e., $\left\{1 / \sqrt{Z} \cdot \tilde{v}_{i}\right\}_{i \in V}$.

Figure A.1: The $\tilde{U}_{\epsilon}$ algorithm

Proof. We verify that the conditions required hold.

- By construction, $\tilde{X} \succeq 0$, as $\tilde{X}=1 / z \cdot B^{T} B$, and $L\left(K_{V}\right) \bullet \tilde{X}=1$.
- $\tilde{X}=(1 / \sqrt{Z} \cdot B)^{T}(1 / \sqrt{Z} \cdot B)$ and $B$ is a $k_{\delta} \times n$ matrix, with $k_{\delta}=O(\log n)$, by Lemma A.2.1.
- We perform $k_{\delta}=O(\log n)$ calls to the algorithm EXPV, each of which takes time $\tilde{O}\left(t_{A}\right)=\tilde{O}\left(t_{M}+n\right)$. Sampling the vectors requires $\tilde{O}(n) \operatorname{time}\left\{u_{i}\right\}_{1, \ldots, k_{\delta}}$ and so does computing $Z$ as we can exploit Fact 5.1.1. Hence, the total running time is $\tilde{O}\left(t_{M}+n\right)$.
- Let $U$ be the $k_{\delta} \times n$ matrix having the sampled vectors $u_{1}, \ldots, u_{k_{\delta}}$ as rows. Let $\left\{v_{i}\right\}_{i \in V}$ be the embedding corresponding to matrix $Y \stackrel{\text { def }}{=} D^{-1 / 2} e^{-A} D^{-1 / 2}$, i.e., $v_{i}$ is the $i$-th column of $Y^{1 / 2}$. Notice that $X=Y / L\left(K_{V}\right) \bullet Y$. Define $\hat{v}_{i} \stackrel{\text { def }}{=} U v_{i}$ for all $i$ and let $\hat{Y}$ be the Gram matrix corresponding to this embedding, i.e., $\hat{Y} \stackrel{\text { def }}{=}\left(Y^{1 / 2}\right)^{T} U^{T} U\left(Y^{1 / 2}\right)$. Also, let $\tilde{Y}$ be the Gram matrix corresponding to the embedding $\left\{\tilde{v}_{i}\right\}_{i \in V}$, i.e., $\tilde{Y}=B^{T} B$ and $\tilde{X}=\tilde{Y} / L\left(K_{V}\right) \bullet \tilde{Y}$. We will relate $Y$ to $\hat{Y}$ and $\hat{Y}$ to $\tilde{Y}$ to complete the proof.
First, by Lemma A.2.1, applied to $\left\{v_{i}\right\}_{i \in V}$, with high probability, for all $H$

$$
(1-\delta) \cdot L(H) \bullet Y \leq L(H) \bullet \hat{Y} \leq(1+\delta) \cdot L(H) \bullet Y
$$

and for all $i \in V$

$$
(1-\delta) \cdot R_{i} \bullet Y \leq R_{i} \bullet \hat{Y} \leq(1+\delta) \cdot R_{i} \bullet Y
$$

In particular, this implies that $(1-\delta) \cdot \Pi \bullet Y \leq \Pi \bullet \hat{Y} \leq(1+\delta) \cdot \Pi \bullet Y$. Hence,

$$
\frac{1-\delta}{1+\delta} \cdot L(H) \bullet X \leq L(H) \bullet \hat{X} \leq \frac{1+\delta}{1-\delta} \cdot L(H) \bullet X
$$

and for all $i$

$$
\frac{1-\delta}{1+\delta} \cdot R_{i} \bullet X \leq R_{i} \bullet \hat{X} \leq \frac{1+\delta}{1-\delta} \cdot R_{i} \bullet X
$$

Now we relate $\hat{Y}$ and $\tilde{Y}$. Let $E \stackrel{\text { def }}{=}\left(\tilde{Y}^{1 / 2}-\hat{Y}^{1 / 2}\right) D^{1 / 2}$. By Lemma A.2.2

$$
\begin{array}{r}
\|E\|^{2} \leq\|E\|_{F}^{2}=\sum_{i}\left\|d_{i} \tilde{v}_{i}-\hat{v}_{i}\right\|^{2} \leq 2 m \cdot\left\|e^{\epsilon / 2 \cdot A}\right\|^{2} \cdot \eta^{2} \\
\leq 2 m \cdot\left\|Y^{1 / 2} D^{1 / 2}\right\|^{2} \cdot \eta^{2} \leq(2 m)^{2} \cdot L\left(K_{V}\right) \bullet Y \cdot \eta^{2}
\end{array}
$$

This also implies

$$
\begin{array}{r}
\|E\| \cdot\left\|\hat{Y}^{1 / 2} D^{1 / 2}\right\| \leq\|E\|_{F} \cdot\left\|\hat{Y}^{1 / 2} D^{1 / 2}\right\|_{F} \\
\leq\left(\sqrt{2 m} \cdot\left\|Y^{1 / 2} D^{1 / 2}\right\| \cdot \eta\right) \cdot \sqrt{\sum_{i} d_{i}\left\|\hat{v}_{i}-\hat{v}_{\mathrm{avg}}\right\|^{2}} \\
\leq 2 m \cdot \eta \cdot(1+\delta) \cdot L\left(K_{V}\right) \bullet Y
\end{array}
$$

As $D^{1 / 2}(\tilde{Y}-\hat{Y}) D^{1 / 2}=E^{T} E+\left(\hat{Y}^{1 / 2}\right)^{T} E+E^{T} \hat{Y}^{1 / 2}$, we have

$$
\begin{array}{r}
\left\|D^{1 / 2}(\tilde{Y}-\hat{Y}) D^{1 / 2}\right\| \\
\leq\left\|E^{T} E+\left(\hat{Y}^{1 / 2}\right)^{T} E+E^{T} \hat{Y}^{1 / 2}\right\| \\
\leq \sqrt{3}\left(\|E\|^{2}+2 \cdot\|E\|\left\|\hat{Y}^{1 / 2}\right\|\right) \\
\leq 9 \cdot(2 m)^{2} \cdot(1+\delta) \cdot L\left(K_{V}\right) \bullet Y \cdot \eta .
\end{array}
$$

and

$$
\begin{array}{r}
\left|L\left(K_{V}\right) \bullet(\tilde{Y}-\hat{Y})\right| \\
\leq L\left(K_{V}\right) \bullet\left(E^{T} E\right)+2 \cdot\left|L\left(K_{V}\right) \bullet\left(E^{T} \hat{Y}^{1 / 2}\right)\right| \\
\leq 1 / 2 m \cdot\|E\|_{F}^{2}+2 / 2 m \cdot\|E\|_{F}\left\|\hat{Y}^{1 / 2}\right\|_{F} \\
\leq 3 \cdot 2 m \cdot(1+\delta) \cdot L\left(K_{V}\right) \bullet Y \cdot \eta
\end{array}
$$

Finally, combining these bounds we have

$$
\begin{array}{r}
\|\tilde{X}-\hat{X}\|_{2}=\left\|\frac{\tilde{Y}}{L\left(K_{V}\right) \bullet \tilde{Y}}-\frac{\hat{Y}}{L\left(K_{V}\right) \bullet \hat{Y}}\right\|_{2} \\
\leq\left\|\frac{\tilde{Y}}{L\left(K_{V}\right) \bullet \tilde{Y}}-\frac{\tilde{Y}}{L\left(K_{V}\right) \bullet \hat{Y}}\right\|_{2} \\
+\left\|\frac{\tilde{Y}}{L\left(K_{V}\right) \bullet \hat{Y}}-\frac{\hat{Y}}{L\left(K_{V}\right) \bullet \hat{Y}}\right\|_{2} \\
\leq \frac{\|\tilde{Y}\| \cdot\left|L\left(K_{V}\right) \bullet \tilde{Y}-L\left(K_{V}\right) \bullet \hat{Y}\right|}{L\left(K_{V}\right) \bullet \tilde{Y} \cdot L\left(K_{V}\right) \bullet \hat{Y}}+\frac{\|\tilde{Y}-\hat{Y}\|}{L\left(K_{V}\right) \bullet \hat{Y}} \\
\leq \frac{2 m \cdot\left|L\left(K_{V}\right) \bullet \tilde{Y}-L\left(K_{V}\right) \bullet \hat{Y}\right|+\|\tilde{Y}-\hat{Y}\|}{L\left(K_{V}\right) \bullet \hat{Y}} \\
\leq \frac{12 \cdot(2 m)^{2} \cdot(1+\delta) \cdot L\left(K_{V}\right) \bullet Y \cdot \eta}{(1-\delta) \cdot L\left(K_{V}\right) \bullet Y} \\
\leq 12 \cdot(2 m)^{2} \cdot 1+\delta / 1-\delta \cdot \eta \\
\leq O(1 / \mathrm{poly}(n))
\end{array}
$$

by taking $\eta$ sufficiently small in $O(1 / \mathrm{poly}(n))$ and $\delta=\Theta(1)$.
Hence, as $\|L(H)\| \leq O(m)$ and $\left\|R_{i}\right\| \leq O(m)$

$$
|L(H) \cdot \hat{X}-L(H) \cdot \tilde{X}| \leq O(1 / \operatorname{poly}(n))
$$

and

$$
\left|R_{i} \bullet \hat{X}-R_{i} \bullet \tilde{X}\right| \leq O(1 / \operatorname{poly}(n))
$$

This, together with the fact that we can pick $\delta=O(1)$ such that $1-\delta / 1+\delta \geq 1-1 / 64$ and $1+\delta / 1-\delta \leq 1+1 / 64$ completes the proof.


[^0]:    ${ }^{1}$ We use the conventional notation $n \stackrel{\text { def }}{=}|V|$ and $m \stackrel{\text { def }}{=}|E|$ for an instance graph $G=(V, E)$.

[^1]:    ${ }^{2}$ Following Spielman and Teng [64], we denote by nearly-linear time a time that is almost linear in the number of edges, with a possible inverse polynomial dependence on the conductance of the graph.

[^2]:    ${ }^{1}$ We will use $O_{b}(\cdot)$ and $\Omega_{b}(\cdot)$ in our asymptotic notation when we want to emphasize the dependence of the hidden coefficent on $b$.

