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Abstract

Printed Nitrate Sensor Nodes for Precision Agriculture

by

Payton James Goodrich

Doctor of Philosophy in Engineering - Mechanical Engineering

University of California, Berkeley

Professor Tarek Zohdi, Chair

Nitrate is a critical nutrient for plant growth and a primary component of commer-
cial fertilizers. Unfortunately, nitrate production is an energy-intensive process and,
when applied in excess, generates greenhouse gases and pollutes the water supply.
Despite this, tools for monitoring nitrate and other nutrients in the soil are inad-
equate. Measurements must be made at a high spatial and temporal resolution to
optimize agricultural water and fertilizer inputs.

We will present the model-based design, fabrication, and implementation of wireless
nitrate sensor nodes in a precision farming system. First, I will discuss the design,
fabrication, and characterization of fully printed potentiometric nitrate sensors, de-
scribing in detail key performance metrics and benchmarking our sensors against
existing sensors in the literature. We will next define and demonstrate the optimized
placement of soil sensors in agricultural fields using machine learning optimization
approaches to determine the scale of production required to meet the project goals
and inform the design space of the wireless sensor nodes. The nitrate sensors were
modified, integrated into a WiFi-enabled sensor node, and characterized in varying
solution and soil conditions. The sensor node was adapted into a low-cost, naturally-
degradable, passive RFID nitrate sensor node, characterized, and modeled into a
wireless sensor network sampled by autonomous UAV drones. Finally, I describe the
challenges of interference and present preliminary results of a multianalyte nitrogen
sensor array.
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Introduction

This thesis is divided into two sections. In the first section, a technical primer is given
to provide a starting point for readers interested in sensor, printing, and machine
learning technologies. In the second section, these three technologies are combined to
demonstrate my dissertation work in developing nitrogen sensor nodes for precision
farming applications.

Grain growers apply on the order of a hundred to a few hundred pounds of nitro-
gen per acre, depending on the crop and field conditions [1]. At a cost of tens of cents
to a dollar (USD) per pound, with prices rapidly increasing in recent months, it is
the second highest cost for many crops, outdone only by seeds [2]. Nitrate fertilizer
is conventionally applied uniformly across a field despite studies that have shown
existing nitrate concentration in the soil can vary significantly on the order of tens
of meters. Precision agriculture practitioners aim to designate site-specific manage-
ment zones to direct more efficient nitrogen application, but the tools they have to
gather data are limited. Optical remote sensing can be used to estimate nitrogen in
growing plant material, but to get measurements of nitrate in the soil, a soil sample
must be collected and taken back to a laboratory, for analysis via chromatography
or spectrographic methods [3;4]. Such measurements are highly accurate, but they are
also expensive, labor-intensive, and give data for only one point in time and space.
Nitrate is highly mobile, so concentrations change over time. Models can be devel-
oped to estimate nitrate fluxes based on measurements at the beginning and end of
a season, but these rely on many estimations and assumptions [5].

Environmental quality monitoring and precision agriculture require nitrate sen-
sors that are robust enough to survive field deployment and soil insertion, can be
mass-produced, and involve few or no moving parts. Additionally, the data must
be simple to read. Printed solid-state potentiometric ion-selective electrode sensors
have the potential to meet these criteria.

The use of printing methods for sensor fabrication offers several advantages such
as low cost, high throughput, and ease of fabrication. In order to realize the benefits
of printing and enable large-scale sensor deployment, both electrodes must be printed.
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Previous works have shown printed nitrate ISEs for use in aqueous environments [6–9]

and agriculture [6;8;10–13]. Dam et al. [11] demonstrated potentiometric nitrate sensors
having a screen-printed nitrate ISE paired with a commercial RE for agriculture
applications. [14–16]. Similarly, inkjet-printed nitrate ISEs were reported by Jiang et
al. [17] using a commercial Ag/AgCl reference electrode during measurements.

In this work, we demonstrate fully printed, potentiometric nitrate sensors and
characterized their sensitivity, selectivity, and stability. We then integrated the sen-
sors into a wireless sensor node and characterized its sensitivity to nitrate concentra-
tion and moisture levels in the soil. We then replaced the components of the nitrate
sensor node with naturally degradable components and characterized the devices.
We propose a model-driven paradigm of measuring these sensors using swarms of
UAV drones whose flight paths are optimized using machine learning. Finally, we
demonstrate the need for sensor arrays to account for the interference that different
analytes could cause, and provide preliminary results for a nitrogen sensor array that
measures nitrate, nitrite, and ammonium concentration in aqueous solutions.
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Part I

Technical Primer
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Chapter 1

Sensors

Best Things dwell out of Sight
The Pearl—the Just—Our Thought...

– Emily Dickinson

For just a moment, silence your mind and be fully aware.
What do you hear? Look around, what do you see? Can you smell anything?

Are you hot or cold? Is the fabric on your skin soft or scratchy? Can you taste
anything on your breath?

Our senses are the gateways to interacting with the world around us. They
ground us in reality.

Each of what we call ‘senses’ are actually a complex biological network of sensors
that were developed over millions of years of evolution. According to Darwinism,
biological evolution is a competition that naturally selects for traits that increase
survival and reproduction, which means that our sensors (senses) were made with
the primary purpose of giving us the information needed to survive.

Fortunately for us, human civilization has developed to a point where day-to-day
survival is not a constant concern for most people. Our natural evolution progressed
in tandem with our technical innovation, and now the tools we develop allow us to
guide our own evolution. Electronic sensors are among these tools. They enhance and
expand human perception, broadening our ability to understand the world around us.
At the time of this writing, there are about one trillion sensors in the world [18], over
10 billion of which are ‘smart’ sensor nodes that are connected to the ever-growing
internet-of-things (IoT) [19]. As sensors capture more and more of our world, these
devices will not only give us a clearer understanding of our world but also help us
make sense of how we want to shape it.
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Figure 1.1: Sensors vs. detectors. A) A liquid-in-glass thermometer is one of the
simplest and most widely recognized temperature sensors. B) A smoke detector is a
detector, which is different from a sensor because it does not measure the amount of
smoke.

1.1 What is a Sensor?

A sensor is a device that is able to detect and measure some physical quantity of
interest and communicate that information to another device or person [20]. A com-
mon example of a sensor that you might recognize is the liquid-in-glass thermometer,
shown in Figure 1.1. In this type of thermometer, a thin glass tube is filled with a
small volume of liquid mercury that collects in a bulb at the bottom. Then, as tem-
perature changes, the mercury expands or contracts in response, causing the peak
of the mercury to move up or down the long stem. The stem, as you may know, is
calibrated and marked with numbers corresponding to the temperature in Fahren-
heit, Celsius, or both. In this example, the sensor detects the change in temperature
(our physical quantity of interest) by the liquid expanding or contracting in the glass
tube. The temperature is measured and communicated to a person by the numbered
ticks on the thermometer stem.

A sensor should not be mistaken for a detector, which is able to detect and
communicate a physical quantity, but fails to measure it. Consider for example a
smoke detector, such as the one shown in Figure 1.1B. A smoke detector is able to
detect whether or not there is smoke, but it doesn’t measure how much smoke there
is. To a smoke detector, there is no distinction between a blazing house fire and
overcooked salmon: both cause it to brazenly communicate its detection of smoke.
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Contrary to the thermometer example above, most modern sensors are electronic
devices, which will be the type of sensor that will be discussed in this dissertation.
Many electronic sensors work by having some material that is sensitive to the physical
quantity that is being measured, causing a property of that material to change with
respect to the physical quantity. Other electronic sensors take advantage of natural
laws, such as conductive metal wires arranged in a loop to measure the strength
of the magnetic field that it’s in. Later in Section 1.2, we will go over the various
types of sensors and the transduction mechanisms that a sensor might use. However,
regardless of the mechanism or the physical property that is being measured, all
electronic sensors have a sensing element that converts the signal of the physical
quantity to an electric signal.

As a quick aside, the opposite of a sensor is an actuator, which converts an
electric signal into a mechanical action [21]. Some common examples of actuators are
electrical motors, hydraulic pumps, or pneumatic valves. Sensors and actuators are
both transducers, which is a device that converts energy from one form to another.
The distinction here is the intended purpose of the device: sensors measure and
detect, while actuators perform an action. A more quantitative way of thinking of
this is to look at energy conversion efficiency. The efficiency of energy conversion for
sensors is immaterial because their purpose is to detect and measure. For example,
if one sensor is 10% efficient at energy conversion but is less accurate than a second
sensor that is only 2% efficient, then the second sensor is still an objectively better
sensor of the two sensors because it is better at detecting and measuring. Contrarily,
efficiency is an important metric for actuators because their purpose is to perform
an action. An electric motor with a 2W load is objectively better than a motor with
a 5W load, assuming they perform the same task equally well.

1.2 Sensor Classification

The organization and classification of sensors vary throughout the academic literature
and commercial marketplace. This is because there really is no perfect form of
organization, as there are many ‘one-off’ devices that sense for some unique purpose
or by some unique method [21]. Further, there are many ways to categorize sensors:
sensor specifications, sensor materials, transduction mechanisms, the quantity being
measured, the field of application, whether the sensor is active or passive, direct or
complex, and many, many more [22]. It is analogous to classifying humans: humans
can be classified by their age, gender, race, nationality, preferred sports team, favorite
color, or the size of their ears. Similarly, sensors can be classified in many such ways.
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Table 1.1: Classification of sensors by energy forms

Energy
Type

Example Measurands

Mechanical Length, area, volume, velocity, acceleration, mass flow, force,
torque, pressure, acoustic wavelength, acoustic intensity

Thermal Temperature, specific heat, entropy, heat flow
Electrical Voltage, current, charge, resistance, inductance, capacitance, dielec-

tric constant, polarization, electric field, frequency, dipole moment
Magnetic Field intensity, flux density, magnetic moment, permeability
Radiant Intensity, phase, wavelength, polarization, reflectance, transmit-

tance, refractive index
Chemical Composition, concentration, reaction rate, pH, oxidation/reduction

potential

In this section, we will describe a few of the more useful modes of classifying
sensors.

Energy Form

One way of classifying sensors is by the energy type of the signal that they are
measuring [23]. Table 1.1 lists the six energy forms or signal domains generally en-
countered, with examples of typical properties that are measured using those energy
forms.

Passive & Active

Sensors can also be classified as passive or active types. The distinction is simple:
active sensors provide their own energy source to operate, while passive sensors
use naturally available energy. An interesting example of both an active and a
passive sensor is a camera. In a brightly lit location, natural light will illuminate the
photographed subjects and then reflect toward the camera lens, where the camera
simply records the radiation provided (passive mode). In a dark room, however,
there won’t be enough ambient light for the camera to record the subjects adequately.
Instead, the camera uses its own energy source - the ‘flash’ - to illuminate the subjects
and record the radiation reflected off them (active mode).
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Direct & Complex

Often, one or more transformation is required for the electrical signal to be gener-
ated. The steps involved can be either direct or complex. A direct sensor is one that
can directly convert the measured quantity into an electrical signal, while a complex
sensor requires multiple conversion steps. Take for instance an infrared distance sen-
sor. The sensor sends out an infrared beam which reflects off a target some short
distance away, is read by a photodiode, and the time is recorded to calculate the dis-
tance to the target. In this example, we see that a sensor such as this involves several
transformations: from an electric current to photons, reflection, and conversion back
into electric current.

In the following section, we will explore the underlying mechanisms for how these
transformations take place.

1.3 Transduction Mechanisms - How do
Sensors Make Measurements?

In the marketplace, people generally care more about the sensed quantity and how
well the sensor performs for their specific application, while academic researchers and
sensor designers are also interested in how the sensor measures the quantity. This
section is concerned with the latter.

The means by which a sensor makes a measurement is called the transduction
mechanism. Transduction is the conversion of one source of energy to another, and
all sensors utilize some form of energy transformation to make and communicate
their measurements.

It should be noted that this is not an exhaustive list of transduction mecha-
nisms. This list only covers a small fraction of the many universal laws describing
the conversion of one energy form to another.

Rather, this list focuses on transduction principles that describe converting one
energy type to electrical energy. This is because all electrical sensors must take
advantage of at least one of these mechanisms, and often more.

What this list does not cover is transduction from any energy type to another type
other than electrical. For example, the thermal expansion principle that governs the
liquid-in-glass thermometer example at the beginning of this chapter is not described,
because that (non-electric) sensor operates on the principle of converting thermal
energy to gravitational energy. This list also does not include modes of biological or
nuclear signal transduction mechanisms for the sake of brevity.



CHAPTER 1. SENSORS 10

Electrical Mechanisms

Electrical transduction mechanisms are ones that convert one form of electrical en-
ergy to another. While these mechanisms can be used to measure electrical quantities
directly (such as those listed in Table 1.1), they are also used in complex sensors as
one of several steps to transform one signal into another.

Voltage, Current, & Resistance

In any homogeneous material, electrons move about randomly like gas in a closed
container. That is, of course, until we submit the material to an electric field.
Consider a bar of an arbitrary material, and let’s imagine connecting it to a car
battery with the large alligator-mouthed jumper cables. As soon as the connection
is made, there is now an electric field, E within the bar:

E =
V

l
(1.1)

where V is the voltage of the battery, and l is the length of the bar between the
two clamps. Now, all of the free-moving electrons are set into uniform motion. The
rate that the electrons travel is called the current, and is defined by:

i =
V

R
(1.2)

where R is the resistance. With the exception of superconductors, all materials
have electrical resistivity, ρe, which is a measure of a material’s ability to resist
current flow. Thus, resistance can be related by:

R = ρe
l

A
(1.3)

where l is the length of the material and A is the cross-sectional area. Equation
1.3 describes the fundamental relationship between resistance and its parameters.

Voltage, current, and resistance are closely related to one another, and many
sensors that utilize one of these mechanisms are very likely to use one of the others.
For example, consider a sensor whose sensing element operates on the principle that
the resistance changes with respect to the measurand. A sensor designer may choose
to put the sensing element in series with a non-variable resistor to form a voltage
divider, in which case the voltage across the divider would be the output signal. Or,
the designer may put the sensing element in parallel with a non-variable resistor,
and measure the current as the output signal.
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Capacitance

In a capacitive sensor, the measurand needs to change one of the parameters that
define capacitance. Capacitance is defined as:

C =
q

V
(1.4)

or, for a parallel plate capacitor:

C =
εrε0A

d
(1.5)

where C is the capacitance, q is the net capacitor charge, V is the potential
difference between the capacitor plates, εr is the relative permittivity, ε0 is the per-
mittivity of a vacuum, A is the plate area, and d is the distance between the plates.
Most often, it is one of the values in Equation 1.5 that is varied in a capacitive sen-
sor. It should be noted that Equation 1.5 only holds for a parallel plate capacitor,
and different geometries such as cylindrical or interdigitated capacitors will result in
modified formulas. However, the overarching principle of a capacitive sensor applies
to all geometries.

When connected to an electric circuit, capacitance can be represented as a com-
plex resistance:

V

i
= − 1

jωC
(1.6)

where j =
√
−1 and i is the sinusoidal current with a frequency of ω, meaning

that the complex resistance of a capacitive sensor is frequency dependent. Thus,
capacitance can be used as a sensing element to measure properties with frequency-
dependent behavior.

Electromechanical Mechanisms

Piezoelectricity

There is a small set of crystalline materials that generate an electric charge when
subjected to stress, as shown in Figure 1.2. When a horizontal force is applied
across the material, the hexagonal lattice becomes deformed. Figure 1.2B shows a
compressing force, shifting the atoms in a way that polarizes the y-axis. In Figure
1.2C, a tensile force is applied such that the charge is opposite of what it was under
compression.
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Figure 1.2: The piezoelectric effect. A) A piezoelectric material at rest. B) A
piezoelectric material responding to applied stress in the x-direction results in a net
potential across the lattice in the y-direction. C) When the opposite stress is applied,
the potential is reversed.

Piezoelectric materials can be placed between a pair of electrodes to form all kinds
of force-sensitive sensors. In this orientation, the piezoelectric material becomes the
dielectric of the capacitor, which will generate an electric voltage across the capacitor
in response to stress.

Piezoresistivity

Where the piezoelectric effect is a change in a material’s electric potential in response
to a mechanical force, the piezoresistive effect is a change in a materials resistance
in response to a mechanical force. So far, we have regarded the specific resistivity
and conductivity of materials as being constant. In reality, these values vary with
a handful of properties, such as strain temperature, and magnetic field. We will
discuss some of these properties later in this section, but for now, let’s focus on the
relationship between resistance and strain.

Consider the stretching of a wire by applying some force, F . From mass con-
servation, we know that the volume, V , must remain constant, so as the length l
increases, the cross-sectional area, A, must decrease. We can then rewrite Equation
1.3 as:

R =
ρe
V
l2 (1.7)
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and differentiate it to obtain the piezoresistive effect:

dR

dl
= 2

ρ

V
l (1.8)

Thermoelectric Mechanisms

Thermoresistance

Similar to magnetoresistance, the specific resistivity and conductivity of materials
also rely on the temperature:

ρe = ρe,0

(
1 + α

T − T0

T0

)
(1.9)

where ρe,0 is a reference resistance (usually measured at T = 25◦C ) and α is the
temperature coefficient of resistance. Equation 1.9 is a linear-regression model for
temperature-dependent behavior of resistive materials, though higher order polyno-
mial equations can also be used for higher accuracy.

Thermoresistive temperature sensors can be made from materials whose temper-
ature coefficient of resistivity is sufficiently high and predictable.

Magnetoelectric Mechanisms

Hall-effect

The hall-effect is a phenomenon where electrons will experience a sideways force
when subjected to an external magnetic field. The magnitude and direction of this
force are:

F = qeveB (1.10)

where qe and ve are the charge and velocity of an electron, respectively, B is
the magnetic field, and boldface font is an indication of vectors. The magnetic field
could be those produced by permanent magnets, the earth’s rotation, or even from
power line current.

Consider electrons moving in a ribbon-like strip of conductive material and placed
in a magnetic field, the electrons traversing the strip will be deflected in response to
the magnetic field. If one were to put a voltmeter and connect it to the sides of the
conductive strip, then a voltage would be measured where:
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VH = hiBsinθ (1.11)

where VH is the hall potential, h is a sensitivity coefficient, and θ is the angle
between the magnetic field vector B (of magnitude B) and the current i.

Magnetoresistance

Magnetoresistive sensors also require an external magnetic field, though their op-
erating principle is different. In some materials such as ferromagnetic alloys, the
electrical resistance changes in the presence of an external magnetic field, B:

ρe
ρe,0

=

(
ρe(B)− ρe,0

ρe,0

)
=

(
R(B)−R0

R0

)
(1.12)

where ρe(B) and ρe,0 are the electrical resistivities in magnetic fields of mag-
nitude B and 0, respectively, and R(B) and R0 are similar electrical resistances,
respectively [24].

Photoelectric Mechanisms

Photoconductive Effect

When light strikes a semiconductor material with pn-junctions, a photon can transfer
its energy to an electron. If the energy is sufficiently high, the electron can become
mobile, resulting in an electric current. If the light of a proper wavelength hits the
semiconductor crystal, then the concentration of charge-carrying electrons and holes
will increase, thereby increasing the conductivity of the crystal, as given by:

σp =
1

R
= e (µen+ µhp) (1.13)

where e is the charge of an electron, µe is the electron mobility, µh is the hole
mobility, and n and p are the concentrations of electrons and holes, respectively.
Thus, the conductivity of the material is directly proportional to the amount of light
of a high-enough frequency that the semiconductor crystal is exposed to.

Photovoltaic Effect

The photovoltaic effect is the generation of potential across a positive-negative junc-
tion of a semiconducting material when exposed to a flux of photons. The generated
potential is described by:
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V = V0 ln(Eirr) (1.14)

and:

V0 =
kT

q
ln

(
NAND

n2
i

)
(1.15)

where Eirr is the radiative energy of the light striking the semiconductive sensor
element in W

m2 , k is Boltzmann’s constant, T is the absolute temperature, q is the
charge of an electron, NA is the electron doping densities on the p-type side, ND is
the hole doping density on the n-type side, and ni is the intrinsic carrier density.
From Equations 1.14 and 1.15, we see that a photovoltaic sensing element converts
light intensity to an electric potential.

Electrochemical Mechanisms

Amperometric

An amperometric sensor measures the current flow between two electrodes in a three-
electrode setup. The reference electrode (RE) is designed to maintain a constant
potential in varying electrolytic environments. The counter electrode (CE) counters
the reactions occurring at the working electrode (WE). In an amperometric sensor,
the potential between the RE and WE is held constant while the current between
the CE and WE are measured, as shown in Figure 1.3A. The current is generated
from the reactions occurring at the surface of the WE, which could be driven by
immobilized enzymes, microbes, noble metal catalysts, or other reagents.

Depending on the reaction taking place at the WE, different numbers of electrons
are produced as a result of the reaction. Michaelis-enten kinetics are generally used
to describe the rate of these reactions, and thus describe the mechanism for how
these sensors operate. The current, i, of an amperometric sensor, is given by:

i = nFAWEva (1.16)

where n is the number of electrons transferred in the reaction, F is Faraday’s
constant, AWE is the area of the WE, and va is the reaction rate. From Equation
1.16, we see that Amperometric sensors can be used to measure diffusion coefficients,
electrode reaction rates, and adsorption parameters.
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Figure 1.3: A) Schematic of an amperometric sensor. The voltage between the refer-
ence electrode and working electrode is held constant while the current between the
working electrode and counter electrode is measured. B) Schematic of a conducto-
metric sensor. The conductivity of the electrolytic solution that the sensor electrodes
are exposed to is measured directly by the voltage drop across the electrodes. C) A
schematic of a potentiometric sensor. The potential of the ion-selective electrode is
measured with respect to the reference electrode.

Impedimetric

Impedimetric sensors are essentially electrochemical conductivity sensors that mea-
sure the impedance of an electrolyte in the electrochemical cell. Here, we consider
the impedimetric and conductometric sensors together, as the output of one is the in-
verse of the other and otherwise operates in entirely the same way. In a homogeneous
electrolytic solution, the conductance is given by:

G =
1

R
=

A

ρeL
= G0β

√
c (1.17)

where ρe is the electrolyte’s resistivity, L is the segment of solution within the
electric field, A is the cross-sectional area of the electric field, G0 is the conductance
of the electrolyte at infinite dilution, β is a characteristic of the electrolyte that’s
found empirically, and c is the concentration of the solution. According to Equation
1.17, ρe is related to the concentration and charge of the analytes in the solution.

As eluded to earlier, impedimetric sensors operate similarly to the resistive sen-
sors, except the resistor is replaced with the electrolytic solution. Changes in prop-
erties of the electrolytic solution - such as the concentration of an analyte, or the
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addition of another analyte - will cause a measured change in the electrolytic con-
ductance, G. A schematic of an impedimetric sensor is shown in Figure 1.3B.

Potentiometric

A potentiometric sensor measures the open-circuit potential across a two-electrode
device, such as the one shown in Figure 1.3C. Similar to amperometric sensors, the
reference electrode (RE) provides ‘electrochemical ground’. The second electrode is
the ion-selective electrode (ISE), which is sensitive to the analyte-of-interest. The
ISE is connected to a voltage sensor alongside the RE. The voltage sensor must be
very sensitive and have a high input impedance, allowing only a very small current
to pass.

There are four possible mechanisms by which ionophores can interact with ions:
dissociated ion exchange, charged carrier exchange, neutral carrier exchange, and re-
active carrier exchange [25]. Dissociated ion-exchange ionophores operate by classical
ion-exchange over a phase boundary, in which hydrophilic counter-ions are com-
pletely dissociated from the ionophore’s lipophilic sites, preserving electroneutrality
while allowing sites for the ions in solution to bind to. Charged-carrier ionophores
bond with opposite-charged ions to make a neutrally charged molecule, and the ions
with which they bond are determined by thermodynamics and the Hofmeister prin-
ciple [26]. Neutral carrier ionophores are typically macrocyclic, where many organic
molecules are chained together to form a large ring-like shape whose gap is close
to the molecular radius of the primary ion [27]. Finally, reactive carrier ionophores
are mechanistically similar to neutral carrier ISEs, with the only difference being
that reactive carriers are based on ion-ionophore covalent bond formation while neu-
tral carriers are based on reversible ion-ionophore electrostatic interaction. Neutral
carrier and reactive carrier ion exchange both are dependent on the mobility, parti-
tion coefficients, and equilibrium constants of the ions and carriers in the membrane
phase [25]. Some examples of the chemical structures of ionophores are shown in
Figure 1.4.

The potential from the interaction of the ISE and RE with the analyte-of-interest
in the solution is given by:

Ecell = EISE − ERE + Ej (1.18)

where Ecell is the potential difference measured in the cell, EISE is the potential
of the ISE, ERE is the potential of the RE, and Ej is the liquid-junction potential.
As described earlier, the RE is used as a constant-potential reference element, while
the liquid-junction potential can be found by calibrating a potentiometric sensor in a



CHAPTER 1. SENSORS 18

Figure 1.4: Examples of four different ionophores used in potentiometric sensors.

solution of a known concentration. This allows a correlation to be made between the
measured potential difference, Ecell, and the logarithm of the activity of the primary
analyte, as described in the Nernst Equation:

E = E0 +
RT

ziF
ln ai (1.19)

where E is the measured potential, E0 is the measured potential of a 1M solution
of the primary analyte i at 25◦C , R is the ideal gas constant, T is the temperature,
zi is the valency charge of the primary analyte i, F is Faraday’s constant, and ai is
the activity of the primary analyte i.

Nernstian behavior is frequently associated with an electrochemical reaction, but
for solid-state ionophore-doped polymeric ISEs, no electrochemical reactions (in the
usual sense) need to be invoked to explain the Nernstian behavior [28]. The ISE
consists of an organic phase membrane doped with an ionophore, L, that has a
strong affinity to the primary ion. If the ionophore is a neutral carrier, then a
hydrophobic counter ion to the primary ion (sometimes called an ion-excluder or
ionic site in literature) is necessary for selectivity [28]. The potential then is given by
thermodynamics:
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EISE = E0
ISE,i +

RT

ziF
ln ai,solution +

RT

ziF
ln

1

ai,membrane
(1.20)

The ionophore in the membrane phase effectively holds the activity of the ion in
the membrane constant, making Equation 4.1 become:

EISE = E0
ISE,i +

RT

ziF
ln ai,solution (1.21)

which is the Nernst equation.
If the temperature is known (either by approximation or by measurement with

a temperature sensor), then from Equation 1.19 we see that the measured potential
is logarithmically proportional to the activity of the primary analyte (the chemical
being sensed). The activity of an analyte denotes the ‘active’ concentration of a
species in solution and is given by:

ai = fici (1.22)

where fi and ci are the activity coefficient and the concentration of analyte i,
respectively. For sufficiently dilute solutions of approximately 0.1 M or less, then fi
can be calculated according to Debye-Huckel theory. Thus, for a calibrated poten-
tiometric sensor, the concentration of the primary analyte can be determined from
the measured cell potential, Ecell.

Potentiometric sensing is the primary focus of this dissertation. Chapter 4 dis-
cusses potentiometric sensing in greater detail.

1.4 Measurands - What do Sensors Mea-
sure?

The list of properties that sensors can measure is perpetually growing. In this section,
we will give some examples of the types of measurands that sensors measure, and
indicate some of the transduction mechanisms that those sensors might use [29].

Just as Section 1.3 was not an exhaustive list of transduction mechanisms, this
too is not an exhaustive list of sensor types. Acoustic, enzymatic, microbial, and ra-
diation sensors, to name a few, have been omitted for the sake of brevity. Other types
of sensors (such as light and temperature sensors) have been omitted because sen-
sors of those types were discussed when describing their corresponding transduction
mechanisms.
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Chemical Sensors

Chemical sensors are sensors that measure a particular chemical species in an aque-
ous solution, such as NO−3 , PO3−

4 , K+, or Cl−. Of interesting note is that almost all
chemical sensors can be designed to operate by any of the electrochemical transduc-
tion mechanisms presented in the previous section. Many chemical sensors utilize
electrochemical transduction mechanisms, though it is possible to also make chemical
sensors that operate with photoelectric mechanisms, for example, ion-gas chromatog-
raphy.

Flow Sensors

A fundamental principle of physics is that mass cannot be created nor destroyed. In
the absence of mass sinks, the mass flux (flow) summation in any boundary volume
must be zero. For a fluid flowing through a plane, the flow is equal to:

Q =
V

∆t
=

M

ρ∆t
=

∫
vdA (1.23)

where Q is the flow rate, V is the volume, t is time, M is mass, ρ is the fluid
density, v is the fluid velocity, and A is the cross-sectional area. A conventional flow
sensor usually measures the fluid’s velocity, v. So, if the cross-sectional area of the
tube is not known or if the velocity is not uniform through the cross-section (hint: it
rarely is), then the measurement alone is relatively pointless. A better technique to
measure flow is to use a differential pressure sensor that is exposed to the flow stream
at two points along the flow vector, and apply Bernoulli’s equation to calculate the
flow rate:

Q = ξA
√

∆p (1.24)

where ξ is a term found through empirical calibration.

Moisture & Humidity Sensors

The term ‘moisture’ generally refers to the water content of solids, while the term
‘humidity’ is reserved for the water vapor content in gases. Generally, moisture and
humidity sensors are capacitive, resistive, or optical. For capacitive sensors, the
transduction is based on the fact that water has a different electrical permittivity
than dry air (in the case of humidity) or most solids (in the case of moisture). Thus,
the capacitance will also change as the amount of humidity or moisture increases.



CHAPTER 1. SENSORS 21

C =
ε0εrA

g
= C0 + CH2O (1.25)

In a resistive sensor configuration, the sensor operates on the premise that the
resistivity of most non-metal conductors is dependent on their water content. These
sensors are typically designed such that the sensing element is a highly resistive
conductor. As the moisture or humidity increases, water penetrates the conductor
and increases the conductivity, so the measured resistance across the sensing element
changes proportional to the water content.

Positional Sensors

Positional sensors are some of the most common in the world, and there are likely
several within reach of you as you read this. Smartphones and wearable health
devices utilize various sensors to track how many steps you take in a day, the intensity
of your workouts, and what route to take home from work.

Displacement, velocity, and acceleration can sometimes all be found with a single
device, as each quantity is the time-derivative of the prior. In practice, however, it
is common to use separate devices for any of these three measurements because the
cost of these sensors is relatively cheap, and it is easy to build systematic errors if
the timing mechanism is off.

The measurements for displacement, velocity, and acceleration must be made
with respect to some frame of reference. For example, consider a group of people
playing a game of billiards in a moving train car. Observers on the train platform
would assign different velocity vectors to the balls during play than observers on the
train.

Displacement & Angular Displacement Sensors

Displacement and angle sensors commonly use potentiometers when the value is
expected to be suitably small. A potentiometer transduces linear or angular dis-
placement to a change in electrical resistance.

For a displacement sensor, a conductive wire is wrapped around a non-conductive
rod, and a sliding contact is attached to the object whose displacement is being
measured. A known voltage is supplied across the wound wire, and as the object
moves, the sliding contact will make contact with the wound wire, shorting that
part of the circuit. Then, the output voltage across the wire is measured, which
will be proportional to the amount of the wire shorted by the sliding contact, which
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is proportional to the object’s displacement. The same principles are applied to
measure the angle for a potentiometer operating in angular displacement mode.

There are other methods for measuring displacement, but these methods can also
be used to measure velocity, as described in the following section.

Velocity & Angular Velocity Sensors

Velocity measurements utilize a variety of approaches ranging from radar, laser, and
sonic sensor systems. These types of sensors use one of these modulating signals to
send a sound or light wave in a direction and measure the time it takes to bounce
off of a surface, return to the sensor, and activate a sensing element that is sensitive
to that modulating signal. Using this, the device can calculate the distance between
the sensor and the reflecting object by dividing lag time by the wave speed. Then,
because these devices often operate at a high frequency, the measurement can be
made again, and the change in distance divided by the change in the time between
measurements yields a linear velocity.

Angular sensors can also be used in some cases to measure linear velocity. In
a car, for example, the speedometer is a linear velocity sensor, but it makes its
measurement using an angular velocity sensor on the drive shaft and calculates the
linear velocity from the assumed tire size.

Acceleration & Angular Acceleration Sensors

Acceleration measurements are most commonly made with accelerometers. Ac-
celerometers are most commonly MEMS devices that are extraordinarily cheap, have
a low-power requirement, and utilize the capacitance transduction mechanism. The
charged electrode of an interdigitated parallel-plate capacitor structure is vibrated
at a high mechanical frequency. Then, when acceleration occurs, if it is perpendic-
ular to the gap between the two capacitor plates, the force from the acceleration
will cause the moving electrode of the parallel-plate capacitor to deflect towards the
other plate, changing the space of the gap between the two, thereby changing the
measured capacitance.

Pressure Sensors

The operating principle of most pressure sensors is based on the conversion of a
pressure exertion on a pressure-sensitive element with a defined surface area. In re-
sponse, the element is displaced or deformed. Thus, a pressure measurement may be
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reduced to a measurement of a displacement or a force that results from a displace-
ment. Because of this, many pressure sensors are designed using either the capacitive
or the piezoresistive transduction mechanisms. In each, a deformable membrane is
suspended over an opening, such that the pressure on one side of the membrane is
controlled while the pressure on the other side is the subject of the measurement. As
the pressure on the measurement side changes, the membrane will deform propor-
tionally to the difference in pressure. For a piezoresistive transducer, the membrane
is designed to maximize stress at the edges, which modulates the resistance propor-
tional to the deformation. For a capacitive transducer, the membrane is made of
or modified with a conductive material, while a surface on the pressure-controlled
side of the membrane is also conductive, and the pair act as a parallel-plate capac-
itor. Then, the membrane is designed to maximize deflection at the center of the
membrane, thereby changing the electrode gap and capacitance.

1.5 Sensor Circuits - How do Sensors Com-
municate?

Practically speaking, a sensing element does not function by itself. It is always a part
of a larger ‘sensor circuit’: a circuit with other electronics, such as signal conditioning
devices, microcontrollers, antennas, power electronics, displays, data storage, and
more. Sensor circuits fit within the broader subject of systems engineering, which is
a vast field in its own right. Figure 1.5 shows one possible sensor circuit configuration.

Depending on the design of the circuit and which components are included in
it, the signal that is output by the sensing element might be conditioned to the
specifications of a connected microcontroller, saved onto a flash drive, shown on a
display, and sent to a phone, saved on a remote server, or many other possibilities.
Rather than discuss all possible sensor systems and circuit designs, we have selected
the most common - and arguably most essential - components in any given sensor
system and summarized them in this section.

Microcontrollers

Since the invention of microprocessors in the late 1960s, new types of intelligent or
smart sensors have been developed [30]. Smart sensors are those that are integrated
with a programmed microcontroller. A microcontroller is a small computer that
operates as the ‘brains’ of a circuit. Microcontrollers contain one or more central
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Figure 1.5: Schematic of a basic sensor circuit. The sensing element generates an
electric signal proportional to the input signal, which is conditioned and received
by a microcontroller. The programmable microcontroller determines how often to
sample the conditioned signal, performs functions on the received data, whether or
not to store the data, and pushes data to the communication electronics. The power
electronics supply an excitation signal to the sensing element if it is an active sensor.

processing units (CPUs), a small amount of programmable memory, and input/out-
put (I/O) peripherals. In a sensor circuit, these I/Os are connected to the power
electronics, communications electronics, and the sensing element through the signal
conditioning electronics.

Signal Conditioning

Microcontrollers operate in the digital domain and require a digital input signal to
understand. However, very few sensing elements provide a digital output directly.
Furthermore, even if digitized, some sensor output signals do not scale to the digital
I/O values determined by the microcontroller. Signal conditioning electronics act as
‘buffers’ that condition a signal to be compatible with a microcontroller [31].

Amplifiers are the most common signal conditioning electronics. Amplifiers can
be used to increase the gain of a signal, invert a signal, or filter out certain fre-
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quencies [32]. Also commonly used are analog-to-digital converters, which convert a
continuous analog signal to a finite number of digital values that can be read by a
microcontroller [31].

Power Electronics

In some form or another, all sensor circuits require power to operate. The compo-
nents of a sensor circuit that generate, attenuate, or store energy to power the other
circuit components are called power electronics. This may include batteries, energy
harvesters, and various power conditioning devices.

A sensor circuit can be made passive, where there is no energy storage within
the circuit. The concept is similar to passive sensing elements described in section
1.2: passive sensor circuits use the naturally available energy to operate. This can
be done if the quantity that is being measured can also be harnessed to power the
device, such as light powering a photovoltaic sensing element.

If there is no passive power generation, power electronics are vital for a sensing
circuit’s function. This could be as simple as a coin-cell battery connected to the
microcontroller’s power I/O pins or as complex as a circuit with multiple energy
harvesting and energy storage modalities.

Communications

A sensor is not a sensor if it does not communicate its measured signal to another
person or device. Communication electronics are what fulfill this function. Commu-
nication electronics can be wired or wireless. When communicating data to a person,
wired communications electronics could be displays or speakers that communicate
the data through images or audio. When communicating data to another computer,
wired communication electronics come in the form of a ‘bus’, a catch-all term for all
the hardware, wires, software, and communication protocols used between devices.
At the time of this writing, wireless communications must be between the sensor
circuit and another electronic device, though perhaps in future years, technology
will develop a way for people to directly interface with wireless data transfer. In
the meantime, wireless communications generally incorporate an antenna that at-
tenuates an electrical signal into a directional RF frequency following one of many
wireless communication protocols such as WiFi, Bluetooth, or RFID.
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Figure 1.6: Schematic of a wireless sensor node circuit with example devices from
the Arias Research Group.

Sensor Nodes

When integrated in a way such that the output of a sensor circuit is communicated
to one or more other discrete electronic systems using radio-frequency (RF) commu-
nication instead of or in addition to a person or group of people, the circuit is called a
‘sensor node’. Depending on the sensor’s purpose and how it is designed to commu-
nicate its information, the sensor node could have one of innumerable configurations,
such as the one shown in Figure 1.6.

1.6 Important Sensor Metrics

A handful of common metrics are used to describe the performance regardless of
their transduction mechanism or what they measure. Meanwhile, some metrics are
specific to certain types of sensors. For example, the most important metric for strain
gauges is the gauge factor, which measures the ratio between the relative change in
the strain gauge’s resistance and the strain gauge’s state of strain. The gauge factor
is a completely irrational metric to compare two light intensity sensors.
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In this section, we discuss metrics commonly used to discuss any kind of sen-
sor or sensor system. An expansive list of metrics and other technical terms and
abbreviations is available in Appendix A.

Sensitivity, Selectivity, and Stability

Sensitivity

There is an ideal or theoretical input-output relationship for every sensor [22]. This
relationship can be plotted with the input signal of the measurand on the x-axis, and
the output signal on the y-axis. When this is done, the best-fit mathematical model
that fits this data is called the transfer function. The simplest transfer function is
linear and has the form:

y = Sx+B (1.26)

where S is the slope of the transfer function and B is the offset. Alternatively,
the transfer function could be exponential:

y = B + S lnx (1.27)

logarithmic:

y = BeSx (1.28)

power:

y = Sxk +B (1.29)

or polynomial:

y =
N∑
i=1

Bi
Sii
i!
xi (1.30)

where k is a power factor. For Equations 1.26 - 1.30, the larger that the term for
S is, the larger the output signal will be for a given input signal. S is the sensitivity,
a ratio between the output signal and the measured property. It is beneficial for
this value to be large and constant because it measures to what degree the primary
measurand influences the sensor’s output.
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Selectivity

The selectivity (sometimes called the specificity) measures the degree to which a
sensor measures the target quantity alone. This is important because sensing ele-
ments can be exposed to many different signals - not just the signal that they are
measuring. Consider a photovoltaic light intensity sensor set outside to monitor
day-night cycles. The sensing element will not only be exposed to the sunlight, but
also diurnal changes in temperature, fluctuating humidity, occasional moisture in the
form of rain, and slight pressure fluctuations from a breeze. If this light sensor has
cross-sensitivity to any of these other measurands, it could mistake a change in one
of those signals for a change in the light intensity.

A selectivity coefficient can quantify selectivity, kij, where for a sensor with a
linear transfer function:

kij =
Sj
Si

(1.31)

where S is the sensitivity of the sensor to a primary measurand, i, and an inter-
fering measurand, j. kij must be found empirically, and should ideally be very small.
If it is not, then the influence of the interfering signal must either be considered
when calculating error terms or accounted for by a second sensor. Selectivity will be
explored briefly in Section 4.4 and in-depth in Chapter ??.

Stability

Stability is related to the lifetime of a sensor. It is the tendency for a sensor to behave
in a predictable, unchanging, and expected manner. Naturally, all built things will
gradually break down under entropy, but the degree to which a sensor resists these
changes and maintains function is called stability.

Stability can be quantified in several ways, and how it is quantified often depends
on the sensor type. The most obvious method is to continuously test a sensor under
unchanging conditions, but this isn’t always reasonable because some sensors may
take months, years, or even decades to break down. Another more attractive method
is to simulate sensor breakdown at an accelerated rate by cycling it through differ-
ent temperature and humidity levels in an environmental chamber. In either case,
perhaps the most popular quantification of stability is characterizing ‘drift’, which
is the change in either a sensor’s sensitivity, offset, or absolute output value over a
specified time period:

¯̇ψ =
∆ψ

∆t
(1.32)
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Figure 1.7: Schematic depicting the difference between precision and accuracy using
a dart board analogy. In this analogy, the bullseye represents the ground-truth value
of the quantity being measured, the black dots represent measurements made, and
the size of the black dots represents the measurement resolution.

where ψ is the property that is changing over time.

Accuracy, Precision, & Resolution

Accuracy, precision, and resolution are all commonly used as performance indicators
in sensors and are often used to rank different sensors against one another. ‘Good’
sensors should have high accuracy and precision with fine measurement resolution.
Figure 1.7 gives a quick description of these values with the classic dartboard analogy.

Accuracy

Accuracy is a measure of how close a measurement or an average of measurements
is to the ground-truth value, and is reported as a percentage. Reporting accuracy
can sometimes be confusing because, in some fields, it has become common practice
to report the error rate as accuracy when traditionally, the error rate is inversely
related to accuracy. In the traditional sense, accuracy is defined as the difference in
the error rate from 100%:

Accuracy =

(
1− |xmeasured − xactual|

xactual

)
· 100% (1.33)
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Precision

Precision measures the degree to which a sensor produces repeated measurements
under unchanged conditions. This is closely related to the variance of a set of mea-
surements, and is one way that precision is sometimes reported:

σ2
x =

1

N − 1

N∑
n=1

(xi − x̄)2 (1.34)

The lower the variance, the higher the precision.

Resolution

The sensor’s resolution is the smallest change a sensor can detect in the measured
quantity. For example, the resolution of an analog watch would be one second,
because that is the distance between one marking and another. Suppose one used
a digital thermometer to read the temperature of kettle water heating up for tea,
and on the display, it reads ”67.8◦C ”. The resolution of this measurement would be
0.1◦C because it would take a change of at least 0.1◦C to change its output.

Error

In science and engineering, ‘error’ does not mean a mistake or blunder. Rather,
it is a quantitative measurement of the inevitable uncertainty that comes with all
measurements [33]. This means errors are not mistakes; they cannot be eliminated
merely by being careful. All sensors have some inherent error (or uncertainty) in
their measurement. The best that one can hope for is to ensure that the errors are
minimized where possible and to have a reasonable estimate of the magnitude of the
error.

One of the best ways to assess the reliability of a measurement is to perform it
several times and consider the different values obtained. Experience has shown that
no measurement - no matter how carefully it is made - will obtain the same values.
Error analysis is the study and evaluation of uncertainty in a measurement.

Uncertainties can be classified into two groups: random errors and systematic
errors. Figure 1.8 highlights these two types of error using a dartboard example.
Systematic errors always push the measured results in a single direction, while ran-
dom errors are equally likely to push the results in any direction. Consider trying to
time an event with a stopwatch: one source of error will be the reaction time of the
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Figure 1.8: Schematic depicting systematic versus random errors. Systematic errors
result from various factors and can be corrected with compensation methods. The
random error follows a Gaussian distribution and is caused by the repeatability of
the measurand and the summation of all random noise sources.

user starting and stopping the watch. The user may delay more in starting the stop-
watch, thereby underestimating the duration of the event, but they are equally likely
to delay more in stopping the stopwatch, resulting in an overestimate of the event.
This is an example of random uncertainty. Consider if the stopwatch consistently
runs slow - in this case, all events will be underestimated. This is an example of
systematic uncertainty. Systematic errors are hard to evaluate and sometimes even
difficult to detect. However, the use of statistics gives a reliable estimate of random
error.

Mean

Suppose we want to measure some quantity, x. Assume we have identified and
reduced all systematic uncertainties to a negligible level. Because all remaining
sources of uncertainty are random, we should be able to identify them by repeating
the measurement several times. After we have taken the measurements, we will see
that the values differ. In statistics, the best representation of the measured value
would be the average or the mean of the measured values:

x̄ =
x1 + x2 + ...+ xN

N
=

1

N

N∑
n=1

xi (1.35)

where xi is an individual measurement andN is the total number of measurements
made.



CHAPTER 1. SENSORS 32

Standard Deviation

The standard deviation is an estimate of the average uncertainty of the measure-
ments. Consider any single measurement, xi, to the mean, x̄. The measurement
deviates from the best estimate by xi− x̄. If our measurements are precise, the value
of any deviation is likely small. If some of the deviations are large then the measure-
ments are not precise. To estimate the average reliability, we square the value of each
deviation and take the square root of the result to evaluate the deviation’s magni-
tude, then calculate the mean of these values. The result is the standard deviation,
σx:

σx =

√√√√ 1

N − 1

N∑
n=1

(xi − x̄)2 (1.36)

Standard Error

We have seen how the best estimate for a quantity x is x̄ and that the average
uncertainty of the separate measurements is σx. However, x̄ represents a combination
of all N measurements, and we have reason to believe it is better than any single
measurement taken alone. In fact, the uncertainty of x̄ is given by the standard
error, σx̄:

σx̄ =
σx√
N

(1.37)

An important feature of the standard error is that as we increase the number of
measurements we make, the value of the standard error will decrease. This makes
sense: as we increase the number of measurements we make, we are less and less
uncertain of the average result of the measurements.

1.7 Concluding Remarks

When originally setting out to write this chapter, I envisioned writing a collection of
various sensors and their applications. It quickly became clear that an entire book
- let alone a chapter! - could embrace this massive scope. Instead, what I have
written here has the less ambitious goal of serving as a ‘Sensors 101’ reference text
for students, researchers, engineers, and the tangentially curious.

The field of sensor technology is broad and spans the scope of nearly every sci-
entific and technical discipline. Sensors are the eyes, nose, and ears of modern
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electronics, and they will continue to get smaller, better, and more prevalent. The
diaspora of sensors and how they will affect the future of humanity is difficult to
understate.
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Chapter 2

Printed Electronics

The Printer’s is a happy lot:
Alone of all professions,

No fateful smudges ever blot,
His earliest ‘impressions’.

– Henry Austin Dobson

2.1 Conventional, Printed, & Hybrid Elec-
tronics

Electronics fabrication and manufacturing can be subdivided into conventional, printed,
and hybrid electronics. Conventional electronics include all those made in foundries,
using complementary metal-oxide semiconductors (CMOS), microelectromechanical
systems (MEMS), or similar technologies. They also include through-hole electron-
ics used in breadboarding, which are not discussed here. Printed electronics, on
the other hand, encapsulates all electronics that utilize solution-based processing of
electroactive materials. Finally, hybrid electronics include all electronics that use a
combination of both conventional and printed electronics.

Conventional Electronics

In the kingdom of electronics, silicon reigns. Since the first integrated circuits (ICs)
were fabricated at Texas Instruments and Fairchild Semiconductor in the early 1960s,
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the number of ICs that can fit on a chip has doubled approximately every two years
following the well-known Moore’s law. This has been made possible by reducing the
minimum feature size. As of 2022, through advancements primarily related to the
development of new processing techniques, the smallest transistors today are 2 nm -
small enough to fit 50 billion on a chip the size of a fingernail [34].

While ICs were first built using germanium, they were soon replaced by silicon
for two key advantages. First, silicon is abundant in nature, providing the possibil-
ity of manufacturing electronics with a low-cost starting material [35]. Second, the
processing advantages of silicon raised it above other semiconducting materials.

CMOS is the technology used to make most conventional electronics. The MOS
and bipolar structures are fabricated through repeated application of several pro-
cessing steps, such as Photolithography, Etching, Diffusion, Oxidation, Evaporation,
Sputtering, Chemical Vapor Deposition (CVD), Ion Implantation, Epitaxial Growth,
and Annealing [32]. The strength of this manufacturing strategy lies in the standard-
ization of these processes; It is possible to reliably and repeatably make micro- and
even nano-scale features by carefully following a process recipe.

Despite the benefits, there are some limitations to conventional electronic manu-
facturing technologies. For one, the processing temperatures to obtain critical com-
ponents in these devices are hundreds to thousands of degrees Celsius, which limits
material selection drastically. Of these limited materials, they are nearly all rigid at
room temperature. Rigid materials are inherently difficult to integrate with biological
applications; Nature is full of organic curves and fractal patterns, while conventional
electronics are Cartesian and rectilinear. There are also practical limitations to the
size of silicon-based electronics, leading to the largest commercially-available sili-
con wafer being only 450 mm in diameter [36]. These primary limitations motivate
printing technologies, which circumvent these problems and offer additional benefits.

Printed Electronics

Where conventional electronics are forged in a foundry and submitted to various
standard processes, printed electronics are made at low temperatures using different
solution processing techniques [37]. Printing technologies are revolutionizing the field
of flexible and high surface area sensors and electronics and offer cost-effective routes
for processing a wider variety of materials than conventional electronics [38]. Reduc-
ing material waste, low fabrication cost, and simplified patterning techniques make
printing an attractive manufacturing strategy [39–41]. In particular, printed electron-
ics:

1. Enable integration of non-conventional materials
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2. Utilize Additive Manufacturing principles

3. Produce large volumes with high throughput

4. Facilitate low-costs

5. Can be flexible, stretchable, or rigid

Because the processing temperatures are much less than those required for rigid
silicon electronics, there are many more materials compatible with printing that
would otherwise melt or incinerate at foundry temperatures. These materials can be
solution-processed, i.e., the discrete material particles can be suspended or dissolved
in a liquid-phase solvent and deposited onto a substrate - or ‘printed’. Printing is
an additive process, meaning material is only deposited where it is used, and there
are no steps that require removing material as in conventional lithographic processes.
Many of these printing processes can easily be scaled to roll-to-roll processing, making
it possible to produce large volumes of printed electronics at minimal cost with
the ability to change the design of the printed device quickly. Finally, the low
temperatures of printed technologies also allow for using plastic, paper, or other
flexible materials as the base substrate.

Despite the benefits, there are very few fully-printed electronic systems in prac-
tice. It is challenging to build analogs to the transistor using printed technologies.
While there has been a lot of research on developing printed transistors [42;43], more
work needs to be done for wider adoption [15]. Thus, most self-proclaimed printed
electronic systems are hybrid electronic systems in disguise.

Hybrid Electronics

Hybrid electronics leverage the advantages of both conventional and printed elec-
tronics while avoiding many shortcomings of each [44]. They consist primarily of
printed, electronic devices and interconnects, with necessary conventional compo-
nents attached by various soldered or conductively adhered joints. A schematic of
the fabrication of a hybrid electronic system is shown in Figure 2.1.

In wearable electronic applications, skin-like flexible electronic sensors can con-
form and interface to the skin better than conventional electronic devices to improve
comfort and SNR [45? –48] while connecting to rigid silicon-based ICs for data process-
ing and communications [49–51]. A similar approach can be used for environmental
and remote sensing applications, where sensors and organic solar cells can scale to
larger areas by being printed [52].
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Figure 2.1: Hybrid electronics incorporate printed electronics with conventional elec-
tronics. Devices that require a large surface area, non-conventional materials, or
flexibility are printed, and conventional electronic devices are attached to flexible
electronic substrates for data processing and communications.

The remainder of this chapter will discuss printing in the context of printed and
hybrid electronics. First, we will investigate the materials used in printed electronics
and how they are used to make printed electronic devices. We will review the different
printing methods used to fabricate or manufacture printed electronic device layers.
Post-processing steps will be briefly explained. Finally, we present a step-by-step
guide for designing a printed electronic device.

2.2 Printing Materials

.
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Substrates

A substrate is the material that is being printed onto. Substrates determine the
bulk mechanical properties of the device, which is a large part of why flexible films
are most commonly chosen. Polymer films, for example, can be flexible and/or
conformal, which can be leveraged in the design of manufacturing processes and
used in various application spaces where physical flexibility is essential. In other
areas where flexibility is not necessary or specific substrate material is required for
additional features in a device, it is still possible to print onto rigid substrates.

Substrates play a prominent role in the quality of a printed feature. When a
surface’s surface energy is high, the printed ink will try to spread. When the surface
energy is low, the ink will form islands or beads of ink. The material properties
primarily determine the surface energy of a surface, though processing of the material
can modify its surface energy [42;53;54].

Inks

The key ingredients of printed electronic devices are colloidal solutions called inks.
Inks consist of at least a solvent and a particulate matter, often also include a binder,
and sometimes include many other tuning components, such as lubricants, resins,
surfactants, dyes, stabilizers, and other materials. These individual components
modify the physical parameters of the ink to make it easier to print and/or to improve
the performance of the printed component.

Conductors

Conductors are the base structural block of all electronic devices - printed or oth-
erwise. They carry the power that powers the device, form the interconnections
between device layers, and transmit data in an electric signal. In printed electronics,
the conductor is either made from nanocomposite ink or organic polymers.

Nanocomposite inks are common conductors in printed electronics and are made
up of conductive particles, polymer binders, a solvent, and sometimes other tuning
components. The suspended conductive particles, when printed, form a percolated
network within the non-conductive polymer binder, while the solvent evaporates
away. Silver, carbon, and copper inks are the most popular choices of conductive
particles for conductors, though other metals are sometimes used as well [55–58]. The
selection of conductor and the particle:binder ratio can be altered to tune the conduc-
tivity of the printed feature. However, these changes affect other material properties
of the composite as well.
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Crystalline organic conducting materials - such as doped polyacetylene films -
can be altered chemically to get desired electric and mechanical properties [59], and
many have interesting optical properties as well. PEDOT:PSS (3, 4-polyethylene
dioxythiopene-polystyrene sulfonic acid) has become a popular and well-researched
conductive polymer because of its relatively-high conductivity (3 x 104 S/m) and
transparency. This is far from the conductivity of other options (for example, silver
has a conductivity of 6 x 107 S/m), though the ancillary benefits are worth the
trade-off in many applications.

Semi-conductors

Semiconductor materials are vital components for active electronics and sensors.
While inorganic semiconductors are used primarily in conventional electronics, or-
ganic semiconductors steal the spotlight in printed technologies. Compared to in-
organic semiconductors such as silicon, organic semiconductors are attractive in
printing because they are solution processable at ambient temperatures. Commonly
used organic semiconductors such as regioregular poly(3-hexylthiophene) (P3HT),
poly(triarylamine), poly(3,3-didodecyl quaterthiophene) (PQT), poly(2,5-bis(3-tetra-
decyllthiophen-2-yl) and thieno[3,2-b]thiophene) (PBTTT) are chosen because of
their desirable charge transport properties and mobility [60].

Dielectrics

Dielectrics are used in printed electronics to separate the layers of multilayered
printed structures, act as the sensing element for some capacitive sensors, and/or
encapsulate finished devices. Inorganic dielectrics used in conventional electronics
(such as silica or alumina) are not easily printable, but other organic dielectrics can
be printed easily. Poly(4-vinylphenol) (PVP), poly (methyl methacrylate) (PMMA),
Polyethylene Terephthalate (PET), Polyimide (PI), Polyvinyl alcohol (PVA), and
Polystyrene (PS) are common selections of dielectrics [61;62].

2.3 Printing Methods

.
There are many different methods of printing, each with its benefits and detri-

ments. Figure 2.2 presents a selection of methods. Each of these printing methods
will be discussed briefly here, and are the primary fabrication method of the devices
discussed later in this dissertation work.
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Figure 2.2: Schematic of several printing methods. A) Blade coating is a blanket
deposition process where an angled blade sweeps ink across a substrate at a controlled
thickness by tuning the print rate and the gap between the blade and the substrate.
Using a stencil and/or surface treatment can be used to make patterned features.
B) Screen printing is a patterned deposition process where ink is flooded across a
patterned, emulsified mesh screen, and then pushed through the openings in the
screen by a rubber-like squeegee. C) Contact printing is a patterned deposition
process, and encompasses all methods where the solutions are deposited directly
from one substrate to another, such as from a patterned roller or stamp. D) Spray
coating is a blanket deposition process where a low-viscosity ink is aerosolized and
ejected from a nozzle using controlled pressures. E) Inkjet printing is a patterned
deposition process where an electrohydrodynamic jet delivers picoliter-volume drops-
on-demand corresponding to pulses of a piezoelectric actuator. F) Dispenser printing
is a patterned deposition process that pumps viscous inks or composite filaments
through a tube attached to a multiaxis movable chassis.
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Blade Coating

Blade coating (called ‘doctor blade coating’ by some) is a method that blanket de-
posits of a coat of ink with a well-controlled thickness. A schematic of this method is
shown in Figure 2.2A. While blade coating is formally a blanket coating process, it is
possible to obtain a patterned layer by incorporating a stencil. ‘Stencil printing’, as
it is generally called, uses a stencil as a shadow mask, allowing it to pattern features
with low resolution. If low viscosity inks are being used, it is also possible to improve
the quality of a print by modification of the surface energy of the substrate [42].

Screen Printing

Screen printing is the most widely used printing method in the printed electronics
industry [63], and a schematic of the process is shown in Figure 2.2B. An emulsified
mesh screen with patterned and non-patterned areas is used as a template. Highly
viscous inks (often called ‘pastes’ in this application because of their similar consis-
tency to adhesive pastes) are spread across the screen, which is then lowered onto
the substrate, and the ink is forcibly pushed through the openings in the mesh by
a rubber-like squeegee. Because of the thixotropic properties of the highly viscous
ink, the printed features very closely replicate the pattern of the screen.

Contact Printing

There are various forms of contact printing, and each utilizes some form of a template
that’s engraved with a pattern. The extruded parts of the pattern are dipped or
coated with ink, which is then transferred to the substrate surface by the printing
process. Figure 2.2C shows a schematic of the process using a pad or stamp as the
printing template. The different contact printing methods (such as gravure, pad,
flexographic, etc.) differ in their scalability, preferred ink viscosity, feature size, and
scalability.

Spray Coating

Where blade coating is good for depositing viscous thick films, spray coating is a
great choice for printing low viscosity solutions in a thin, blanketed layer. Figure
2.2D shows a schematic of spray coating. The ink is first turned into an aerosol
of micron-scale droplets pneumatically or ultrasonically [63]. Then, an air stream is
introduced, capturing some of these particles in its flow and flying through a nozzle
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where a ring-shaped air sheath aerodynamically focuses them. The strength of the
primary and sheathing flow allows the user to tune the deposition rate and area,
down to a diameter of 5 µm.

Inkjet Printing

Inkjet printers are already widely used in offices, homes, and factories. However, in
the field of printed electronics, instead of printing pigmented inks, inkjet printers
print electroactive inks. Figure 2.2E shows the general process.

Inkjet printers usually utilize computer-aided design (CAD) software that allows
a user to generate digital designs of the pattern that they want to print. The design
is then processed by the computer and converted into a program that controls the
motion of the print head, as well as delivers small electrical pulses when the print
head passes over the patterned areas. These pulses actuate a small piezoelectric
diaphragm in the print head, causing it to deliver picoliter-volume drops at the
desired locations.

Dispenser Printing

Dispenser printing encompasses all printing techniques that employ a semi-continuous
flow of ink through a nozzle or print head. A schematic of the process is shown in
2.2F. The composition of inks in dispenser printers can vary widely, from solvent-less
fused deposition modeling (FDM) printers to binder-less direct ink writers (DIW),
and everything in between. In any case, dispenser printing utilizes a nozzle mounted
on a 2D- or 3D- chassis. Similar to inkjet printers, CAD is used to generate digital
designs of the printed pattern, and the computer generates a program that controls
the print head and the flow rate through the nozzle to create the desired pattern.

An exciting application of dispenser printing is the incorporation of electroac-
tive particles in the polymer filaments used in FDM-type 3D printers [64–66]. In this
method, the ‘ink’ is a solventless blend of 3D printing polymer and electroactive par-
ticles such as carbon black [64]. The polymer pellets are heated beyond their melting
point and mixed with the particles before being extruded into a wire-shaped filament
that is coiled and later used in the FDM 3D printer. The 3D printing process then
remelts the wire by Joule heating of the nozzle and mechanical pushing the filament
through the nozzle at a controlled rate while the chassis moves the nozzle to the
desired location of the pattern.

DIW is a similar process to FDM printing with three distinct features. First, the
ink of a DIW always includes a solvent to control the viscosity of the ink, though
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sometimes the solvent is a gel-phase material such as PVDF [67]. Second, the material
is physically pumped through the nozzle like squeezing ketchup through a bottle.
Finally, the ink does not need to be heated in DIW, whereas the filament in FDM
printing will only flow when brought past its glass transition temperature, and is
generally brought close to or beyond the melting temperature of the polymer. These
differences give some advantages to DIW. Because DIW can be performed at lower
temperatures and the rheology can be tuned by changing the volume of solvent, a
wider range of materials can be used [68;69].

2.4 Post-processing printed materials

After printing, there are several heat-treatment steps that may be required to com-
plete the printed component layer. The most common of these are annealing, curing,
and sintering.

Annealing is a heat-treatment process that is used to relieve the internal stresses of
a material. Annealing is more commonly used for the heat-treatments of macro-scale
metals, ceramic glasses, and high-performance polymers, though it is also applied to
printed electronic components as well. A macro-scale example would be a cold-rolled
steel billet annealed so that it can be worked further into final products. In printed
electronics, annealing is more commonly used to reduce the internal stresses of the
polymer binder or to reshape the crystallinity, such as PLA [70].

Curing is a process that accelerates a chemical reaction, and in the case of printed
electronics, it almost always refers to the crosslinking of a thermoset polymer binder.
Thermoset polymers that do not set in a reasonable time at room temperature are
cured at higher temperatures (and sometimes lower pressure) in an oven or vacuum
oven. The monomers react much more rapidly at the curing temperature, hardening
it beyond what would otherwise be possible.

Sintering is a process for causing nano- or micro-scale particles to become a
monolithic bulk material by diffusion. Sintering may occur in either or both of the
solid and liquid states. Consider the extreme case of a composite of perfectly sphere-
shaped particles in a polymer matrix. Regardless of the particle:polymer ratio, two
perfect spheres can only contact one another at a single point. If these were the
conductive particles in a printed conductor composite, then the resistance would be
very high despite the inherent conductivity of the particles because the cross-sectional
area would be infinitesimal. In sintering, the composite would be heated above the
melting temperature of the conductive particles so that they diffuse into one another,
increasing the cross-sectional surface area and improving particle-to-particle contact.
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Because of the nature of nano- and micro-scale particles, the sintering temperature
is often much less than the melting point of the macro-scale material.

2.5 Author’s Guide to Designing a Printed
Electronic Device

It can be very easy to get ‘lost in the weeds’ when first learning about different
printing strategies. Here, we present a guide in an effort to make the selection less
complicated. After deciding you want to leverage the many advantages of printing
electronics discussed in Section 2.1, then it is recommended that one chooses the
type of printing by considering the following list of steps and questions. Record the
responses to each:

1. What is being made?
The obvious starting point to making anything is to know - at least vaguely - what
it is that you want to make. The components of a transistor are different than those
of a heating element. It may be helpful to first consider the conventional electronic
analog of whatever it is that you want to make and list out the minimum-required
components of that device.

2. What are the specifications of the device?
What are the outputs of the device, and how will you benchmark the device per-
formance? For example, if you are making a sensor, you may specify a range of
values that the sensor will be within 95% accuracy bounds. Or if you are making an
antenna, you may determine the desired frequency band and operational amplitude.

3. What layers must be present for the device to work?
At a minimum, every printed electronic device must have a conductor layer. What
other layers need to be present? For example, for printed displays, several layers of
semiconductors and dielectrics need to be present. Draw a top and a side view of
a simple version of your envisioned device to better record and visualize the target
result, and label each layer in the stack.

4. Build a model.
From the recorded responses to steps 2 and 3, work backward to build a theoretical
model for determining the parameters of each component in the device. This is
the most difficult step and requires a good understanding of physical laws. The
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complexity of the model can be simple or in-depth, but it is important to have
something to work from.

For the remaining questions in this list, consider and record an answer for each
layer in the printed device. The answers will be informed by the model.

5. What planar resolution is needed?
How crisp do the edges of your printed features need to be? Does the printed layer
need to interface with conventional electronics, and if so, how do you plan on doing
so? Do you need to be able to print features smaller than 100 µm?

6. What vertical resolution is needed?
With the horizontal resolution known, how thick of a printed layer is needed? For
a printed conductor, for instance, the width, length, and thickness is related to the
resistance of the conductor by:

R = ρe
l

wt
= Rs

l

w
(2.1)

where ρe is the resistivity of the printed conductor composite, Rs is the sheet
resistance, and the l, w, and t are the length, width, and thickness of the conduc-
tor, respectively. How might the vertical resolution affect the performance of other
printed layers in the device?

7. How many devices are required?
Some printing methods are more easily scaled to produce higher volumes of devices
with high repeatability, while others are better suited for prototyping small batches
of printed electronic devices quickly and with minimal hassle.

8. Will you design the ink, or will you use a commercially-available ink?
The main reason for considering this question is to know whether or not the mechan-
ical and electrical properties of the ink are variable or not.

If using a commercially-available ink, there is very little that can be done to tune
the properties (safely). This is because the ingredients of these are trade-secret, and
so unless given direct instruction from the ink manufacturer, it is not recommended
to modify the ink in any way, as the addition of ancillary ingredients could cause
unexpected or undesired results.

If, on the other hand, you are planning to design your own ink, then there are
many more dials that can be tuned in the printing process. By designing your own
ink, you can adjust the material ratios to change the rheological properties and im-
prove the printability, or adjust the volume fraction of active material to adjust the
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electrical performance. However, this requires a lot more work, so if the goal of the
project is to make a device rather than to develop a new ink, then it is the author’s
recommendation to use commercially-available inks where possible.

9. Select a printing method.
After considering the above questions, you should have a good idea of what will
be needed for each component in the printed device. With the recorded answers,
refer to Table 2.1, which is a summary of the characteristics of the different printing
methods discussed in this chapter, to determine what printing option is best for that
component. Often, the fabrication of a printed device requires the application of
multiple methods.

10. Plan fabrication and characterization steps.
Record a detailed list of each step in the fabrication process with printing and post-
processing parameters. You may want to try a range of values at first or employ
statistical strategies to investigate the effect of how different parameters affect dif-
ferent measurable properties of the printed device. Along that line of thinking, it is
recommended that you plan characterization steps between each layer in the printed
device, particularly for anything that influences the specifications laid out in Step 2.

11. Execute & Iterate.
Now that you have considered everything, you are ready to print. Execute the plan,
and record your results. Characterize the device to test against the specifications
laid out in Step 2. It is okay if some things don’t work as planned! Design is an
iterative process, and it is ultimately faster to fail early and often. Iterate through
the steps in this list until the device that you make is within the specifications.
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2.6 Concluding Remarks

Printing is a disruptive technology that is a complete change in how electronics
are made. However, considerable advances in printed and hybrid electronics are
still needed to deliver on its market promises. Part of the problem is that printed
electronics are always benchmarked against conventional silicon microelectronics in
areas that favor silicon. This is erred thinking; Printed electronics should not com-
pete against conventional electronics in areas such as charge mobility for printed
semiconductors, the conversion efficiency of printed solar cells, or minimum feature
dimension size. While researchers should strive to improve these areas, the future
of printed electronics lies in its advantages over conventional electronics: large area,
flexible, and low-cost manufacturing of electronics with high volumes and a wider
variety of viable materials. These advantages open a new world of possibilities that
would be unpractical to achieve with silicon alone.
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Chapter 3

Artificial Intelligence & Machine
Learning

Or maybe going through the wave equation.
An ancient engine offers no momentum,

About the power from an old vibration,
And nothing but a little bit of venom.

Surrounded by a sin Omega T,
On the other side of you and me.

– Hafez, an AI

3.1 What is Artificial Intelligence & Ma-
chine Learning?

Artificial Intelligence (AI) is the capability of a computer system to mimic human
cognitive functions. Computer scientists commonly develop AIs to mimic how hu-
mans learn and solve problems. They do this by programming the computer system
to use math and logic to simulate people’s reasoning to learn and make decisions.

Machine Learning (ML) is a subcategory of AI. Specifically, it is the application
of mathematical models to help a computer system improve - or ‘learn’- without
direct instruction. This enables a computer system to continue improving on its own
based on its previous results or experiences.
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AI is what an ‘intelligent’ computer system uses to behave and perform tasks like
humans. ML is how a computer system builds its intelligence.

There are three primary strategies for building an ML program. These are su-
pervised learning, unsupervised learning, and reinforcement learning.

Supervised learning has the defining characteristic of access to annotated training
data [78]. Supervised learning algorithms induce models from the training data, which
can then be applied to classify other unlabelled test data. A common analogy for
supervised learning is that of a teacher teaching a student: the teacher trains a
student with lots of practice problems, and then the student takes a test without the
teacher’s help.

If supervised learning is analogous to a classroom learning environment, then
unsupervised learning is like throwing a child into the deep end of the pool to teach
them how to swim. Unsupervised learning modes do not have access to labeled
training data. Instead, unsupervised learning algorithms learn by clustering the
data together in different ways, and trying to find patterns [78;79]. The child in the
pool will learn that behavior where they tread their legs and wave their arms brings
them closer to the surface.

Finally, reinforcement learning is akin to training a dog with treats. A dog will
act however it wants, but they will learn that certain desired behaviors will result in
a treat, such as returning to their handler when they shout ‘come’ or reclining onto
their haunches when they call ‘sit’. In a reinforcement learning program, the ‘treat’
is a numerical output [80]. In practice, a reinforcement learning program will perform
a task by trial-and-error, the task result will be scored, and then the program will
attempt the same task again with behavior similar to its highest-scored behavior in
previous trials.

Regardless of the learning strategy, all machine learning algorithms (MLAs) follow
a process flow similar to the one shown in Figure 3.1. A computer model is built
and executed, the simulation results are scored by calculating an error term, and the
error drives adjustment of the computer model parameters.

Why does all of this matter? First, computers can do simple input-output pro-
cesses much faster than a human - about 10 million times faster [81]. The ‘brain’
of a computer does not get tired or distracted as a human’s brain does, emotional
influences don’t cloud their findings, and they can be reprogrammed for different
tasks practically instantaneously. For problems requiring many simple, repetitive
calculations and objective tasks, computers have a clear advantage. Second, ML
offers methods to optimize problems that were previously infeasible. With ML, one
can model a problem based on simulation or experimental data, and then an MLA
can solve the problem and be used as the basis for optimal design and/or control.

This chapter will focus on using ML to optimize models of physical systems. First,
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Figure 3.1: Schematic of the machine learning process for optimizing simulated sys-
tems.

we will discuss the principles of optimization. Next, we will explain how different
MLA types minimize objective functions to reduce error and optimize these systems.

3.2 Principles of Optimization

Optimization is the process by which the best or most desirable outcome is reached.
In the application of ML, optimization is done by changing the inputs of an objective
function - a function that describes whatever it is that you are trying to optimize - to
minimize or maximize it. The difference between the actual output and the desired
output is the error, the magnitude of which may be used to manipulate the inputs
of the function.

Objective Functions

Objective functions - also referred to here as ‘cost functions’ - are functions that
return a scalar value used to determine the ranking or ‘fitness’ of whatever it is that
you are trying to optimize. By convention, the fittest solution to a problem is the
one that has the smallest objective function output, though some choose to set up
objective functions such that maximizing the output yields the best results. In this
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chapter, we will maintain the convention that minimization of the objective function
optimizes a system to prevent confusion.

It is perhaps easiest to learn what objective functions are through examples. In
the following sections, we will define the components of objective functions through
real-world examples.

Consider if one were trying to minimize the cost of fencing materials to enclose
a 400-acre rectangle for cattle ranching. Because fencing is priced per linear foot,
one might want to minimize the total length of the perimeter. In this scenario, the
‘objective’ is to build a fence whose enclosed area is 400 acres at the lowest possible
expense. In this specific case, the objective can be described mathematically as an
objective function:

Π (L) = w1L (3.1)

where Π is the objective we want to minimize (dollar-cost of building the fence),
w1 is a weighting factor (dollar-cost per linear foot of fence), and L is the length of
the fence. As you may know, one way to find the minimum of a function is to take
the function’s derivative, set it equal to zero, and solve for the variables algebraically.
Then, the solution to the objective function can be solved analytically. For simplicity,
in this example, we assume that the 400-acre enclosed area is rectangular, with side
lengths x and y.

L = 2(x+ y)

A = x · y

y =
A

x

Π = w1L = 2w1(x+
A

x
)

ΠMin = ∇Π→ 0

∇Π =
∂

∂x
2w1(x+

A

x
) = 0

2w1(1 +
A

x2
) = 0→ x =

√
(A)

y =
A

x
=
√

(A)

L = 2(x+ y) = 2 · A
Π = 2w1A
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Figure 3.2: The cost of fencing material to enclose a 400-foot area as a function of
the side-length, x. A minimum value of $33,390 is reached at x = 4173.73 ft.

Assuming a cost of $2 per linear foot of fencing, w1 = 2, the cost function Π is
plotted as a function of the length of one of the sides of the rectangular area, x, in
Figure 3.2.

While a single-variable cost function like this example is relatively easy to solve, it
can quickly become more complex as more variables and conditions are introduced.
Let’s consider again trying to minimize the cost of fencing materials to enclose a
400-acre ranch. However, one of the sides of the rectangle is next to a road and
requires special fencing material valued at $5 per foot. Now the cost function would
become:

Π = 2w1x+ w1y + w2y

= w1

(
2x+

Ad
x

)
+ w2

Ad
x

This cost function can still be solved analytically, though it will be more diffi-
cult. What if, however, we were to find that because of a limitation in the fencing
equipment, it will cost an extra $0.01 every 100 feet that fencing material is placed
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away from the road? Or, what if we were to find a pond in the way of our fencing
path that will require the fencing to make a path around it?

In the fencing example, the cost function minimized a single design variable -
the dollar cost of fencing. However, it should not be confused that cost functions
necessarily minimize a dollar cost, nor should it be confused that all cost functions
have a single objective of the cost function. Many cost functions will maximize,
minimize, and tune multiple design variables simultaneously, and the weighting term,
w adjusts the degree of importance of each design variable. The larger the value of
a weighting term is compared to the other weighting terms, the greater the influence
that design variable will have on the cost function.

Consider now a scientist is trying to optimize the traits of a new apple species.
This cost function may include several related and unrelated factors to optimize for.
They may want to maximize the size of the apple, sweetness, yield, climate resilience,
and disease resistance. Conversely, it would be beneficial to minimize the fertilizer
use, number of seeds, etc. These different goals or targets are called design variables.
We then define Λ, a vector of N design variables such that:

Π(Λ) = Π{Λ1, ...,ΛN} (3.2)

Each of these design variables Λi may be written such that its contribution to the
overall cost function is minimized when the design variable is maximized, minimized,
approaches the desired value, or fits within a zone of acceptable values. Consider our
apple genetics example from before. Using the yield of apples as a design variable,
to minimize the value of the cost function as the yield increases, we can define the
design variable as so:

Λyield =
wyield
NApples

(3.3)

Thus, as the number of apples increases, the value of Λyield would decrease,
thereby minimizing Π(Λ). Consider a design variable we would want to minimize,
such as the average volume of fertilizer needed to keep an apple tree healthy. A
viable design variable term for this would be:

Λfertilizer = wfertilizerVfertilizer (3.4)

In this case, Λfertilizer decreases as the volume decreases, thereby minimizing
Π(Λ). Another design variable term we can use in an objective function is to tune a
variable to a predetermined value. Continuing with our apple genetics example, one
might want to tune the size of an apple to be large, but not so large as to not fit into
an average person’s hand. In this case, let’s assume that after some market research
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and user studies, the team in charge of designing this new breed of apple has decided
that the perfect apple has a radius of 10 cm. We can then write the design variable
Λsize as:

Λsize = wsize
||ractual − rdesired||
||rdesired||

(3.5)

In this example, we are normalizing the magnitude of the difference between the
actual and the desired size values to ensure a positive value.

A final consideration is the inclusion of step-wise, active-inactive constraints that
‘turn on’ when the design variable is above and/or below threshold values. These
design variables constrain the solution to a zone of interest by having a variable
weighting term. For example, it would be desirable to have the apples fully ripen
sometime in October because of the availability of fruit pickers and to take advantage
of the autumn orchard tourists. In this case, we can write a term for the design
variable as:

Λharvest = ŵharvest
||tharvest − TOLharvest||

||TOLharvest||
(3.6)

where:

ŵharvest =

{
0 for − TOLharvest ≤ tharvest ≤ TOLharvest

wharvest otherwise
(3.7)

and TOLharvest is the ‘tolerance’, i.e. the acceptable range of the zone. In this
case, as soon as tharvest falls outside of the acceptable range, Λharvest will have a
step-wise increase from 0 to the weighted value of the term.

Finding the Minimum of Objective Functions

Now that we have a defined objective function - which could be the summation of
several competing objectives, as shown above - how does one find the minimum of
this function? For the fence building example in Figure 3.2, we are only solving for
the solution to a single univariate problem, so the derivative search method is viable.
But what if the problem we were trying to solve was multivariate? Or, what if our
source data is prone to error? What if the problem is nonlinear? What if there aren’t
and clear solutions to the problem? What if there are multiple clear answers? In
many real-world physical systems, any of these scenarios may be the case.

The following sections will discuss different MLAs to optimize such systems.
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3.3 Brute Force Methods

Before discussing the different MLAs that may be used to optimize a problem, we
wanted to quickly discuss the alternative: Brute Force Methods (BFMs).

Theory

Where MLAs find trends to inform their learning, BFMs don’t attempt to learn a
system. Instead, BFMs look at every possible solution to a problem and pick the best
one. Considering 3.1, it would be as though the ‘add new observations’ and ‘error
drives model adjustment’ blocks were removed, with the computer model parame-
ters being adjusted incrementally rather than informed by the results of previous
iterations.

Still, BFMs can be useful for problems of limited scale or complexity, so we will
discuss the theory here.

Given a number of adjustable parameters, Λ
def
= {Λ1,Λ2,Λ3, . . . ,ΛN}, bound

each parameter with a maximum and minimum possible value:

Λ
(−)
1 ≤ Λ1 ≤ Λ

(+)
1 ,

Λ
(−)
2 ≤ Λ2 ≤ Λ

(+)
2 ,

Λ
(−)
3 ≤ Λ3 ≤ Λ

(+)
3 ,

. . .

Λ
(−)
N ≤ ΛN ≤ Λ

(+)
N

These upper and lower limits should generally be dictated by what is physically
feasible. Next, define an increment that each parameter will ‘step’ through to test
for an optimal solution, ∆Λi = constant. Then, the solution for every possible
permutation of parameters must be computed and scored:

Π(Λ) =


Λ

(−)
1 : ∆Λ1 : Λ

(+)
1

Λ
(−)
2 : ∆Λ2 : Λ

(+)
2

Λ
(−)
3 : ∆Λ3 : Λ

(+)
3

...

Λ
(−)
N : ∆ΛN : Λ

(+)
N

 (3.8)
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Limitations of Brute Force Methods

The reason that BFMs aren’t used for all problems is related to their computational
expense. For many real-world problems, the time complexity of BFMs is often greater
than O(N !). This is much slower than MLAs in most cases. Finally, BFMs rely on
the computing power of the devices they are executed on rather than smart algorithm
design.

3.4 Gradient-based Methods

For many optimization problems, gradient-based methods are a simple and efficient
way to quickly obtain a local minimum of an objective function.

Theory

This approach generally starts by postulating initial guesses for values of the function
constants. The method includes a means for altering the constants to get a better
fit. The process is repeated until the fit has acceptable accuracy. In such procedures,
to obtain a new directional step for Λ, one must solve the following system:

[IH ]{∆Λ} = −{g}, (3.9)

where [IH ] is the Hessian matrix (N × N), {∆Λ} is the parameter increment
(N × 1), and {g} is the gradient (N × 1). This is determined by forcing the gradient
of ∇ΛΠ(Λ) = 0. Expanding (linearizing) around a first guess Λi yields:

∇ΛΠ(Λi+1) ≈ ∇ΛΠ(Λi) +∇
(
∇ΛΠ(Λi)

)
· (Λi+1 −Λi) + higher order terms ≈ 0

(3.10)
or, in more streamlined matrix notation, defining the Hessian, [IH ] = ∇

(
∇ΛΠ(Λ)

)
and {g} = ∇ΛΠ(Λ), then

[IH ]{∆Λ}+ {g} = 0. (3.11)

Following a standard Newton-type multivariate search, a new design increment
is computed,

∆ = (∆Λ1,∆Λ2, ...∆ΛN), (3.12)
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for a design vector, Λ, by solving the following system, [IH ]{∆Λ} = −{g}, where
[IH ] is the (N ×N) Hessian matrix, with components:

Hij =
∂2Π(Λ)

∂Λi∂Λj

, (3.13)

{g} is the (N × 1) gradient, with components:

gi =
∂Π(Λ)

∂Λi

(3.14)

and where {∆Λ} is the (N × 1) design increment with components ∆Λi.
After the design increment has been solved for, one then forms an updated design

vector, Λnew = Λold + ∆Λ, and the process is repeated until ||Π|| ≤ TOL, where
TOL is the tolerance.

Explicitly, the incremental system is:



∂2Π(Λ)
∂Λ1∂Λ1

∂2Π(Λ)
∂Λ1∂Λ2

∂2Π(Λ)
∂Λ1∂Λ3

∂2Π(Λ)
∂Λ1∂Λ4

.....
∂2Π(Λ)
∂Λ2∂Λ1

∂2Π(Λ)
∂Λ2∂Λ2

∂2Π(Λ)
∂Λ2∂Λ3

∂2Π(Λ)
∂Λ2∂Λ4

......
∂2Π(Λ)
∂Λ3∂Λ1

∂2Π(Λ)
∂Λ3∂Λ2

∂2Π(Λ)
∂Λ3∂Λ3

∂2Π(Λ)
∂Λ3∂Λ4

......
∂2Π(Λ)
∂Λ4∂Λ1

∂2Π(Λ)
∂Λ4∂Λ2

∂2Π(Λ)
∂Λ4∂Λ3

∂2Π(Λ)
∂Λ4∂Λ4

......

...... ...... ...... ...... ......

...... ...... ...... ...... ......
∂2Π(Λ)
∂ΛN∂Λ1

∂2Π(Λ)
∂ΛN∂Λ2

∂2Π(Λ)
∂ΛN∂Λ3

∂2Π(Λ)
∂ΛN∂Λ4

.....





∆Λ1

∆Λ2

∆Λ3

∆Λ4

.....

.....
∆ΛN


= −



∂Π(Λ)
∂Λ1

∂Π(Λ)
∂Λ2

∂Π(Λ)
∂Λ3

∂Π(Λ)
∂Λ4

.....

.....
∂Π(Λ)
∂ΛN


. (3.15)

The derivatives must often be computed numerically:

• For the first derivative of Π at (Λ1,Λ2,Λ3):

∂Π

∂Λ1

≈ Π(Λ1 + ∆Λ1,Λ2,Λ3)− Π(Λ1 −∆Λ1,Λ2,Λ3)

2∆Λ1

(3.16)

• For the second derivative at (Λ1,Λ2,Λ3):

∂

∂Λ1

(
∂Π

∂Λ1

)
≈

(
∂Π
∂Λ1

)
|
Λ1+

∆Λ1
2 ,Λ2,Λ3

−
(

∂Π
∂Λ1

)
|
Λ1−∆Λ1

2 ,Λ2,Λ3

∆Λ1
(3.17)

=
1

∆Λ1
(

(
Π(Λ1 + ∆Λ1),Λ2,Λ3 −Π(Λ1,Λ2,Λ3)

∆Λ1

)
−

(
Π(Λ1,Λ2,Λ3)−Π(Λ1 −∆Λ1,Λ2,Λ3)

∆Λ1

)
).
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• For the cross-derivative at (Λ1,Λ2):

∂

∂Λ2

(
∂Π

∂Λ1

)
≈ ∂

∂Λ2

(
Π(Λ1 + ∆Λ1,Λ2,Λ3)−Π(Λ1 −∆Λ1,Λ2,Λ3)

2∆Λ1

)
≈ 1

4∆Λ1∆Λ2
(Π(Λ1 + ∆Λ1,Λ2 + ∆Λ2,Λ3)−Π(Λ1 −∆Λ1,Λ2 + ∆Λ2,Λ3))

− (Π(Λ1 + ∆Λ1,Λ2 −∆Λ2,Λ3)−Π(Λ1 −∆Λ1,Λ2 −∆Λ2,Λ3)) . (3.18)

Limitations of Gradient-based Methods

One can apply a gradient-based method if the objective function is sufficiently smooth
in that region of the parameter space. Unfortunately, objective functions are often
nonconvex in design parameter space and nonsmooth due to the variety of design
variables. For example, if there are active-inactive constraints in the cost function, it
is likely that the function is non-differentiable (non-continuous) across the domain.
Finally, sample size effects can induce stochastic behavior in the objective function.

Furthermore, gradient-based methods can converge on incorrect answers if there
are several local minimums and the initial guess is poor. In these, cases, the algorithm
may converge on a local minimum instead of a global minimum. Consider for example
the two following equations, which are plotted in Figure 3.3 in the range −20 ≤ x ≤
20:

ΠA = x2 (3.19)

ΠB = x+
π

2
sin(x) (3.20)

In both cases, the global minimum of the equation is at x = 0. In Figure 3.4,
we apply a gradient-based method to both equations and plot the solution that the
algorithm converges on for x0 = 0.2, 2, and 20. For ΠA, the algorithm will converge
on the global minimum regardless of the initial guess for x = x0, as shown in Figure
3.4A-C. However, for ΠB, the algorithm will converge to the nearest local minima,
meaning it obtains different solutions depending on the initial guess for x = x0. Only
when the initial guess is sufficiently close to the global minimum will the algorithm
yield the desired solution, such as in Figure 3.4D.

As you can see, there are plenty of cases where minimizing a cost function is dif-
ficult with the direct application of gradient methods. This motivates non-derivative
search methods found in other types of MLAs.
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Figure 3.3: Plot of Equations 3.19 and 3.20. Each is a univariate equation with a
global minimum at x = 0, while Equation 3.20 has multiple local minima.

Figure 3.4: Examples of using Newton’s Method to find local minima. The plots on
the left show the solution to the equation ΠA = x2, while the plots on the right show
the solution to the equation ΠB = x+ π

2
sin(x). In all plots, the red marker indicates

the initial guess, and the blue marker indicates the solution. For PiA, Newton’s
method consistently found the global minimum. For the plots on the right, the
initial guess can result in different solutions.
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3.5 Genetic Algorithms

Theory

One of the most basic subset of MLA’s are Genetic Algorithms (GAs) [82–85]. Ge-
netic algorithms are extremely useful for multivariate system optimization where
gradient methods are not preferred due to the nonconvex, nonsmooth nature of the
system [86–88]. The rapid rate at which the simulations can be completed enables the
ability to explore inverse problems seeking to determine what parameter combina-
tions can deliver the desired result [89–92].

GAs earn their name because they mimic the process by which evolution causes
different lifeforms to develop traits; They reflect the aspects of natural selection where
the fittest individuals are selected to procreate. Individuals with the best traits are
more likely to survive long enough to reach sexual maturity. Upon mating with
another individual whose traits have allowed them to survive to sexual maturity, the
two parents create a child whose traits are somewhere between those of the parents.
In the case of a GA, the ‘individuals’ are replaced with ‘design strings’. A design
string is a possible combination of parameters (which replace the ‘genetic traits’ in
this analogy). Just as only the fittest of individuals can pass on their genetic traits,
only the fittest design strings (whose fitness is determined by the objective function)
are ‘mated’ with other high-ranking design strings to generate ‘child strings’, which
are design strings whose parameters are somewhere between those of the ‘parent
strings’.

While each GA is tailored to its use case, broadly speaking, they involve the
following essential concepts:

1. Population Generation: Generate a population of genetic strings: Λi

2. Performance Evaluation: Compute performance of each genetic string:
Π
(
Λi
)

3. Rank Genetic Strings: Rank the strings: Λi, i = 1, . . . , N

4. Mate and/or mutate strings: Mate pairs to produce offspring. Optionally,
include the possibility of randomly ‘mutating’ a gene.

5. Gene Elimination: Remove poorly performing genetic strings from the gene
pool
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6. Population Regeneration: Repeat steps 2-5 with the updated gene pool
and new random genetic strings until Π(Λmin < TOL)

7. Solution Post-Processing: Optionally, apply a gradient-based method after
reaching a small enough tolerance to find the true, global minimum within the
local solution valley - if the objective function is smooth enough

Per convention, we define the objective function as a multivariate problem to be
minimized:

Π(Λ) = Π{Λ1,Λ2,Λ3, . . . ,ΛN} (3.21)

In a GA, we systematically minimize Equation 3.21, minΛ Π, by varying the design

parameters: Λi def
= {Λi

1,Λ
i
2,Λ

i
3, . . . ,Λ

i
N}. Similar to a BFM, the system parameter

search is conducted within constrained ranges of each parameter:

Λ
(−)
1 ≤ Λ1 ≤ Λ

(+)
1 ,

Λ
(−)
2 ≤ Λ2 ≤ Λ

(+)
2 ,

Λ
(−)
3 ≤ Λ3 ≤ Λ

(+)
3 ,

. . .

Λ
(−)
N ≤ ΛN ≤ Λ

(+)
N

Just like the BFM, these upper and lower limits should generally be dictated by
what is physically feasible. However, where a BFM steps through the parameter
space with a defined increment for each parameter, ∆Λi, GAs tackle the problem
with a considerable amount more finesse; GAs sweep the domain of possible design
values rather than selecting discrete increments to test for solutions. This also has
an advantage over gradient-based methods, which begin with an initial guess for the
parameters, making this strategy susceptible to becoming ‘trapped’ in local minima.
These two advantages make GAs well-suited for nonconvex, nonsmooth, multivariate,
and/or multistage systems.

To generate a population of S starting genetic strings, the design string parame-
ters are first generated randomly within the range of permitted values:

Λi, (i = 1, 2, 3, . . . , S)

Λi def
=
{

Λi
1,Λ

i
2,Λ

i
3,Λ

i
4, . . . ,Λ

i
N

}
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where:

Λ(i) =



Λ−1 ≤ Λ
(i)
1 ≤ Λ+

1

Λ−2 ≤ Λ
(i)
2 ≤ Λ+

2

Λ−3 ≤ Λ
(i)
3 ≤ Λ+

3

Λ−4 ≤ Λ
(i)
4 ≤ Λ+

4

...

Λ−N ≤ Λ
(i)
N ≤ Λ+

N


After all design strings have been generated, their performance is calculated by

calculating the output of the cost function when the parameters of the design string
are the inputs: Π

(
Λi
)
, (i = 1, . . . , S). The strings then need to be ranked in increas-

ing order: Λi, (i = 1, . . . , S), such that Π(Λ1) ≤ Π(Λ2) ≤ . . . ≤ Π(ΛS)
Then, beginning with the best-performing pairs, mate the nearest pairs and pro-

duce two offspring:

λi
def
= φi ·Λi + (1− φi) ·Λi+1

λi+1 def
= φ̂i ·Λi +

(
1− φ̂i

)
·Λi+1,

where φi and φ̂i are random numbers such that 0 ≤ φi ≤ 1 and 0 ≤ φ̂i ≤ 1, and
φi, φ̂i are different for each component of each genetic string. Thus, each child string
can be defined as:

λi =



Λpi
1 φ1 + Λ

p(i+1)
1 (1− φ1)

Λpi
2 φ2 + Λ

p(i+1)
2 (1− φ2)
...
...
...
...
...
...
...

Λpi
NφN + Λ

p(i+1)
N (1− φN)


(3.22)

where φi ∈ rand[0,1].
After the children have been generated, the worst performing strings need to be

eliminated. Eliminate the bottom M < S strings, and keep the top K < N parents
and top K offspring (K offspring +K parents +M = S)
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Figure 3.5: Cost function evolution for a genetic algorithm where the parents are
retained each generation. The value of the best-performing design string is mono-
tonically decreasing, and the average cost of the parent design strings is close to the
best-performing string, while the average cost of all design strings is several orders
of magnitude higher and not monotonically decreasing.

If one does not retain the parents in the algorithm above, inferior performing
offspring may replace superior parents. Thus, top parents should be kept for the next
generation. This guarantees a monotone reduction in the cost function. Furthermore,
retained parents need not be re-evaluated, making the algorithm less computationally
less expensive since these parameter sets do not have to be reevaluated (or ranked)
in the subsequent generations. Numerous studies have shown that the advantages
of parent retention outweigh inbreeding for sufficiently large population sizes [86–92].
Figure 3.5 shows the evolution of the cost function result of an arbitrary genetic
algorithm.

The process is repeated with top gene pool (K offspring and K parents), plus M
new, randomly generated strings. Optionally, one could set the GA to rescale the
range of parameters to restart the search around the best performing parameter set
every few generations, which could speed up the solution time, but risks missing the
global minimum if the algorithm if this update occurs too early in the execution.

As the GA iterates through time, the best-performing string will get closer and
closer to the global minimum. The basic action of a GA is shown schematically in
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Figure 3.6: The basic action of a genetic algorithm. Throughout multiple gener-
ations, high-performing strings are matched with other high-performing strings to
make a children string whose parameters are between those of their parents.

Figure 3.6.

Limitations of Genetic Algorithms

While GAs excel at quickly scanning the design space to isolate multiple local min-
ima, they are comparatively slow in converging to find the absolute minima for the
location by the nature of resource allocation in generating new random strings. As
the computation time increases, the likelihood that a random string outperforms all
other strings in the population is increasingly unlikely. Using a GA for an initial
search before refining the search using Newton’s method is a ‘best-of-both-worlds’
approach to highly multivariate problems.

3.6 Artificial Neural Networks

Artificial Neural Networks (ANNs) are input-output type models like the other
MLAs. However, there are some fundamental differences between ANNs and other
MLAs.
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Theory

ANNs are essentially adaptive nonlinear regressions of the form:

Output = F (Input, w1, w2, ..., wn, b1, b2, ..., bm) (3.23)

where F is the ANN. ANNs are named such because, when drawn schematically,
are biomimetic of the complex, bioelectrochemical neural networks that make up
the brains of creatures in the animal kingdom. As such, the structures in a neural
network are likewise named after the parts of an animal brain. These are:

• Synapses: Multiply inputs by weights representing the input’s relevance to
the desired output.

• Neurons: Add the outputs of all connected synapses and apply an activation
function.

It is difficult to describe the purpose of an activation function without first un-
derstanding the architecture of neural networks and how they work. Figure 3.7 is
a schematic of a neural network. Figure 3.7A shows the overall architecture of an
arbitrarily-shaped neural network, while Figure 3.7B shows the architecture of a
single neuron and its connected synapses.

From Figure 3.7A, we see that a neural network comprises multiple layers, each
of which comprises multiple neurons. Synapses connect neurons to all other neurons
of the layers immediately to the left and to the right of their layer, but there are no
connections between neurons of the same layer or of neurons to other neurons several
layers away. At the input layer, no computation is performed; neurons simply pass
on the information to the first hidden layer. Any layer that is not the input layer
or the output layer is called a hidden layer, and it’s within these layers that the
bulk of the processing is done. They are called hidden layers because they are not
‘exposed’, i.e. once the ANN program is written, they are an abstraction and perform
all of the computations, transforming inputs step-by-step from the input layer to the
output layer. There can be multiple hidden layers depending on the architecture of
the neural network, and the overall design of neural network architectures is one of
great research and will not be discussed here. Finally, the output layer brings all the
information ‘learned’ through the hidden layers and outputs the final result.

At the neuron level, shown in Figure 3.7B, we can explain what happens at each
neuron. All neurons from the previous layer in the ANN output their result, which
becomes the inputs of this neuron. The inputs are carried to the neuron on the
synapse (the connection between the two neurons) and are multiplied by a weighting
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Figure 3.7: A) Schematic of an artificial neural network comprised of: (1) four
layers (one input layer, two hidden layers, and one output layer), (2) 12 neurons
(3+4+3+2), and (3) 30 synapses. B) Schematic of a neuron in an artificial neural
network. Each neuron sums the weighted inputs and adds a bias term. The result
is input into an activation function, which determines whether or not the neuron
should ‘fire’.

term, wi, which, similar to objective function definitions, is a scalar term indicative
of how important that particular synapse is in the scope of the entire network.
The neuron sums all of the weighted terms and adds a bias, bj, which, similar to
the weights, represents how important that particular neuron is in the scope of the
entire network. This result of this equation, z, is then fed into an activation function,
f(z). Different ANNs will use different activation functions, such as those shown in
Figure 3.8, but the activation function is the same for all neurons in the network.
The exception to this is the output layer, which sometimes has a unique activation
function. Activation functions are named because they determine whether or not
z is worthy of influencing subsequent layers. They are mathematical gates between
the input feeding the current neuron and its output going to the next layer. In other
words, activation functions decide whether or not the neuron’s output is important
in the prediction process using simpler mathematical operations. The result of the
activation function a = f(z) is output from the neuron and used as the input for the
subsequent layer in the ANN.

The weights must be ‘trained’ to achieve the desired output. Training is a cal-
ibration process analogous to the design string ranking, mating, and elimination
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Figure 3.8: A list of activation functions commonly used in artificial neural net-
works [93].

discussed in Section 3.5. From Section 3.1, ANNs are a subset of the supervised
learning approach, and they require a set of training data where both the inputs and
the outputs are known. There are several strategies used for training ANNs, but
regardless of method, all follow the same generalized steps:

1. Guess a set of trial weights and biases given by the vectors wi=1 and bi=1,
insert into the ANN, and calculate the output:

Oi = F
(
I,wi,bi

)
2. Simulate the system and compute the error:

E i =
(
Odesired −Oi

)2

3. Adjust the weights and biases corresponding to the error:

wi+1 = wi + ∆wi+1

4. Iterate steps 1-3 until there are no more sets of training data, or ¯Erms < TOL
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First, one guesses the values of the weights of the N synapses and the biases of
the M neurons. These are generally written in vector format for fast processing:

wi=1 =


w1

w2

w3

. . .
wN


i=1

, bi=1 =


b1

b2

b3

. . .
bM


i=1

(3.24)

The training data inputs are then fed into the system. Each neuron of the input
layer is assigned one of the input parameters, which are then fed forward through the
hidden layers of the ANN, where their values are multiplied by the weighted terms,
transformed through the activation function, and fed forward through subsequent
layers. After each set of training data, the ANN outputs, ai, are compared to the
outputs of the training data, Oi, and an error term is calculated:

E = (ai −Oi)2 (3.25)

We want to correct all the weights and bias values to minimize the squared error.
When the error is close to zero for many training data sets, the ANN has been trained
to model the system.

Consider one of the weights w2 in Figure 3.7B. Using a truncated Taylor series,
a finite difference approximation for the derivative of ∂E/∂w2 can be written as:

∂E
∂w2

=
0− E

w2,n − w2

(3.26)

where w2,n is the value of w2 corresponding to an error E equal to zero. Rear-
ranging yields a prediction of a new value of w2,n that would make the error go to
zero:

w2,n = w2 +
0− E
∂E
∂w2

(3.27)

However, we have more weights and biases, so we only want to correct a fraction
of the error. Specifically, we modify the equation to:

w2,n = w2 + γ
0− E
∂E
∂w2

(3.28)

where γ is the learning rate parameter and is inversely proportional to the number
of weights and biases in the ANN:
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γ ≈ 1

m+ n
(3.29)

where m is the number of bias terms, and n is the number of weight terms. This
logic is applied to all the network weights and biases. To do this, one must be able
to evaluate all of the derivatives. This is accomplished by the successful application
of the chain rule. This correction approach is called backpropagation and is how the
ANN learns over time. These steps are then repeated until there are no more training
data sets or until the root-mean-square error falls below some threshold value.

Limitations of Artificial Neural Networks

There are a few things to watch out for when designing and executing an ANN,
though the main concern is the activation function. Selection of activation functions
is a crucial step: choosing the wrong activation function can lead to either vanishing
or exploding gradients that will either dramatically increase or eliminate the outputs
of neurons, or update the weights and biases of each iteration by so much that they
‘slingshot’ back and forth from iteration-to-iteration, never approaching some steady-
state value. Furthermore, when selecting an activation function for the output layer,
one must consider the range of values one expects. One can use the linear or ReLU
activation functions if the output can be any numeric value.

3.7 Concluding Remarks

In this chapter, we laid the groundwork for understanding and writing MLAs to
model and optimize physical systems. In all optimization problems, the ‘optimal’
result is reached by either maximizing or minimizing an objective function, depending
on the convention. Different types of MLAs utilize different approaches to obtaining
solutions to these objective functions, several of which were described.

Several other ML approaches were not addressed here. This was for no reason
other than because they are outside my expertise. Deep learning, for example, is a
similar strategy to ANNs, that executes with an unsupervised approach. Although
they have been theorized about since the 1940’s [94], they’ve only caught traction since
the introduction of activation functions in 2012, where Ng and Dean demonstrated
the labeling of cats in unlabelled youtube videos [93;95]. Natural language processing
(NLP) is a subcategory of MLAs that are not only responsible for predictive texts [96],
but are also being used to predict dementia and Alzheimer’s from people’s writings
with 92% accuracy [97].
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Part II

Dissertation Work
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Chapter 4

Printed Nitrate Sensors

Milkweeds and murky brakes, quaint pipes and sun-dew,
And rare and virtuous roots, which in these woods

Draw untold juices from the common earth,
Untold, unknown, and I could surely spell

Their fragrance, and their chemistry apply
By sweet affinities to human flesh

– Ralph Waldo Emerson

4.1 Why Care About Nitrate?

Unless you are already a researcher in a related field, you probably are wondering why
anyone would care about nitrate. “Nitrate...” you might think to yourself, “Isn’t that
the stuff you’re supposed to avoid in processed foods? Ugh, I really should commit
to that new diet everyone is talking about...” If your thought process sounded even
remotely like this when reading the chapter title, then although you may be correct
in your consumptional aspirations, the scope of your understanding of nitrate is
incomplete. This is a forgivable offense, because if this were not the case, then I would
have far less to write about in this chapter. Beyond food preservatives [98], nitrates
are also used in heart medicines [99], explosives [100], and most notably, agricultural
crop production.

Nitrate - or NO−3 - is a critical nutrient for plant growth [101]. Plants use nitrates to
make various nucleotides, amino acids, and proteins [102] - the fundamental building
blocks of life. Unfortunately, nitrate is also a harmful pollutant of drinking water [103]
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and excess nitrate is known to cause adverse outcomes to human health [104;105]. Ni-
trates can also run off and accumulate in still bodies of water, which leads to harmful
algal blooms and eutrophication [106]. All of this is to say that there is competing
interest in using nitrates in agriculture: we want to use enough nitrate to produce
vibrant crops, but not so much that we poison our own environment and drinking
supply.

Despite this, tools for monitoring nitrate over time and space are inadequate at
the time of this writing. To better quantify the nitrate problem and tailor nitrate
fertilizer inputs in agriculture, measurements of nitrate concentrations in soil need
to be made more frequently, at higher spatial resolutions, and over larger areas. The
remainder of this dissertation work is poised to address this. In this chapter, we
will discuss the development and characterization of nitrate sensing elements. In
Chapter 5, we will then discuss the adoption of these sensors into a wireless sensor
network for precision agriculture. Finally, in Chapter ??, we will discuss implement-
ing a potentiometric sensor array that measures the concentration of several other
agricultural nitrogen sources ancillary to nitrate.

4.2 Nitrate Sensing Modalities

Spectrophotometric Analysis

Spectrophotometric analysis is a lab-scale process predicated on the fact that different
electrolytic solutions absorb different wavelengths of light. A nitrate solution absorbs
UV-wavelight at 220 and 275 nm [107]. Thus it is possible to sense concentrations of
nitrate by measuring how much light is absorbed in this spectrum.

Unfortunately, this method only really works when the sample being measured
is only composed of nitrate and water, which is not representative of practically any
use-case scenario. Other organics absorb light in the same band as nitrate, so any
contamination would suffer from selectivity issues.

Ion-exchange Chromatography

Ion-exchange chromatography is a lab-scale process requiring large, expensive equip-
ment. In this measurement technique, a sample is taken from whatever it is whose
chemical concentrations you would like to measure, and is rinsed with high-purity
water. The water is then passed through a pressurized column where ions are ab-
sorbed by ion-exchangers: resins that are selective to different ions. The column of
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ion exchangers is then flushed with an ion-extraction liquid, such as potassium chlo-
ride, while the conductivity of the liquid is measured. The retention time is measured
to determine the contents of the sample [107;108], with different ions having different
retention times for different ion extraction liquids. The peak of the conductivity
measurement corresponds to the concentration of each ion.

Ion-selective Amperometry

Ion-selective amperometry is a three-electrode electrochemical technique that mea-
sures the magnitude of a DC current between a working electrode (WE) and a counter
electrode (CE) when a constant potential is held between the WE and a reference
electrode (RE). The WE is generally doped with a microbe or enzyme that reacts
with the primary measurand within a certain range of electrochemical potentials.
Thus, when the potential between the WE and RE is set to a value within this
range, the current between the WE and the CE corresponds to the concentration of
the primary measurand. While this method can be made highly selective, enzymes
and microbes behave differently in different soil types [109].

Impedance Spectroscopy

Impedance spectroscopy sensors are impedimetric-type sensors and work by applying
small AC voltages at various frequencies between two electrodes in order to drive
the diffusion of electrochemical species onto or off of the electrode while measuring
impedance change. As discussed in Section 1.3, impedimetric sensors demonstrate
poor selectivity, and the high-frequency excitation signals and complicated onboard
calculations require more sophisticated onboard computing compared to ion-selective
amperometric or potentiometric sensors [110;111].

Ion-selective Potentiometry

A potentiometric sensor measures the open-circuit potential between an ISE and
a RE. The RE serves the purpose of providing ’electrochemical ground’, while the
ISE is sensitive to the primary analyte (whatever chemical the sensor is supposed to
sense). A high input impedance voltage sensor is placed between the ISE and the
RE to measure the difference in electrical potential between the two electrodes, and
this electrical potential corresponds to the concentration of the primary analyte.
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Table 4.1: Qualitative comparison of different nitrate sensing modalities.

Sensing Modality Soil Compatible? Selective? Low Cost?
Spectrophotometric Analysis
Ion-exchange Chromatography
Ion-selective Amperometry
Impedance Spectroscopy
Ion-selective Potentiometry

Picking a Modality

There are several things to consider when we decided what type of sensing modality
should be used to measure nitrate concentrations in agriculture. The feasibility of the
different sensing modalities discussed here to reach or surpass these considerations
are shown in Table 4.1.

First, the sensor must be soil compatible, meaning the sensor has to work in a
soil environment. Soil is a three-phase (solid, liquid, and gas) complex medium [112]

consisting of (in no particular order) various organic matter, minerals, metals, ce-
ramics, air, water, microbial colonies, fungi, and (if the conspiracy theorists are to
be believed) mole people [113]. Plants uptake aqueous-phase nitrates from their roots,
so the measurement itself should be made on nitrate in the aqueous phase.

Second, it has to be selective. Soil contains many different chemicals, many of
which may contribute to a false nitrate signal if the sensor is not selective enough. In
this case, the sensor would be ineffective at measuring nitrate, rendering it pointless.

Third, the sensor should be low cost. The goal of this work is to increase the
number of sensors used in agriculture, but realistically, the sensors won’t be adopted
if it doesn’t make sense financially. In other words, the cost of sensors has to be
less than or equal to the sum of the cost of the fertilizers it offsets, the cost of
healthcare associated with nitrate leaching into the water supply, and the cost of the
environmental damage caused by eutrophication.

Finally, the sensor must be able to sense nitrate at the concentrations that are
commonly found in agricultural soils. Figure 4.1 shows the approximate linear range
of concentrations that these sensing modalities have, though some outliers exist.

Combining both the qualitative and quantitative metrics discussed here, potentiometric-
type sensors were determined to be the most appropriate for the application of mea-
suring nitrate levels in the soil. They are soil compatible, selective to nitrate, and
can be made using low cost print-based fabrication methods.
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Figure 4.1: Comparison of the linear range of various nitrate sensor types. The
’range of interest’ shown in blue corresponds to the range of nitrate concentration in
agricultural soil.

4.3 Potentiometric Ion-Selective Electrode
Sensors

A potentiometric sensor measures the open-circuit potential between an ISE and a
RE. An accurate and practical method to measure an electrode’s potential in isolation
(absolute electrode potential) has yet to be developed, so instead a RE is used as an
‘electrochemical ground’ or reference potential for the ISE to be compared against.
The ISE, on the other hand, has a dynamic potential that changes corresponding to
changes in the concentration of the primary analyte. A high input impedance voltage
sensor is placed between the ISE and the RE to measure the difference in electrical
potential between the two electrodes, and because the RE potential is unchanging,
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the measured potential difference corresponds to the concentration of the primary
analyte.

The ISE consists of an organic phase membrane that is doped with an ionophore,
L, that has a strong affinity to the primary ion. The potential then is given by
thermodynamics:

EISE = E0
ISE,i +

RT

ziF
ln ai,solution +

RT

ziF
ln

1

ai,membrane
(4.1)

The ionophore in the membrane phase effectively holds the activity of the ion
in the membrane constant, so we can account for the RT

ziF
ln 1

ai,membrane
term in the

standard potential term which is also constant:

E0∗

ISE,i = E0
ISE,i +

RT

ziF
ln

1

ai,membrane
(4.2)

making Equation 4.1 become:

EISE = E0∗

ISE,i +
RT

ziF
ln ai,solution (4.3)

which is the Nernst equation. If the temperature is known (either by approxi-
mation or by measurement with a temperature sensor), then from Equation 1.19 we
see that the measured potential is logarithmically proportional to the activity of the
primary analyte. The activity of an analyte denotes the ‘active’ concentration of a
species in solution and is given by:

ai = fici (4.4)

where fi and ci are the activity coefficient and the concentration of analyte i,
respectively. Thus, for a calibrated potentiometric sensor, the concentration of the
primary analyte can be determined from the measured cell potential, Ecell.

Key Components

Ion-selective Electrode

The ISE consists of an ion-selective membrane, an ion-to-electron transducer layer,
a conductor, packaging, and encapsulation.
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Ion-selective Membrane
The ion-selective membrane (ISM) is the sensing element of an ISE sensor. It is
made up of a hydrophobic polymer, a plasticizer, an ionophore, and in many cases,
an ion-excluder.

The primary ingredient of an ISM is a hydrophobic polymer (most commonly
poly(vinyl chloride) (PVC)) which forms the backbone matrix of the ISM. A plasti-
cizer is added to solvate the polymer into a gel-like membrane-phase material. The
plasticizer solvent fills and spreads the gaps between the polymer chain, thereby
increasing the flexibility and softening the polymer matrix [114].

An ionophore is a chemical designed to selectively interacts with an ion-of-interest [6;115–122].
For example, a magnesium-selective ISM would include an ionophore that selectively
and reversibly binds to magnesium ions. In Section 1.3, we discussed the four possible
mechanisms by which ionophores can interact with ions (dissociated ion exchange,
charged carrier exchange, neutral carrier exchange, and reactive carrier exchange) [25].
Of these, neutral carrier ionophores are most widely used in ISE sensors based on
polymer membranes. Neutral carrier ionophores are typically macrocyclic, where
many organic molecules are chained together to form a large ring-like shape whose
gap is close to the molecular radius of the primary ion [27]. For example, the potas-
sium ion-selective membrane uses valinomycin as the ionophore. Valinomycin in the
membrane can selectively form a complex with potassium ion (K+) from the solution.
The cavity within the interior of the valinomycin fits potassium ions, and the ions
are held there due to their interactions with the ester carbonyl oxygen atoms of the
valinomycin molecule. This is what provides selectivity of valinomycin to potassium
and allows the reversible exchange of potassium ions with the analyte solution via
complexation between potassium and valinomycin.

If the ionophore is, in fact, a neutral-carrier ionophore, then it is necessary to
also include a hydrophobic counter ion to the primary ion (sometimes called an
ion-excluder or ionic site in literature) for selectivity [28].

Ion-to-Electron Transducer Layer
Ion-to-electron transducer layers, hereafter shortened to ‘transducer layer’, is the
component in an ISE that is responsible for arbitrating the build-up of electrical
charge or potential from a concentration of ions. There are two broad types of
transducer layers. The first is transducer layers that operate on redox activity, and
the second is transducer layers that operate on a capacitor-like electric double-layer
potential.

Transducer layers that operate on redox activity have a liquid or solid electrolyte
that separates the ISM from the conductor. Conventional ISEs have a liquid separa-
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Table 4.2: Commercially-available ionophores for ions relevant to biological systems.
Descriptors such as “Magnesium Ionophore IV” originates from the catalogs of major
commercial suppliers. Consult the cited literature for further detail.

Ion Name Symbol Ionophore Descriptor Reference

Ammonium NH+
4 Ammonium Ionophore I

[123]

Calcium Ca2+ Calcium Ionophore I
[124]

Calcium Ca2+ Calcium Ionophore II
[125]

Calcium Ca2+ Calcium Ionophore III
[126]

Calcium Ca2+ Calcium Ionophore IV
[127]

Calcium Ca2+ Calcium Ionophore V
[128]

Chloride Cl− Chloride Ionophore I
[129]

Chloride Cl− Chloride Ionophore II
[130]

Chloride Cl− Chloride Ionophore III
[130]

Chloride Cl− Chloride Ionophore IV
[131]

Copper Cu2+ Copper Ionophore I
[132]

Copper Cu2+ Copper Ionophore IV
[133]

Copper Cu2+ Copper Ionophore V
[134]

Hydrogen H+ Hydrogen Ionophore I
[135]

Hydrogen H+ Hydrogen Ionophore II
[136]

Hydrogen H+ Hydrogen Ionophore V
[137]

Lead Pb2+ Lead Ionophore I
[138]

Lead Pb2+ Lead Ionophore IV
[139]

Magnesium Mg+ Magnesium Ionophore I
[140]

Magnesium Mg+ Magnesium Ionophore II
[141]

Magnesium Mg+ Magnesium Ionophore IV
[142]

Magnesium Mg+ Magnesium Ionophore VI
[143]

Mercury Hg2+ Mercury Ionophore I
[144]

Nitrate NO−
3 Nitrate Ionophore VI

[145]

Nitrite NO−
2 Nitrite Ionophore I

[146]

Potassium K+ Potassium Ionophore I
[147]

Potassium K+ Potassium Ionophore II
[148]

Potassium K+ Potassium Ionophore III
[149]

Sodium Na+ Sodium Ionophore I
[150]

Sodium Na+ Sodium Ionophore II
[151]

Sodium Na+ Sodium Ionophore III
[151]

Sodium Na+ Sodium Ionophore IV
[152]

Sodium Na+ Sodium Ionophore VI
[153]

Sodium Na+ Sodium Ionophore X
[154]

Zinc Zn2+ Zinc Ionophore I
[155]

Zinc Zn2+ Zinc Ionophore IV
[156]
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Figure 4.2: Schematic of a conventional potentiometric ion-selective electrode sensor.
The ion-selective electrode (left) is connected electrically to the reference electrode
(right) by a voltage sensor, and ionically through the bulk solution.

tor (commonly called an ‘inner-filling solution’) that performs ion-to-electron trans-
duction by means of an electrochemical reaction. For example, the ‘conventional’
ISE architecture is an Ag/AgCl wire in a glass tube filled with a fixed concentra-
tion of Cl−inner-filling solution that is in contact with the ISM. A schematic of a
conventional potentiometric ISE sensor is shown in Figure 4.2.

For all-solid-state ISEs without redox properties, ion-to-electron transduction is
the result of the electrical double layer forming at the ISM/transducer interface. This
interface can be schematically described as an asymmetrical electrical capacitor, in
which one side carries a charge in the form of ions, i.e., cations and anions from the
ion-selective membrane, and the other side is formed by an electrical charge, i.e.,
electrons or holes in the solid contact [157].

It is possible to make an ion-selective electrode without including a transducer
electrode [158]. When a transducer layer is not used and the ISM is coated directly onto
the conductor, ion-to-electron transduction behaves similar to a redox-free transducer
layer where the charge is dependent on the quantity of charge in the electric double
layer. However, sensor drift and erratic responses are more prevalent in ISEs without
a transducer layer because a deleterious water layer can form more easily between
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the ISM and conductor, which will be discussed in greater detail later in Section 4.4.
Also, generally, there is a smaller contact area between an ISM/conductor interface
compared to a transducer/conductor interface because of the nature of the materials
used in each. As we discussed earlier, the surface area of this interface is critical
for ion-to-electron transduction. Finally, the ISE can become polarized by the small
(pA or less) currents associated with potentiometric measurements.

Conductor
The conductor is in contact with the transducer layer. It carries data as an electric
potential from the electrode to the voltage sensor. It is often a metal, though any
conductive material - such as allotropes of carbon or silicon - can also be used.

Packaging & Encapsulation
Finally, the ISE must be held together with physical packaging and encapsulation.
These components are tied to the ease of handling, impact resistance, and physical
durability of the sensor. It also aids in preventing oxidation, corrosion, and other
undesirable processes.

Reference Electrode

As described earlier in Section 4.2, the RE act’s as an ‘electrochemical ground’, pro-
viding a stable, well-known reference potential that is unchanging in varying ionic
environments [159]. The stable potential is generated by an electrochemical reaction
that also provides the namesake of the electrode. For example, the standard hydro-
gen electrode (SHE) is named after the redox half cell reaction: 2 H +

(aq) + 2 e–

2 H2(g). When an abundance of reactants are made available, the reaction will occur
spontaneously, and always at the same potential (given all other factors also remain
constant).

There are REs based on a handful of different chemical reactions, each offering
different drawbacks and advantages over the others. However, the Ag/AgCl RE is by
and far the most commonly used because of its distinct advantages. As it’s named
suggests, it is based on the silver-silver chloride reaction, AgCl(s) + Ag(s) + e–

Ag+ + Cl– + Ag(s) + e–, which occurs at +0.222V vs. the SHE.
In this work, we use the Ag/AgCl electrode exclusively as the RE, and will

therefore only be concerned with this RE chemistry hereafter. In conventional ISE
sensors, such as the one shown in Figure 4.2, the metal conductor (Ag) is in contact
with a sparingly soluble solid salt of the corresponding metal cation (AgCl) which
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is suspended in a reference solution of the anion that forms that salt (KCl, NaCl,
etc.) [160]. The reference solution is separated from the bulk solution by a salt bridge.

Salt Bridge
The salt bridge separates the transducer and the bulk solution that is being sampled.
In practice, the salt bridge is often contained in nanoporous glass (glass frit), polymer
membrane, hydrophilic gel, or capillary [160]. In conventional REs, a glass frit is most
commonly used as the salt bridge. The salt bridge must allow electrical contact
between the bulk solution and the Ag/AgCl by ionic conductivity with relatively low
resistance [161].

In the case of many solid-state REs, the salt bridge is a salt-loaded polymer
membrane, hereafter simply called the salt membrane. The salt membrane of a
RE behaves like the salt bridge of an electrochemical cell. It is therefore of utmost
importance to load the salt membrane with a surplus of salt so that the RE reaction
occurs spontaneously. In the case of the Ag/AgCl electrode, the solvated polymer
membrane is doped with KCl, NaCl, or another chloride salt such that a surplus of
Cl−anions are available for the reaction at the Ag/AgCl electrode. Because of the
solubility of these salts, there is a slow diffusion of the membrane-phase salt into the
bulk aqueous solution, meaning that over time, Cl−ions will slowly leech into the
sample that is being measured [160].

Transducer
Several configurations that an Ag/AgCl RE might take [160], primarily differentiated
by the phase and material choice of the transducer layer. In conventional REs,
the transduction layer is a concentrated salt solution that functions on classical ion
exchange, as discussed earlier. However, there are also polymeric solid-state trans-
ducers, many of which are similar if not identical to the transducer layer materials
used in ISEs.

Ag/AgCl Electrode
The Ag/AgCl electrode is the reference electrode’s most important component. This
electrode is often a layer of AgCl chemically grown or printed on top of a pristine
silver layer, or sometimes a composite of Ag and AgCl particles. In both cases, the
Ag/AgCl electrode is the site for the electrochemical reactions to occur.

Ideally, the two half-cell reactions occurring at the reference electrode are:

AgCls + e– Ags + Cl– (4.5)

and:
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Ags Ag+ + e– (4.6)

for a full cell reaction of:

AgCl(s) + Ag(s) + e– Ag+ + Cl– + Ag(s) + e– (4.7)

Unfortunately, it is possible for secondary, unwanted reactions to occur, creating
complexes such as AgCl2 or AgCl3 which can lead to the dissolution of AgCl, resulting
in signal drift and sensitivity problems.

Conductor, Packaging, & Encapsulation
The conductor, packaging, and encapsulation components of a reference electrode
have identical roles and design considerations as their corresponding ISE components,
and so are not repeated here.

Voltage Sensor

Finally, a potentiometric sensor requires a voltage sensor connected to the conductor
of the ISE and the conductor of the RE to measure the electrical potential difference
between the two. Whether it is a voltmeter or a potentiostat, the voltage sensor
should have a sufficiently high input impedance to minimize the flow of current in
the system, which as we have discussed, could cause polarization of the ISM or other
drift-enabling effects.

4.4 Printed Potentiometric Nitrate Sen-
sors

In Section 4.2, we identified ion-selective potentiometry as a sensing method that
can be executed in soil, and that ISE sensors can be made at low cost. This is
because it is possible for the ISE and RE components of the sensor to be made by
print-based fabrication methods, the benefits of which were discussed in Chapter
2. In this section, we will discuss the fabrication and characterization of printed
potentiometric nitrate sensors.
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Figure 4.3: A) Schematic of a printed nitrate-selective sensor. B) Printed ISE layers.
C) Printed RE layers.

Sensor Fabrication

Printed potentiometric nitrate sensors have all of the same components as a conven-
tional potentiometric ion-selective sensor such as the one shown in Figure 4.2, but
in the interest of printability and miniaturization, the inner-filling solutions of the
RE was replaced with a solid-state transducer layer, while the ISE does not incor-
porate a formal transducer layer at all, and rather relies on capacitive transduction
without a transducer layer described previously. The glass tube packaging was like-
wise removed. Instead, the conductor wires were printed onto a thin substrate and
encapsulated. A schematic of a fully-printed potentiometric nitrate sensor is shown
in Figure 4.3.

Ion-selective Electrode Fabrication

ISEs were fabricated according to the process illustrated in Figure 4.4A. Gold elec-
trodes, which are 3.5 mm diameter circles connected to a 1 mm wide trace, were
printed on 25 µm thick PQA2 PEN using Harima Nanopaste(Au) NPG-J gold ink in
a Dimatix inkjet printer at ambient conditions. Printed gold electrodes were sintered
at 250 ◦C for 50 minutes and then encapsulated with 75 µm thick laser cut Teflon
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Figure 4.4: Nitrate sensor fabrication. A) Nitrate ion-selective electrode fabrication
steps. A gold conductor was inkjet printed onto a PQA2 substrate, sintered, and
encapsulated with a Teflon tape with a window for the electrode area. A nitrate-
selective membrane cocktail was then drop cast on the exposed area of the electrode
and allowed to dry in a fumehood. B) Nitrate reference electrode fabrication steps.
Ag/AgCl paste was screen printed onto PET and cured. Then, a patterned Teflon
tape encapsulant with a window for the electrode area was adhered to the substrate.
A carbon nanotube transducer layer was drop cast onto the exposed Ag/AgCl elec-
trode and allowed to dry in a fumehood for 15 minutes. Finally, a salt membrane
cocktail was drop cast on top of the dried transducer layer and allowed to dry in a
fumehood for 15 minutes.

tape with 5 mm diameter circular windows for the active area. The window in the
encapsulant was larger than the electrode to allow space for the membrane to seal to
the substrate, preventing bubbles or delamination of the membrane. ISE membranes
were fabricated by mixing 5.2 wt% Nitrate Ionophore VI , 47.1 wt% dibutyl phtha-
late, 0.6 wt% tetaroctylammonium chloride, and 47.1 wt% PVC. A total of 0.2 g of
this mixture was dissolved in 1.3 mL of THF. 16 µL of the membrane solution was
drop-cast on the printed gold electrode surface. The resulting ISE dried in a fume
hood for 15 minutes.
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Reference Electrode Fabrication

Printed RE fabrication is outlined in Figure 4.4B. Ag/AgCl electrodes with the same
geometry as the gold electrodes were screen printed on 25 µm thick PQA2 PEN using
Engineered Materials Systems, Inc. CI-4001 ink. Three layers of ink were printed;
each layer was dried before the next was printed. Printed Ag/AgCl electrodes were
then annealed at 120 ◦C in a vacuum oven for 2 hours and encapsulated with 75 µm
thick laser-cut Teflon tape.

The REs employed a CNT transducer layer between the Ag/AgCl electrode and
the membrane. This transducer was composed of 0.01 g of CNT (iP-Single Walled
Carbon Nanotubes from Carbon Solutions, Inc) and 0.05 g of F127 (poly(ethylene
glycol)-block-poly(propylene glycol)-block-poly(ethylene glycol) diacrylate) dissolved
in 10 mL of THF, which were sonified for 1 hour in an ice bath using a Branson Digital
Sonifier probe. The resulting transducer cocktail was deposited in two separate 2 µL
aliquots onto the printed REs surface.

The salt membrane was made by dissolving 1.58 g of Butvar B-98 (poly(vinyl
butyral) (PVB), 1.00 g of NaCl, and 1.00 g of NaNO3 in 20 mL of methanol. The
mixture was sonified for 30 minutes in an ice bath, and the resulting salt membrane
cocktail was deposited on top of the CNT transducer in three separate 2 µL aliquots.
Unless otherwise noted, all chemicals used in both ISE and salt membranes were
obtained from Millipore Sigma.

Sensor Assembly

Fully printed sensors were attached to an acrylic block for mechanical stability.
8331D silver conductive epoxy (MG Chemicals) was used to connect wires, and the
joint was encapsulated by Gorilla two-part epoxy. Figure 4.5 shows a photograph of
a fully-assembled sensor.

Sensor Characterization

In an ideal ISE sensor, the ISE demonstrates a Nernstian response to changes in
primary analyte concentration, while the RE maintains a constant potential in all
concentrations of solution. The ISE and RE should also be perfectly selective to
the primary analyte, meaning that changing the concentration of interfering ana-
lytes would not change the potential of either electrode. Both electrodes should also
be stable, meaning that the reported potentials of either electrode should be time-
independent and consistent over minutes, hours, days, and even weeks of measure-
ments. Unfortunately, all real-world devices contain some number of non-idealities,



CHAPTER 4. PRINTED NITRATE SENSORS 87

Figure 4.5: Picture of the assembled nitrate sensor. The nitrate sensor electrodes
were adhered to an acrylic stake for mechanical support and ease of handling in
experiments.

resulting in systematic errors. While these flaws can be minimized by careful design
and fabrication practices, it is impossible to remove all flaws. This necessitates the
characterization of the ISE sensors to determine how well the sensors that were fab-
ricated perform in their use case and to benchmark those performances against other
existing sensor technologies.

In the following section, we characterized the printed nitrate ISE sensors in terms
of their sensitivity, selectivity, and stability. When characterizing properties that
apply to both ISEs or REs, we characterized the ISE and RE individually first, and
then as a fully-printed pair (i.e., as a fully-printed ISE sensor).

Sensitivity Characterization

Perhaps the most important figure-of-merit in any ISE sensor is the sensitivity of
the sensor to the primary analyte. Sensitivity is the ratio between the output signal
and the measured property, so in the case of ISE sensors, sensitivity is reported in
units of volts per decade change in concentration. This property is of particular
importance in ISE sensors for several reasons, but the main reason is that sensitivity
is the measure of ‘to what degree does our sensor respond to what it is trying to
measure?’. Another reason is that the larger the sensitivity, the larger the signal-to-
noise ratio (SNR) and the smaller the sources of random error.

For a nitrate sensor, we can calculate the theoretical sensitivity at room tempera-
ture as the slope in the Nernst Equation, shown in Equation 4.3, by replacing zi with
the valency charge of -1 for the NO−3 ion. Doing so yields an ideal sensitivity of -59.1
mV/decade(NO−3 ), or a -59.1 mV change per 10x increase in NO−3 concentration.
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Ion-Selective Electrode Sensitivity
To characterize the sensitivity of the printed nitrate ISE, its potential was measured
against a commercially-available conventional Ag/AgCl electrode in varying concen-
trations of NaNO3, shown in Figure 4.6A. Figure 4.6B shows the potential over time
for one ISE measured against glass commercial reference electrode in nitrate solu-
tions between 20 mM and 0.05 mM. This ISE reported a stable value after about
30 seconds after a change in concentration. The data from 4.6B can alternatively
be plotted versus nitrate concentration on a log scale, as shown by the blue circles
in figure 4.6C. The other lines in 4.6C represent the sensitivity for six other ISEs in
three batches. The average sensitivity for all seven sensors is -54.1 ± 2.1 mV/decade.

The linear range of these sensors was found to be between 0.05 mM and 100 mM.
This range is equivalent to 3.1 to 6,200 ppm NO−3 or 0.7 to 1,400 ppm (NO−3 -N).
This is in good agreement with other nitrate ISEs in literature, which typically ex-
hibit a range of 10−6 M - 10−1 M. Concentrations of nitrate in agricultural fertilizer
vary widely depending on crop and soil type as well as fertigation technique, but
a few 100’s of ppm would be a high nitrate concentration in fertilizer [162]. In the
United States, the Environmental Protection Agency’s drinking water quality stan-
dards specify a maximum of 10 ppm NO−3 , and some studies have shown an increased
risk of certain health conditions for water with 5 ppm NO−3 or greater. The sensors
presented here cover concentrations from drinking water to concentrated fertilizer.

In Figure 4.6C, the sensitivity curves for different sensors are offset one from
another. This offset is the result in different values for E0∗

ISE,i, which is the sum of

standard potentials for all boundaries in the ISE. This variation in E0∗
ISE,i is common

in ISEs (particularly in ISEs that utilize a capacitive transducer rather than a redox
transducer [163]) and means that each sensor must be individually calibrated before
use. E0 variation has a variety of causes, many of which are summarized in Hu et
al. [158]. Properly, E0 is the potential at ion activity of 1, which is outside of the linear
range of the sensors. E0 values presented here are calculated using the potential at 1
mM NO−3 concentration. Within one batch of ISEs, the E0 variation was found to be
12.5 mV. The measurements for one batch were done with each ISE paired with one
of five different commercial REs. While nominally identical, the standard potential
of these five commercial REs was compared in 1 M KCl solution and was found
to vary by up to 11 mV different from each other. This difference in commercial
RE performance is consistent with E0 values obtained within a batch of ISEs. The
batch-to-batch variation is 83 mV over six batches. This significant variation may
be due to variation in the membrane drying conditions, sections of crystallized PVC
in the membranes, or other minor effects [163].

Another reason for mismatched standard potential is when different materials
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Figure 4.6: (a) Characterization of a printed nitrate-selective electrode against a com-
mercial reference electrode in NaNO3 solutions of varying concentrations. (b) Poten-
tial over time response of a printed nitrate-selective electrode in changing concentra-
tions of nitrate.(c) Sensitivity plot of six nitrate-selective electrodes overlaid, showing
high repeatability and near-Nernstian response of -54.1 mV/dec ± 2.1 mV/dec.
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Figure 4.7: Sensitivity of nitrate ion-selective electrodes using different materials for
the conductor.

are used as a conductor. Because the standard potential is calculated as the sum of
all standard boundary potentials between the ISE and RE, changing the conductor
layer material causes an offset in boundary layer potential between the transducer
layer and the conductor. Figure 4.7 shows the impact that changing the conductor
material has on the overall sensitivity and standard potential of the nitrate ISE. All
nitrate ISE conductors were made using the same pattern described in the fabrication
section. LIG conductors were prepared according to literature [164–167]. Carbon con-
ductors were screen printed with Creative Materials 114-34A/B187 solvent-resistant
carbon ink. The silver conductors were screen printed with Creative Materials 127-07
extremely conductive ink.

Fertilizers often include nitrate in salts other than NaNO3, so the ISEs were
also characterized in the presence of two other common nitrate salts: KNO3 and
NH4NO3 commercial fertilizers. The resulting sensitivity to all three nitrate salts is
shown in Figure 4.8. For four sensors, the sensitivity in NH4NO3 was −51.2 ± 4.0
mV/decade, and for KNO3 sensitivity was −52.6 ± 5.0 mV/decade. This shows
that ISE sensitivity depends only on the NO−3 anion and not the associated cation.
However, the standard potential does vary from one salt to another, which motivates
the need to characterize the selectivity of the ISEs.
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Figure 4.8: Sensitivity of nitrate ion-selective electrodes in different nitrate salts.

Reference Electrode Sensitivity
REs act as an electrochemical ground, therefore their potential must remain un-
changed in varying ionic environments. The precise composition of the printed RE
will impact E0 in the Nernst equation. However, because E0 is constant, the offset
is easily accounted for in calibration.

The performance of printed REs was determined by measuring them versus a
commercial Ag/AgCl double junction RE, as in Zamarayeva et. al [168], and illus-
trated in Figure 4.9A. First, pristine printed Ag/AgCl electrodes were measured,
and the resulting data is shown in Figure 4.9B. The output voltage is unstable since
these printed REs lacks a source of chloride ions, which are needed for the Ag/AgCl
reversible reaction that keeps the reference potential stable.

The surface area and composition of the printed RE were modified by adding a
CNT layer and a PVB-NaCl membrane. The characterization is shown in Figure
4.9C. These electrodes used the formulation developed in Zamarayeva [168] for use in
chloride-rich environments. REs with a NaCl membrane showed a -18 mV/decade
sensitivity to nitrate.

The optimized RE composition was achieved with the addition of NaNO3 to
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the PVB-NaCl membrane. Cattrall and Zamarayeva et al. [168;169] have shown that
including the ion of interest in the membrane of a RE reduces its sensitivity to that
ion. To reduce sensitivity to nitrate, NaNO3 was needed in the membrane; sensitivity
data for this electrode is shown in Figure 4.9D. This formulation has a sensitivity of
-3 mV/decade, which is a marked improvement over the NaCl membrane alone.

The effect of adding the ion of interest to the reference electrode membrane is
highlighted in Figure 4.9E, where the NaCl membrane and NaCl+NaNO3 membranes
are directly compared. In this figure, potentials are normalized by subtracting the
average potential in 1 mM nitrate from the average potential at each concentration,
and the potential offsets are plotted versus concentration. The RE whose membrane
includes NaCl+NaNO3, represented by red triangles, has a flatter slope which reflects
its insensitivity to nitrate concentration.

Repeatability across different reference electrodes is shown in Figure 4.9F where
voltage vs concentration for five printed REs with the NaCl + NaNO3 + PVB mem-
branes is displayed. All the printed REs showed stable potential response over three
orders of magnitude change in the nitrate concentration.

Fully Printed Nitrate Sensor Sensitivity
Pairing the printed ISE with a printed RE results in a fully printed sensor that
realizes the full benefits of printing: low cost, high-throughput manufacturing, no
glass or liquid components, and production in form factors that are suitable for use
in field deployments. Figure 4.10A shows the potential over time for a printed ISE
measured against a commercial reference in blue and that same ISE paired with a
printed reference in green. The E0 value changed, which was expected because the
interfaces present in a printed RE are different from those of a commercial RE. For
this sample, the fully printed senor’s potential was about 87 mV below the printed
ISE-commercial RE pair. Both versions have high sensitivity greater over the range
0.1 mM to 100 mM, response times less than 10 seconds, and hysteresis less than
5%.

The sensitivity of these ISEs, when measured against glass REs, were -54.3 ± 2.6
mV/dec, which is near Nernstian and comparable to other nitrate ISEs in literature,
as shown in Table 4.4. Printed pairs have a sensitivity of 48.0 ± 3.3 mV/decade
for n=4 sensors. The sensitivity of the four sensors, from two batches, is shown in
figure Figure 4.10B. The sensitivity of fully printed pairs was about 4 mV/decade less
than the sensitivity of ISEs measured against glass references, owing to the slight
sensitivity of the printed references themselves to nitrate. Again, E0 variation is
considerable, particularly from batch to batch. This is expected given the batch-to-
batch variability of the ISEs and the sample-to-sample variation of printed REs.



CHAPTER 4. PRINTED NITRATE SENSORS 93

Figure 4.9: Printed nitrate-selective reference electrode membrane optimization. A)
Measuring a printed reference electrode against a commercial reference electrode in
NaNO3 solutions of varying concentrations. Potential over time in changing con-
centrations of nitrate of a printed Ag/AgCl reference electrode with B) no added
membrane, C) PVB membrane with NaCl added, and D) PVB membrane with NaCl
and NaNO3 added. Measurements in B-D were done against a commercial Ag/AgCl
reference electrode. E) Sensitivity of printed reference electrodes with NaCl in PVB
membrane (blue) NaNO3 and NaCl in PVB membrane (red). The absolute value
of the voltage measured at 1 mM NaNO3 has been set to 0 mV to facilitate the
comparison of slopes. F) Sensitivity of five printed reference electrodes to NO3 is
2.96 ± 1.9 mV/decade.
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Figure 4.10: Printed nitrate sensor sensitivity characterization. A) Potential over
time for one ISE was measured against a commercial glass reference electrode and
against a printed reference electrode. The change of reference electrode changed
the E0 of the pair by 87 mV. B) Sensitivity curves for two batches of two printed
pairs. The average sensitivity for these four electrodes is 48.0 ± 3.3 mV/decade. C)
Potential versus nitrate concentration for three sensors in a high organic matter soil.

Fully printed sensors were measured in high organic matter soil from a field site in
California. Six small pots of soil were prepared, and each was watered to saturation
with a different concentration of KNO3 solution. The printed sensors were inserted
into each pot in turn, and the potential was recorded. Actual NO3 concentration–
including background NO−3 already present in the soil prior to watering and was
measured using standard techniques.

The relationship between the sensors’ potential and the log of the concentration
of nitrate is linear with R2 values of 0.98, 0.99, and 0.87. The average sensitivity is
-47 mV/decade, which is remarkably close to their sensitivity in an aqueous solution.
These results are promising for the future application of printed ISEs in soil media
and will be explored further in Chapter 5.

Selectivity Characterization

Soil is a complex environment containing a host of ions other than NO−3 . Ideally,
nitrate ISEs should be insensitive to all ions other than NO−3 , and REs should be
stable regardless of the concentration of any ion. Selectivity studies quantify the
degree to which these behaviors are true and identify elements that could cause
measurement errors.

The Nicolsky-Eisenman equation describes the potential, E generated by a po-
tentiometric sensor in the presence of interfering species [170].
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E = E0 + 2.3026
RT

zF
log10(aA +

∑
B

KPOT
A,B (aB)

zA
zB ) (4.8)

It assumes Nernstian behavior for all ions, and interfering species’ responses are
weighted by their respective Nicolsky-Eisenman coefficient, KPOT

A,B , where A is the
primary ion (nitrate, in this case) and B is the interfering species. KPOT

A,B should be
less than 1, and the nearer to zero, the less sensitive the ISE is to that interfering
species.

Based on a soil chemistry report from A & L Western Agricultural Laboratories,
we selected eight possibly interfering species to test for: sulphate (SO2−

4 ), chloride
(Cl−), phosphate (PO3−

4 ), nitrite (NO−2 ), ammonium (NH+
4 ), calcium (Ca2+), potas-

sium (K+) and magnesium (Mg+). Higher concentrations of SO2−
4 and Cl−were also

tested because they rank above NO−3 in the Hoffmeister series, so are of particular
concern as interfering species. The concentrations of these chemicals and the com-
plete salt used as the source of the ions are listed in table 4.3.

Ion-Selective Electrode Selectivity
The two-solution method, which is a mixed solution method described in [170] was used
to determine theKPOT

A,B values for the eight ions listed previously. In all cases, baseline
E values were measured in 1 mM NaNO3 and the interfering solutions contained both
the interfering salt and 1 mM NaNO3.

Reference Electrode Selectivity
Because REs should not have Nernstian responses to ions, equation 4.8 is not a
good model for RE behavior. Instead, simple ∆E values are reported in table 4.3,
where ∆E is the difference between the potential measured in 1 mM NaNO3 and the
potential measured in 1 mM NaNO3 and the interfering salt.

As shown in Table 4.3 the KPOT
A,B values for the ISEs and ∆E values for REs

are quite small for most ions except Ca2+at concentrations that are expected in soil.
Ca2+, however, had a significant impact on both the ISE and the RE, indicating that
in soils with high concentrations of these elements, the sensor might be unreliable,
or at least require site-specific calibration.
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Table 4.3: Nickolsy-Eisenman coefficients for ions found in soil

Chemical Concentration Concentration and KPOT
A,B for ISE ∆E for RE

(ppm) salt used (mV)
Sulphate 20 ppm 0.2 mM Na2SO4 -0.087 -0.67
Sulphate 96 ppm 1 mM Na2SO4 -0.019 -4.33
Chloride 35.5 ppm 1 mM NaCl 0.064 0.33
Nitrite 30 ppm 0.65 mM NaNO2 0.086 -0.67
Ammonium 10 ppm 0.55 mM NH4Cl 0.012 -0.67
Potassium 600 ppm 15.3 mM KCl 0.317 -2.33
Magnesium 400 ppm 16.5 mM MgCl 0.004 3.67
Phosphate 20 ppm 0.2 mM Na3PO4 0.074 2.00
Chloride 5300 ppm 150 mM NaCl 0.002 2.67
Calcium 3000 ppm 75 mM CaCl2 1.377 12.67
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Fully Printed Nitrate Sensor Selectivity
In addition to being insensitive to interfering ions, their presence should not lower
the sensitivity of the ISEs to NO−3 . The sensitivity of four sensors was measured
between 0.1 and 100 mM concentrations of KNO3 and NH4NO3 fertilizers, and 0.05
to 50 mM Ca(NO3)2. The sensitivities in KNO3 and NH4NO3 fertilizers were -52.6±5
mV/decade and -51.1± 4 mV/decade, respectively, but -29.3±10.6 mV/decade in
Ca(NO3)2. The impact of Ca2+ on sensor behavior is important because Ca2+ can
be present at high concentrations in soil, and is used in fertilizers as well.

In a soil environment, any ions commonly found in soil (such as the eight listed
here) can vary by several orders of magnitude, meaning even ions with small inter-
ference coefficients can cause inaccurate readings from a potentiometric ISE sensor.
In Chapter ??, we further investigate “the interference problem”.

Stability Characterization

The final figure-of-merit for nitrate ISE sensors that we will discuss is stability.
Stability is related to the lifetime of a sensor; It is the tendency for a sensor to behave
in a predictable, unchanging, and expected manner. Naturally, all built things will
gradually break down under the weight of entropy, but the degree to which a sensor
resists these changes and persists in its intended function is called stability.

Measuring a sensor’s potential drift and/or reproducibility is the most direct
method for understanding a sensor’s stability. However, in the case of potentiometric
ISE sensors, several other techniques for diagnosing possible causes of sensor drift,
including water layer tests, chronopotentiometry, and electrochemical impedance
spectroscopy (EIS).

Drift
The simplest and most common way of describing a sensor’s stability is to charac-
terize the sensor’s drift. To characterize the drift of a potentiometric ISE sensor,
all one has to do is place the sensor in a known concentration of primary analyte
solution for a period of time while intermittently sampling the output signal. When
the polarizable ISE reaches steady-state equilibrium in the solution, it exhibits the
same potential as a galvanostatically charged capacitor:

E = E0 + i

(
R +

t

C

)
(4.9)

where i is current, R is the bulk resistance of the electrode, t is time, and C is
the capacitance. The calculation for drift, then, is:
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¯̇E =
∆E

∆t
=

i

C
(4.10)

Where ¯̇E is the potential drift. When the measurement is done in 1 M of the
primary analyte, then this is the ‘standard potential drift’. According to Equation
4.10, to minimize drift, it is beneficial to have a large electrode capacitance and a
small resistance to reduce the current [158]. We measured the potential of several
nitrate ISEs over a 24h period and plotted them in Figure 4.11. By performing
a linear regression of the potential over time, the drift then is the slope of the fit
line. The nitrate sensors exhibited drift on tens of microvolts to several millivolts
per hour. Considering a nitrate sensor with a near-nernstian response of -50 mV per
decade and a drift of 1 mV per hour, then one would expect the sensor could be off
by an entire order of magnitude after two days of continuous measurements. To stay
within a 5% error bound over a 30-day period, the drift needs to be about 4 µV per
hour or less.

Some researchers have been able to minimize potential drift to a few µV per
hour [179;180]. However, not many demonstrate good stability over the course of weeks
to months, which is desirable for the use-case of sensing chemicals in soil [13]. Figure
4.12 shows the drift of several ISEs from other research groups in recent years [163],
with the green stars indicating the drift of the nitrate ISEs in Figure 4.11.

It should be noted that Figures 4.11 and 4.12 showcase the drift that is at-
tributable to the ISE alone - but of key importance is the fact that it is impossible
to measure ISE drift directly due to variations in other potential differences in other
parts of the measuring system, such as the liquid junction potential of the reference
electrode, or oxidation and corrosion at dissimilar metal interfaces.

Reproducability
For potentiometric ISEs, the effect of potential drift can also be seen if a set of ionic
solutions are measured repeatedly over a period of time. When this is done, one will
see that the difference between the measured potentials in the different solutions (i.e.
the sensitivity) will remain about the same, but the absolute value generally drifts
by several millivolts. The degree to which the sensitivity or the standard potential
changes after a period of disuse is called the reproducibility of a sensor. Figure 4.13,
for example, shows the response of the same printed nitrate sensor measured twice
with an eleven-day gap between measurements.

Water Layer Formation
Perhaps the most common cause of drift in ISEs is the formation of an undesired
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Figure 4.11: Potential drift of nitrate ion-selective electrodes. Four nitrate ion-
selective electrodes were immersed in 100 mM NaNO3 for 24 hours and their potential
was recorded. The entries in the legend are equations of the linear fit with the slope
in units of volts per hour.

water layer [181;182]. A ‘water layer’ in the field of ISE research refers to a small water
layer (sometimes nanometer thickness or less) that can form between the conductor
and transducer [181;183]. This water layer then acts as an unintentional electrolyte
reservoir that re-equilibrates with any change in the bulk sample composition [183].

Several mechanisms can cause the formation of a water layer. If the ISM and
transducer layer do not have good contact with the subsequent layers and do not
form a hydrophobic seal, then it is possible for the bulk solution to ‘fill in’ the space
by capillary force, not unlike water soaking into a napkin or paper towel. However,
if there is a good seal in different layers, it is still possible for a water layer to
form. For example, if the microstructure of the ISM contains ‘pinholes’ (tube-like
voided discontinuities in the polymeric matrix), water can likewise transport through
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Figure 4.12: Recorded drift rate of several ion-selective electrodes in literature, re-
ported in Rousseau et. al. [163]. The x-axis shows the time period over which the drift
was calculated. The green stars indicate the drift of the nitrate ISEs from Figure
4.11

these channels to the layers below. Pinholes can be avoided by careful deposition
techniques or by making thicker ISM layers. For the latter, the likelihood of forming
a pinhole penetrating through the entire membrane is inversely proportional to the
membrane thickness. Finally, even if there is a hydrophobic seal and there are
no pinholes, water will still diffuse through the membrane to some degree, as the
diffusion coefficient of a typical PVC membrane is on the order of 10−8 cm2/s [184].
This is why PVC and other hydrophobic polymers are frequently chosen as the
polymer matrix - their high level of hydrophobicity and small diffusion coefficients
make it so the water diffusion rate through the ISM is negligible.

A simple test to determine if a water layer is forming within an ISE was designed
by Fibbioli et al. [181] and is now widely used within the field of polymeric ISE research.
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Figure 4.13: Reproducability of nitrate ion-selective electrodes sensitivity.

As it has come to be known, the’ water layer test’ is a relatively simple three-part
potentiometric measurement [185]. First, the ISE is conditioned in a concentrated
(say, 100 mM) solution of its primary analyte. Then, the electrodes are moved to
a concentrated solution of a known interfering analyte. Finally, the electrodes are
placed back in the concentrated solution of the primary analyte. The electrode
potential is continuously recorded against a commercial Ag/AgCl RE following each
exposure to the different solutions. The duration that the electrodes need to be
soaked in each solution depends on the thickness of the membranes and the ISE
response. Each exposure lasts several hours, and some experiments lasting up to 45
hours have been reported [186;187]. A schematic describing the water layer test for a
nitrate ISE is shown in Figure 4.14.

Figure 4.15 shows the water layer test performed on the nitrate ISE. In this
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Figure 4.14: Schematic illustration of fluxes and recorded potential transients in the
aqueous water layer test with a solid-contact nitrate-selective electrode. A) Forma-
tion of an aqueous water layer due to water transport B) NO−3 ion concentration in the
aqueous layer increases during conditioning in a primary (NO−3 ) ion solution, causing
a negative potential drift. C) Replacing the NO−3 ion solution to an interfering (Cl−)
ion solution reverses the flux of NO−3 ions and the potential drift as NO−3 ion concen-
tration decreases and Cl−ion concentration increases in the aqueous water layer. D)
Returning the electrode into the primary NO−3 ion solution causes a readjustment of
NO−3 concentration in the aqueous layer, resulting in a potential drift in the positive
direction.
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Figure 4.15: Water layer test of nitrate ion-selective electrodes. The nitrate ion-
selective electrode was placed in 100 mM NaNO3 for two hours, then 100 mM NaCl
for two hours, followed by 100 mM NaNO3 for 24 hours.

water layer test, 100 mM NaNO3 was used as the primary solution, and 100 mM
NaCl was the interfering solution. First, the ISE was conditioned in 100 mM NaNO3

until it was stable. The final hour of stable output in NaNO3 is shown, followed by
two hours in the interfering solution, and returning to NaNO3 for 24 hours. The
potential shows some drift during both the NaCl step and the NaNO3 return, which
could indicate the presence of a water layer on the electrode’s surface, which is not
unexpected for this type of coated-wire electrode. However, the electrode’s stability is
on par with values reported in the literature, which involved specific modifications for
stability. The difference between the potential immediately before and the potential
immediately after the NaCl step is 15 mV, the same as found by Chen et. al. for
electrodes using gold nanoparticles and Polypyrrole (PPy) to improve stability [188].

Chronopotentiometry
Another technique for investigating the stability of an ISE is current-reversal chronopo-
tentiometry. Recall that in Equation 4.10, potential drift is inversely proportional to
the capacitance of the ISE. Current-reversal chronopotentiometry is a technique that
allows one to find the capacitance of an ISE [189]. Current-reversal chronopotentiom-
etry is a three-electrode electrode technique with the ISE as the working electrode
(WE), a commercial Ag/AgCl electrode as the RE, and a glassy carbon electrode as
the counter electrode (CE). The WE is polarized with a few nanoamps of current
(usually 1 nA) while the electrode potential is recorded [189]. Rearranging Equation
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Figure 4.16: Reverse-current chronopotentiogram of the nitrate ion-selective elec-
trode recorded in 100 mM NaNO3.

4.10 allows one to solve for the capacitance from the rate of potential change and the
current input. After a short period of time, the current flow is reversed, and the bulk
resistance of the electrode can be calculated from the ohmic drop when the current
is reversed by rearrangement of Equation 4.9.

A nitrate ISEs was configured into the three-electrode system described above
and submerged in 100 mM NaNO3. A +1 nA current was applied for 60s, at which
point the current was reversed to -1 nA for another 60s. The potential is plotted
over time in Figure 4.16.

The differences in the electrical parameters of the electrodes reflect the differences
in their potentiometric response [177]. The total resistance of the electrode is calcu-
lated using the expression Rtot = E

2i
, where i is 1 nA [177]. The drift, ∆E

∆t
, is calculated

by fitting a linear regression to the slope of the charge cycle, where the slope is the
drift rate. Finally, the capacitance is calculated as C = i/∆E

∆t
. We found that the

electrode has a total resistance of 2.5 MΩ, a drift of 0.3 mV/s, and a capacitance of
3.4 µF. These numbers are in good agreement with other works [177;189], though the
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Figure 4.17: Impedance spectra of the nitrate ion-selective electrodes. A) Bode plot.
B) Nyquist plot.

electrode’s capacitance is smaller by one or two orders of magnitude. This makes
sense due to the lack of a transducer layer on these electrodes, which motivates the
inclusion of a transducer layer to increase the electrode capacitance to decrease the
drift.

Electrochemical Impedance Spectroscopy
EIS is an electrochemical technique that provides in-depth information about the
dielectric properties of solid-state ISE sensors [177;183]. EIS can also identify water
layers, pockets of water in membrane pores, and pinholes. Finally, EIS characterizes
the contact resistance of the boundaries between layers, which should be minimized
to ensure a hydrophobic seal and reduce the ISE impedance.

The nitrate ISEs were configured in a three-electrode system, with the ISE as
the WE, a commercial Ag/AgCl electrode as the RE, and a glassy carbon electrode
as the CE. The three electrodes were immersed in 100 mM NaNO3 solution and the
impedance spectra were recorded in the frequency range of 0.5 Hz - 200 kHz. The
Bode plot is shown in Figure 4.17A, and the Nyquist plot is shown in Figure 4.17B.

The electrode demonstrated a bulk impedance of 1.72 MΩ. Higher bulk resistance
of ISEs with PVC and DBF-based membranes has been previously reported, which
could be accounted for by membrane thickness and the lack of a transducer layer in
our device.
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4.5 Concluding Remarks

In this chapter, we have demonstrated nitrate sensing elements for measuring nitrate
in soil - the primary component of fertilizers and the most important ingredient for
plant growth. We designed and fabricated fully printed potentiometric nitrate sensors
comprised of a printed nitrate ISE and printed RE. The printed nitrate ISEs showed
a near-Nernstian sensitivity of -54.1 mV/dec ± 2.1 mV/dec when paired with a glass
RE. A printed RE with low sensitivity to nitrate was developed using a membrane
composed of PVB, NaCl, and NaNO3. Fully printed nitrate sensors demonstrated a
sensitivity of -48.0± 3.3 mv/dec in solution and -47 mV/decade in soil. The printed
sensors were selective to nitrate and did not have significant sensitivity to sulfate,
chloride, phosphate, nitrite, ammonium, potassium, or magnesium at concentrations
found in soil, though calcium does interfere with the sensors’ behavior. The sensors
are as stable as many other potentiometric ISE sensors in the literature but are not
yet stable enough for long-term use in agricultural settings. Implementation of a
transduction layer, and increasing the membrane thickness would likely increase the
sensor stability.

The nitrate ISE sensors discussed in this chapter are not really sensors by the
definition we outlined in Chapter 1. Rather, they are only the sensing element, and
they need to be incorporated into a sensor circuit in order to properly communi-
cate their measurements, as discussed in Section 1.5. In Chapter 5, we will explore
what it would take to implement nitrate ISE sensors into a sensor circuit, and more
importantly, how to integrate these sensors into a precision agriculture system.
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Chapter 5

Implementation of Nitrate Sensors
for Agricultural Applications

How love burns through the Putting in the Seed
On through the watching for that early birth

When, just as the soil tarnishes with weed,
The sturdy seedling with arched body comes

Shouldering its way and shedding the earth crumbs.
– Robert Frost

5.1 The Argument for High-Density Soil
Sensing in Agriculture

Precision agriculture offers a pathway to increase crop yield while reducing water
consumption, carbon footprint, and chemicals leaching into groundwater. Precision
agriculture is the practice of collecting spatial and temporal data in an agricultural
field to match the inputs to the site-specific conditions [190]. While industrial agri-
culture seeks to maximize crop yield, there is also the consideration of maintaining
a healthy ecosystem. Fortunately, these are not competing interests; Numerous case
studies have demonstrated that adopting precision agriculture techniques increases
crop yield while lessening detrimental environmental effects [190–194].

Consider first the use of irrigation in agriculture, which accounts for approxi-
mately 36.7% of the freshwater consumption in the U.S. [195], 65% in China [196], and
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77% in New Zealand [197]. Part of why so much water is used in agriculture is, quite
simply, because crops need a lot of water to grow. For example, high-production
maize crops require 600,000 gallons of water per acre per season - that’s an Olympic
swimming pool’s worth of fresh water per acre [198]! Adopting precision agriculture
practices - such as variable-rate irrigation - have proven to reduce water consumption
by 26.3% [197;199].

Meanwhile, fixing nitrogen from the air to produce fertilizers is an extraordinar-
ily energy-intensive process [200–202] and accounts for nearly 2% of the U.S.’s annual
CO2 emissions [203]. Crops recover only 30-50% of nitrogen in fertilizers [204], which
means that over half of the nitrogen becomes a potential source of environmental
pollution, such as groundwater contamination, eutrophication, acid rain, ammonia
redeposition, and greenhouse gases [205]. Fortunately, precision agriculture practices
have demonstrated an increase in nitrogen use efficiency [192;206;207], thereby reducing
both the production volume of fertilizer as well as the amount that is polluted into
the environment.

We began this exploration from the (no pun intended) ground-up. First, we inves-
tigated how many sensors are needed to inform a precision agriculture system. The
results of that work informed the design of nitrate sensor nodes to fulfill those spec-
ifications, and lab-scale versions of those nodes were fabricated and tested in green-
house experiments. After these WiFi-enabled nitrate sensor nodes were validated,
we replaced the components of the nitrate sensor node with naturally-degradable
alternatives to realize a no-maintenance version of the sensor node. The fabrication
methods were scalable and low cost, while the sensors were comparable to their non-
degradable twins. Such sensors could be widely distributed throughout a landscape
to map nitrate movement through the watershed, inform the efficient application of
fertilizer, or alert residents to elevated nitrate levels in drinking water.

5.2 Optimized Placement of Agricultural
Soil Sensors

Background

Accurate soil data is crucial information for precision agriculture [208]. In partic-
ular, the moisture content [209–211] and the concentration of various chemical ana-
lytes [212–215] in soil have a significant influence on crop health and yield. These
properties vary considerably over short distances, which begs the question: What
spatial density does soil need to be sampled to capture soil variability? Half of the
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Figure 5.1: Visual outline of Chapter 5. In Section 5.2 we will investigate the demand
for soil sensors in precision farming. Section 5.3 will explore the implementation of
nitrate sensors into a soil sensor node. Section 5.4 will describe the design, fabrica-
tion, and testing of naturally-degradable nitrate sensor nodes. Finally, Section 5.5
will propose a paradigm for sampling data from the distributed sensor nodes using
UAV drones.
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spatial range, referred to hereafter as the ‘half-variogram range’ [216], can be used
as a “rule-of-thumb” to account for the spatial dependency of agricultural measure-
ments [217]. The variance of a measurand, z, as a function of distance is empirically
given by:

γ̂(~h) =
1

2
· 1

N(~h)

N(~h)∑
i=1

[
z
(
~xi + ~h

)
− z (~xi)

]2

(5.1)

where γ̂ is the variance, z (~xi) and z
(
~xi + ~h

)
are the measured values of the mea-

surand z at N(~h) pairs of comparisons separated by the vector ~h. Numerous studies
have determined the spatial range of various soil properties in various soil condi-
tions [213–215;217–222], which demonstrates the fact that the half-variogram range itself
varies depending on the geographic location and sampling method [217]. Recently,
Longchamps & Khosla analyzed and tabulated the spatial ranges of numerous soil
properties reported in literature [223], which can be used as informed estimates for
spacing sensors when no other information about the soil is known.

Geostatistically representative soil data can be collected with agricultural sensors
spaced at the half-variogram range [217]. The data gathered from these sensors can
be used to inform management techniques such as variable-rate technologies, which
adapt to the heterogeneities of an agricultural field and thus enable site-specific
management [224–230]. For example, farmers could tailor their nitrogen and water
management to site-specific conditions [231], which would, in turn, reduce nitric ox-
ide emissions, increase yields, and reduce fertilizer use [192]. Other researchers have
investigated the use of machine-learning algorithms as tools for decision-making in
precision agriculture [232–235] however, to the best of our knowledge, no authors have
optimized agricultural soil sensor placement using the half-variogram range to inform
the placement of sensors.

In this work, we developed a sequential gap reduction (SGR) algorithm that
determines an optimal distribution of soil sensors across several types of agricultural
fields. We use the half-variogram range of nitrate as the basis for sensor distribution
in four agricultural field shapes: a circular field, a rectangular field, a field with both
circular and rectangular features, and a field shape determined from an image.
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Theory

Digital expression of an agricultural field

Similar to how an agricultural field can be defined in the real world as a geographic
area at a location, a digital representation - or ’simulation’ - of an agricultural field
can be defined as many discrete pixels, where each pixel’s position corresponds to a
geographic coordinate and its size to an area. Here, we briefly discuss three methods
of expressing an agricultural field in a digital format.

For agricultural fields that a simple geometric shape can approximate - such as
a rectangular farm or a central-pivot farm - expressing the farm digitally is trivial.
For a rectangular-shaped field, we discretize the space into a grid of uniform pixels
with dimensions proportional to the length and width of the physical domain. For a
central-pivot field, we bound the field in a square grid of uniform pixels, loop through
each pixel in the grid, and add the pixel to a list if that pixel’s coordinates are equal
to or less than the field’s radius. This technique is demonstrated in Figure 5.2A for
a rectangular-shaped field and in Figure 5.2B for a central-pivot field.

When the boundaries of the agricultural field are not regularly shaped, we define
the field by a list of consecutive coordinate points that, when piecewise connected
by polynomial curves, form an enclosed shape. Here, we adopt a simple ray tracing
algorithm to determine whether or not a pixel is inside or outside of this bound-
ary [236;237]. Given an enclosed boundary and a point in space, if one were to draw
an infinite vector in any direction originating from that point, it will intersect the
boundary an odd-numbered amount of times if-and-only-if the point is within the
enclosed space, which is shown in Figure 5.2C. This holds for all points in space
except for points on the boundary, which must be determined explicitly. In this way,
we use the coordinates of each pixel as a point to determine if a pixel is inside the
boundary and append it to a list.

Finally, satellite or drone visible-spectra images of agricultural land are already
stored in a digital, pixelized format. Such images and datasets are widely available
from Google Earth, NASA Earth Observatory, or the USDA cropland data layer.
Computer vision techniques can differentiate the arable land on a field from ob-
structions (such as roads, buildings, trees, and ponds) and store those pixels in a
list [238–240]. This process is visualized in Figure 5.2D.

In all cases, it is essential to note the physical dimensions that a single pixel
represents. It should also be noted that because each method requires discretization
of the field, the results are approximations whose accuracy increases proportionally
to the number of pixels used.
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Figure 5.2: Methods of defining agricultural fields in a digital domain. A) Rect-
angular fields were defined by discretizing the field into a grid of uniform pixels
proportional to the length and width of the physical field. B) Central-pivot fields
were defined by superimposing a uniform grid of pixels over the field and appending
all pixels whose coordinates are within the radius of the pivot arm to a list of field
pixels. C) Irregularly shaped fields were defined by superimposing a uniform grid
over the field and appending all pixels whose rays pass through an odd number of
boundary lines. In this case, pixel α has a ray that passes through a single boundary
line, while pixel β has a ray that passes through five boundary lines. D) Digital im-
ages of agricultural fields are in a digital domain by definition but require computer
vision techniques to determine which pixels in the image correspond to arable land.
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Optimized Sensor Placement

The optimal layout of sensors in an agricultural field is achieved when, using the
fewest number of sensors possible, all points in the field are statistically represented
by the data collected by sensors in that field. For a given sensor, the data collected
from that sensor is statistically significant for all points within a radial distance equal
to the half-variogram range of that sensor [217]. Thus, if we consider an agricultural
field a two-dimensional collection of pixels, we can model sensors as circles with a
radius equal to the half-variogram range. Using this definition for placement, our
problem is similar to the circle packing problem. Circle packing (or more broadly
“object packing”) is a well-researched area in mathematics that has many practi-
cal applications [241]. Object packing aims to fit as many of some objects within
a domain as possible without any overlap. There are several algorithms that aim
to optimize object packing, such as random sequential addition [242], the Metropolis
algorithm [243], and various particle growth schemes [244? –246]. The limit of packing ef-
ficiency for equal-size circles in two dimensions is about 91% for a hexagonal grid [247].
While circle-packing nearly describes our model problem, there is one major caveat:
no physical justification prevents the circles (sensors) from overlapping one another.
This ’soft boundary’ makes it possible to achieve 100% coverage of the domain by
allowing overlap. If the only objective was to maximize the effective areal coverage
of the field, then one could distribute sensors next to one another without discretion.
However, the monetary cost of sensors, sensor operation, and sensor maintenance
makes this approach unreasonable, which motivates our stated objective of maximiz-
ing field coverage with the fewest number of sensors possible.

We developed and applied the SGR algorithm to place sensors within the field
to minimize the overlap of each sensor’s coverage radius. The general process is as
follows:

1. INITIALIZE: Select a random pixel in the field and place a sensor there

2. GENERATE: Select a random pixel in the field

3. TEST: Check to see if a sensor placed at that pixel would overlap with any
other sensor already set in the field. If not, append that pixel to the list of
placed sensors within the field.

4. SCORE: Compute the score of the design.

5. ITERATE: If the score is below the threshold, iterate through the algorithm.
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The outcome of this algorithm is that sensors are placed throughout the field
such that sensors are placed in the largest gaps between sensors. This is done by
incrementing the acceptable distance between sensors by a small amount and then
making many attempts at placing a sensor before repeating the process. We score
the fitness of each placement design by the ratio of the number of field pixels that
are within the half-variogram range of a sensor to the total number of pixels in the
field. In other words, what percentage of the field area is within the half-variogram
range of one or more sensors? This process is repeated until it is impossible to place
a sensor outside of the range of all other sensors in the design, or until the field is
completely covered. The flowchart for this algorithm is shown in Figure 5.3A, and a
schematic depicting the evolution of sensor placement in an arbitrary field shape is
shown in Figure 5.3B.

Computational Methods

We encoded the two-dimensional problem for an agricultural field in a geographic
coordinate system.

Digital expression of an agricultural field

We generated digital expressions of four types of agricultural fields to show the
flexibility and range of the SGR sensor placement method. First, we generated
a 50-hectare circular field with a 1

2
-mile (400m) radius. Second, we generated a

rectangular-shaped 93-hectare field. Third, we generated a 22-hectare field with
straight and curved boundaries. Finally, we generated a field from an image of
pixels.

For each of the four fields described above, we defined the agricultural field with
two Nx2 matrices of pixels. First, the domain of the problem was expressed as D, a
Ndpx2 vector of values where Ndp was the number of pixels within the scope of con-
sideration, and the two columns were the longitudinal and latitudinal coordinates,
respectively. Similarly, the agricultural field is expressed as Ω, a Nfpx2 vector of val-
ues such that Ω ⊆ D, where Nfp was the number of pixels within the bounds of field
and the two columns were the longitudinal and latitudinal coordinates, respectively.

Optimized sensor placement

We optimized the distribution of sensors throughout the field using the SGR algo-
rithm. The algorithm was as follows:
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Figure 5.3: A) Flowchart of the Sequential Gap Reduction algorithm used to place
sensors in a digitized agricultural field. B) Schematic depicting the action of the
Sequential Gap Reduction algorithm. i) First, sensors are added to the field at
randomly selected pixels within the field boundary so there is no overlap between
the sensors’ effective coverage radius. The sensors are depicted as small black circles,
and the sensor’s effective coverage area is depicted as a solid line encircling the
sensor. ii) Once it is no longer possible to add more sensors this way, the minimum
allowable distance between sensors is decreased - represented by a dashed circle -
while the effective coverage area of the sensors remains the same. iii) This process is
repeated until all gaps have been filled and all pixels within the boundary are within
the effective coverage radius of at least one sensor.



CHAPTER 5. IMPLEMENTATION OF NITRATE SENSORS FOR
AGRICULTURAL APPLICATIONS 117

1. INITIALIZE: For a given matrix of field pixels within the domain, Ω ⊆ D,
select a random pixel within the field Ω: P = (px, py) ∈ Ω and append it to Λ̄,
a Nsx2 vector of sensor coordinates, where Λi = (λx, λy).

2. GENERATE: Select a random pixel within the field:
P = (px, py) ∈ Ω

3. TEST: For all Λi, if ||P − Λi|| ≥ R, Λ ∪ {P} where R is the half-variogram
range

4. SCORE: Calculate fitness, Π(Λ) = n(Γ)
n(Ω)

, where Γ ⊆ Ω | TOL ≥ ||Γi − Λi||

5. ITERATE: If Π ≤ TOL, loop to Step 2.

Results

The placement of sensors determined by the SGR algorithm is shown in Figure
5.4A-D. We used 40 meters as the half-variogram range, which is a conservative
value for soil nitrate [223;248]. In Figure 5.4A, we determined the placement of sensors
in a circular field with a 400-m radius, which is a standard length for a central-
pivot irrigation arm [228]. Figure 5.4B shows the optimal placement of sensors for
a rectangular farm field with dimensions corresponding to the average small-family
U.S. farm [249]. As of 2017, small family farms make up 89% of farms in the U.S. [250].
Figure 5.4C demonstrates that the SGR algorithm could adapt and generate sensor
placement for an arbitrary field shape defined by several boundary points. In Figure
5.4D, the SGR algorithm distributed sensors in a field generated from a digital image.
The sensors were efficiently placed such that they cover all of the pixels of the image
while ignoring the islands of non-field pixels, such as those in the ‘a’ and ‘l’. In
real-world applications, this image could be captured from satellite imagery, such as
those available on Google Earth, ArcGIS, or other publicly available data sets.

A hexagonal-grid sensor distribution scheme is shown in Figure 5.4E-H. Hexago-
nal packing is the most efficient packing method known to date, and circles can be
packed in two dimensions to completely cover an area when staggered by a distance
of R
√

3 in the x-direction and 3R
2

in the y-direction.
The field coverage for varying numbers of sensors for the SGR and hexagonal-

packing schemes are shown in Figure 5.4I-L. The SGR algorithm outperformed the
efficient hexagonal-grid distribution scheme when less than ≈95% of the field is cov-
ered for the circular and rectangular field types. Still, the hexagonal-packing method
could cover the entire field with fewer sensors. This is because the SGR algorithm
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Figure 5.4: Sensor placement using the A-D) SGR algorithm and E-H) hexagonal
grid distributions using a 40m half-variogram range as the effective sensing radius for
various field types. The orange circular markers indicate the sensor coordinates, and
the black ring around the sensor indicates the half-variogram range that the sensor
covers. A-D) Sensor placement for the circular, rectangular, user-defined boundary,
and fields generated from an image using the SGR algorithm. E-H) Sensor placement
for the circular, rectangular, user-defined boundary, and fields generated from an
image using a hexagonal grid spacing. I-L) Plots of the effective field coverage for
a given number of sensors. The black curve is the field coverage for a distribution
using the SGR algorithm, while the red line is for the hexagonal distribution.
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prioritizes maximizing field coverage at each step, making it superior to other distri-
bution schemes when the domain is sufficiently spacious. However, suppose the field
shape is relatively simple, and the objective is to cover the entire field with sensors.
In that case, the uniform distribution approach outperforms SGR because the field
as the whole area can be covered with fewer sensors. As the complexity of the field
becomes high, however, the SGR algorithm becomes preferential. The number of
sensors required to cover the user-defined boundary type field shown in Figures 5.4C
and 5.4G was the same. For the field generated from an image in Figures 5.4D and
5.4H, the SGR algorithm outperformed the hexagonal packing scheme for any num-
ber of sensors, as shown in Figure 5.4L, and required only 52 sensors to completely
cover the field compared to 59 for the hexagonal packing method.

Conclusion

The proposed SGR algorithm maximizes the coverage of any arbitrarily-shaped agri-
cultural field with fewer sensors than a grid-based distribution in most cases. These
findings can be adopted for variable-rate irrigation applications and provide farm-
ers with valuable data to decide how many sensors they wish to deploy for their
particular agricultural field.

5.3 Nitrate Sensor Nodes

The work in the previous section indicates that hundreds or more sensors are required
for the precision management of nitrate in agricultural fields. As a first step, we’ve
developed convenient nitrate sensor nodes using a combination of printed nitrate
sensors and conventional electronics.

Fabrication

The nitrate sensor nodes are hybrid electronic systems, consisting of a printed nitrate
sensor interfacing with a conventional PCB containing signal conditioning electronics,
a microcontroller, and communication electronics. The printed nitrate sensors were
designed similar to those in Section 4.4, except that the gold electrode was replaced
with a carbon electrode. The carbon electrode functions as a hybrid conductor
and transducer layer owing to its high specific surface area and conductivity. First,
fully-printed nitrate ion-selective electrodes (ISEs) and Ag/AgCl reference electrodes
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(REs) were made on separate substrates. Afterward, the electrodes were cold-sintered
to wires and connected to a custom WiFi-enabled circuit mounted on a support stake.

Ion-selective Electrode Fabrication

Carbon electrodes with 3.5 mm diameter circles connected to a 1 mm wide trace were
screen printed on 100 µm thick polyethylene terephthalate (PET) using Creative
Material’s 114-34A/B-187 carbon ink (Creative Materials, Ayer, MA). The printed
carbon electrodes were allowed to dry overnight and then encapsulated with 75 µm
thick laser-cut Teflon tape with circular windows of 5 mm diameter for the active
area. The window in the encapsulant was larger than the electrode to allow space
for the membrane to seal to the substrate, preventing bubbles or delamination of the
membrane. The nitrate selective ISMs were fabricated by mixing 5.2 wt% Nitrate
Ionophore VI, 47.1 wt% dibutyl phthalate, 0.6 wt% tetaroctylammonium chloride,
and 47.1 wt% PVC. A total of 0.2 g of this mixture was dissolved in 1.3 mL of THF,
and 16 µL of the membrane solution was drop-cast on the printed carbon electrode
surface and dried in a fume hood for 15 minutes.

Reference Electrode Fabrication

Ag/AgCl electrodes with the same geometry as the carbon electrodes were screen
printed on 100 µm thick PET using Engineered Materials Systems, Inc. CI-4001 ink.
After printing, the ink was dried with a hot air gun before printing the same pattern
atop the previous layer, repeating this process until three layers were printed. The
Printed Ag/AgCl electrodes were then annealed at 120 ◦C in an oven for two hours
and encapsulated with 75 µm thick laser-cut Teflon tape.

The REs employed a CNT transducer layer between the Ag/AgCl electrode and
the membrane. This transducer was composed of 0.01 g of CNT (iP-Single Walled
Carbon Nanotubes from Carbon Solutions, Inc) and 0.05 g of F127 (poly(ethylene
glycol)-block-poly(propylene glycol)-block-poly(ethylene glycol) diacrylate) dissolved
in 10 mL of THF, which were sonified for 1 hour in an ice bath using a Branson
Digital Sonifier probe. 11 µL of the resulting transducer cocktail was deposited onto
the printed REs surface.

The salt membrane was made by dissolving 1.58 g of Butvar B-98 (poly(vinyl
butyral) (PVB), 1.00 g of NaCl, and 1.00 g of NaNO3 in 20 mL of methanol. The
mixture was sonified for 30 minutes in an ice bath, and 16 µL of the resulting salt
membrane cocktail was deposited on top of the CNT transducer. Unless otherwise
noted, all chemicals used in ISE and salt membranes were obtained from Millipore
Sigma.
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Figure 5.5: Picture of a completed nitrate sensor node mounted on an acrylic stake.

Nitrate Sensor Node Assembly

After each electrode was made, they were cold-sintered to 22 AWG wire using 8331D
silver conductive epoxy (MG Chemicals, Burlington, ON, Canada) and encapsulated
with Gorilla 2-part Epoxy (Gorilla Glue Co, Cincinnati, OH). Then, the electrodes
were adhered to a laser-cut acrylic stake with Kapton tape. The wires were connected
to a custom printed circuit board (PCB) containing signal conditioning electronics
and a WiFi-enabled Arduino MKR1010 board. A completed stake is shown in Figure
5.5.

Characterization

The nitrate sensors were first measured directly using an IVIUM-n-stat. Afterward,
the nitrate sensor node circuit was calibrated by placing the device in aqueous so-
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lutions of 0.1 mM - 1 M NaNO3 while recording the output and transmitting the
timestamped data over WiFi. The nitrate sensor nodes were then characterized in
various soil experiments to demonstrate their potential for wireless readout in an
agricultural system.

Sensor-Only Measurements in Solution

After cold-sintering wires to the ISE and RE, but before connecting the wires to the
signal conditioning and PCB, the sensors were first characterized directly by connect-
ing the wires to an IVIUM-n-stat. The sensitivity of all sensors was recorded, while
water layer tests and electrochemical impedance spectroscopy (EIS) were performed
on a subset of the sensors following the same procedures outlined in Section 4.4.

Sensitivity
To characterize the sensitivity of the printed nitrate sensor, the ISE potential was
measured against the printed RE in varying concentrations of NaNO3, shown in
Figure 5.6A. For this characterization, the sensors were cycled between 100 mM
and 0.01 mM in one-minute intervals while the potential was recorded, as shown
in Figure 5.6B . The 0.01 mM measurement showed a substantially smaller change
in potential compared to the other steps, indicating that 0.01 mM is less than the
linear range of the sensor. This is in agreement with other nitrate-selective sensors
in the literature, and so for the remaining analyses throughout this section, the 0.01
mM measurements are neglected when calculating the sensitivity. The sensitivity
of the carbon electrode nitrate sensors was -55.6 ± 3.5 mV/dec, which is about 8
mV/dec higher magnitude than the gold-electrode nitrate sensors in Section 4.4. The
sensitivity of the eight sensors is plotted together in Figure 5.6C.

Water Layer Test
As discussed in Section 4.3, one benefit of including a transducer layer is that it resists
the formation of a harmful water layer. This is highlighted in Figure 5.7, where we
compare the results of identical water layer tests between two gold electrode ISEs
from Section 4.4 against two carbon electrode ISEs used in the nitrate sensor nodes.
In this water layer test, 100 mM NaNO3 was used as the primary solution, and 100
mM NaCl was the interfering solution. First, the ISE was conditioned in 100 mM
NaNO3 until it was stable. The final hour of stable output in NaNO3 is shown,
followed by two hours in the interfering solution, and returning to NaNO3 for 24
hours. In both plots, horizontal lines were superimposed on the figure equal to the



CHAPTER 5. IMPLEMENTATION OF NITRATE SENSORS FOR
AGRICULTURAL APPLICATIONS 123

Figure 5.6: A) Characterization of the nitrate sensor in NaNO3 solutions of varying
concentrations. B) Potential over time for one printed nitrate sensor measured be-
tween 0.01 mM and 100 mM. C) Sensitivity curves plotted from 100 mM - 0.1 mM
for seven nitrate sensors, showing high repeatability and near-Nernstian response of
-55.6 ± 3.5 mV/dec.

potential at the two-hour mark when the sensors were transferred from the primary
analyte solution to the interfering solution.

Electrochemical Impedance Spectroscopy
The nitrate ISEs were configured in a three-electrode system, with the ISE as the
WE, a commercial Ag/AgCl electrode as the RE, and a glassy carbon electrode as
the CE. The three electrodes were immersed in 100 mM NaNO3 solution, and the
impedance spectra were recorded in the frequency range of 0.5 Hz - 200 kHz. The
Bode plot is shown in Figure 5.8A, and the Nyquist plot is shown in Figure 5.8B.

The electrode demonstrated a bulk impedance of 1.86 MΩ, which is larger than
that of the gold electrodes. Higher impedance means less current flows through the
device when operating, which improves the sensor’s stability and lifetime. The small
semi-circle from approximately 1.6 to 1.8 MΩ can be attributed to the impedance of
the membrane:transducer interface, indicating that there is not a water layer being
formed.

Sensor Node Calibration in Solution

After the sensors were characterized on the IVIUM-n-stat, the ISE and RE electrode
wires were connected to the inputs of the signal conditioning circuit, which is func-
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Figure 5.7: Comparison of the water layer test between gold and carbon conductor
ion-selective electrodes. Horizontal lines were superimposed in both plots equal to the
potential at the two-hour mark when the sensors were transferred from the primary
analyte solution to the interfering solution.

Figure 5.8: Impedance spectra of the nitrate ion-selective electrodes. A) Bode plot
with the equivalent circuit in the inset. B) Nyquist plot.
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tionally a differential amplifier with buffered inputs. Each electrode is connected
to a buffer amplifier, and the outputs are passed to a differential amplifier. This
circuit is needed because, as discussed in Section 4.3, the input impedance needs to
be sufficiently high to minimize current flow through the device, which could oth-
erwise polarize the membranes and accelerate signal drift. Lab scale potentiostats
(such as the IVIUM-n-stat used for all previous measurements) are typically on the
order of 1012 Ω. In contrast, most commercial microcontrollers (such as the Arduino
MKR1010) only have an input impedance on the order of 108 Ω. From the EIS per-
formed on the carbon ISEs, shown in Figure 5.8B, we measured a bulk impedance
of 1.86 x 106 Ω, meaning an input impedance of at least 1.86 x 108Ω is needed to
reduce systematic error to less than 1% [163]. Table 5.1 shows the input impedances of
several voltmeters and potentiostats. Further, assuming that the ISE is outputting,
say, 200 mV, then the current flowing between the ISE and RE would be on the order
of 100 pA, while for long-term stability, sub pA currents are needed [163]. The circuit
we’ve implemented effectively increases the input impedance while not affecting the
amplitude of the differential output signal. In this case, the circuit we use increased
the input impedance from 108 Ω to 1010 Ω.

Table 5.1: Input impedances of several measuring devices

Instrument Input Impedance
Fluke Multimeter 106Ω
DAQ970a 106Ω
Raspberry Pi ADC pin 106Ω
ESP8266 ADC pin 107Ω
Arduino ADC pin 108Ω
Keithley Potentiostat 1010Ω
EmStat Pico 1012Ω
IVIUM Potentiostat 1012Ω

The microcontroller program was written in C using the Arduino IDE and up-
loaded to the MKR1010. On startup, the program initializes by connecting to the
local WiFi, updating to the local date and time, and assigning internal variables. It
then enters an infinite loop that averages the potential difference across the inputs
and uploads the result to a spreadsheet over WiFi at a user-specified sampling fre-
quency. The pseudo-code of the program is as follows:
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Input : Two potentials corresponding to the ISE and the RE
Output: Time-stamped, time-averaged potentials uploaded to a cloud

spreadsheet
System Initialization;
while running do

read ISE Potential;
read RE Potential;
sensorPotential = ISE Potential - RE Potential;
sum = sum + sensorPotential;
delay(readRate);
if time % uploadRate == 1 then

averagePotential = sum ·uploadRate
readRate

;
cloudWrite(sensorID,averagePotential,time)

end

end
Algorithm 1: Nitrate Sensor Node Pseudocode

The nitrate sensor nodes were calibrated in 0.1 mM - 10 mM NaNO3 solutions,
which encompasses the normal levels of nitrate found in agricultural soil [251]. A
schematic of the process is shown in Figure 5.9A. The sensor nodes were initially
placed in a 10 mM solution while the program ran on the microcontroller, uploading
the recorded potential over WiFi to an online spreadsheet once per minute. Once
the potential of the sensor stabilized, it was then moved to a 1 mM solution, followed
by a 0.1 mM solution. The data plotted over time for a single sensor node is plotted
in Figure 5.9B, corresponding to the same sensor from Figure 5.6B. Comparing the
two figures, it is noted that the E0 values do not overlap. There are two primary
reasons for this. First, the sensor measurement is the sum of the boundary potentials,
and because the interfaces of the metal contacts within a potentiostat are different
than those in the PCB circuit, a different constant offset potential, E0, is obtained
from Equation 1.19. The second reason is associated with microcontroller design
and how microcontrollers ‘read’ voltages from their input pins [252], which causes a
positive potential bias in the reported measurements. These factors explain the
large variation in E0 shown in Figure 5.9C, which shows the calibration plot for
seven nitrate sensor nodes. Despite the variation in offset potential, the slopes of the
calibration curves are comparable to those obtained when the sensors are measured
directly. The seven nitrate sensor nodes demonstrated a near-nernstian response of
-64.5 ± 16 mV/dec.



CHAPTER 5. IMPLEMENTATION OF NITRATE SENSORS FOR
AGRICULTURAL APPLICATIONS 127

Figure 5.9: Nitrate sensor node calibration. A) Calibration of the nitrate sensor
node in NaNO3 solutions of varying concentrations. B) Potential over time for one
printed nitrate sensor measured between 0.1 mM and 1 mM. C) Calibration curves
plotted from 0.1 mM - 1 mM for seven nitrate sensor nodes, showing a near-nernstian
response of -64.5 ± 16 mV/dec.

Sensor Node Measurements in Soil

Soil is a complex environment. It is a three-phase medium containing organic matter,
minerals, metals, ceramics, gases, water, and a host of biological life. This is all to say
that many things could complicate potentiometric nitrate sensor readings. Although
the nitrate sensor nodes are sensitive to nitrate and are largely insensitive to most
other ions (see Table 4.3) - soil is more complicated than aqueous solutions. Ideally,
nitrate sensors should not be sensitive to soil properties (such as texture, water
content, pH, etc.), but calibration or direct measurement of the interfering property
could help return accurate nitrate measurement values.

To characterize the performance of the nitrate sensor nodes in soil, the potential
of the nodes was recorded over time in varying nitrate concentrations and moisture
levels in three types of agricultural soils. After calibrating the nitrate sensor nodes
in aqueous solutions, they were immediately cycled through several containers of
soil saturated with aqueous solutions of varying nitrate concentrations. Finally, they
were measured in several containers of dry soil with varying volumes of 10 mM nitrate
solution.

The nitrate sensor nodes were tested in sand, peat, and clay soils. Sand tests were
performed with commercially available desert sand (Mosser Lee, Milston, WI), con-
sisting of only sand-sized soil particles and no initial nitrate concentration. Clay tests
were performed with an agricultural clay soil utilized for perennial alfalfa (Medicago
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sativa) and from Bouldin Island in the Sacramento–San Joaquin Delta, California
(Bouldin Alfalfa). Peat tests were performed in Miracle-Gro Nature’s Care organic
potting mix.

To circumvent the possibility of hysteresis attributed to the exposure of one soil
type before measuring the sensor node in another soil type, the sensors were only
measured in a single kind of soil on a given day, and the stakes were gently but
thoroughly cleaned with deionized water and dried between measurements. In other
words, in a single day, the nitrate sensor nodes were:

1. Calibrated in aqueous nitrate solution

2. Measured in soil containers of a single soil type saturated with varying concen-
trations of aqueous nitrate solution

3. Measured in soil containers of the same soil type with varying moisture levels

A sample of the raw data collected from a single nitrate sensor node over an
experiment day is plotted in Figure 5.10

Measuring Nitrate Concentration in Soil

In the nitrate concentration experiment, aqueous solutions of 0.1 mM - 1 M
NaNO3 were used to saturate an array of containers containing sand, clay, or peat
soils, depending on which soil type the sensors were being tested in that day. After
saturating the soil with a surplus of nitrate solution, the sensor nodes were placed
in the 0.1 mM container by displacing the soil with a spoon, inserting the stake,
and then gently redistributing the soil over the electrode surfaces. After the nitrate
sensor node was inserted into the container, the program ran on the microcontroller,
uploading the recorded potential over WiFi to an online spreadsheet once per minute.
Once the potential of the sensor stabilized, it was then moved to the 1 mM container,
and so on. Figure 5.11 shows the nitrate sensor nodes being measured in the sand.

After the measurements were made, the nitrate concentration of the soils was
determined by taking KCl extractions and then measuring the extractions with ion-
exchange chromatography. The nitrate sensor nodes’ responses to the calibrated
nitrate concentrations are plotted in Figure 5.12.

We expect similar results in measuring the sensor nodes in saturated sand as we
would in aqueous solutions. This is because sand has a low cation exchange capacity,
so few other ionic species are present. Furthermore, uncharged solids in the soil are
unlikely to interfere with the potentiometric measurement.
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Figure 5.10: Sample of the continuous data stream from the nitrate sensor nodes
during soil characterization. The nitrate sensor nodes were first calibrated in 10 mM,
1 mM, and 0.1 mM NaNO3 solution. Then, they were measured in five containers of
a single soil type saturated with varying concentrations of NaNO3 solution. Finally,
the sensors were measured through six containers of the same soil type as before with
varying moisture content.

Figure 5.11: Image of nitrate sensor nodes in saturated sand of varying concentra-
tions.
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Figure 5.12: Response of nitrate sensor nodes in saturated sand, clay, and peat soils
containing varying nitrate concentrations.

The nitrate sensor nodes in the sand showed strong linear relationships between
nitrate concentration and recorded potential, with about half of the 17 sensor nodes
included in this trial showing R2 values above 0.99. Eight sensor nodes with R2 >
0.99 were used for the remaining analysis. The average sensitivity for these sensors
was -42 ± 8 mV/dec. Figure 5.12A shows the linear relationship between nitrate con-
centration and output potential for five of the sensors in the sand, with sensitivities
ranging from -40 to -42 mV/dec.

In clay, five of 14 sensors had R2 values > 0.9, and the sensitivity of the sensor
nodes was -39 ± 8 mV/dec mV/dec, shown in Figure 5.12C. Clay has a much finer
grain size and higher cation exchange capacity than sand. This likely explains the loss
in sensitivity when measuring in clay compared to an aqueous solution or saturated
sand. This suggests that soil texture alone is not a primary interfering factor in soil
nitrate measurements, though other soil characteristics (such as pH or ionic exchange
capability) may be. If this is the case, calibration of the sensor in different soil types
would be necessary to deploy such devices in agricultural applications.

Figure 5.12B shows the output potential of three nitrate sensor nodes in peat soil
at varying nitrate levels. The nitrate sensor nodes demonstrated sensitivities of -31
± 8 mV/dec, with R2 values for each sensor’s best fit line of 0.8, 0.71, and 0.99. The
low sensitivities and relatively low R2 values are less than those found in sand or
clay soils. We suspect this is because the sensors had become damaged by the time
of these measurements. The sensors were measured in sand and clay soils before the
measurements in peat, so by the time of these measurements, the sensors had been
inserted, removed, and rinsed from soil media many times, and it is possible that
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despite our best efforts, the sensing element may have become damaged. Compared
to Figure 4.10, which plots ‘fresh’ gold electrode nitrate sensors in the same soil type
measured with a Campbell Scientific data logger, the sensitivity was -47 mV/dec,
R2=0.95, and E0 variation 30 mV (n=3). The different results depending on the
age of the sensor and the electronics used to measure it highlights the importance of
improved stability for real-world use cases.

Impact of Moisture Content

To find the impact of moisture content on the sensor nodes, 10 mM nitrate so-
lution was used to water an array of containers containing sand, clay, or peat soils,
depending on which soil type the sensors were being tested in that day. The contain-
ers were watered to 0 - 50% volumetric water content (VWC) in 10% increments.
The sensor nodes were initially placed in 0% VWC soil while the program ran on the
microcontroller, uploading the recorded potential over WiFi to an online spreadsheet
once per minute. Once the potential of the sensor node stabilized, it was then moved
to the 10% VWC container, and so on.

Ideally, the sensors’ output signal should not depend on soil moisture content.
However, potentiometric sensors require ionic contact between the two electrodes to
function: ions must be able to move freely between the ISE and RE, proportional
to the finite current associated with potentiometric measurements. If soil does not
hold enough water to support the flow of ions, the sensor becomes an open circuit,
and there would be no signal.

The results are shown in Figure 5.13. The potential abruptly increases at low
moisture content because the microcontroller is programmed to report high signal
output at open-circuit inputs. However, above a certain moisture threshold, sand
and clay soils follow the expected pattern: relatively constant potential with respect
to moisture content. For sand, the threshold is between 10 and 20% volumetric water
content VWC, while for clay, it is between 20 and 30%. This makes sense because
clay’s matrix potential is higher than sand’s, meaning water is bound more tightly
to the surfaces of solid particles in clay, lowering the likelihood of an ionic pathway
forming between the ISE and the RE of the nitrate sensor. The relationship between
water content and sensor signal output in peat soil is less clear. The minimum water
threshold seems to be between 10-20%, but the output potential is not as stable
between 30-50% VWC. This could be attributed to the possibility of damage build-
up in the nitrate sensors, or it could indicate that different sensors have different
minimum thresholds. It could also be explained by the variations of water retention
in high-organic matter soil. Further investigation is warranted.
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Figure 5.13: Response of nitrate sensor nodes in the sand, peat, and clay soils with
varying levels of 10 mM nitrate solution.

Individual Sensor Node Characteristics

As noted earlier, there is significant E0 variability from one sensor node to an-
other. Up until now, the behavior of the nitrate sensor nodes has been plotted
altogether. However, when we look at individual sensors, E0 is relatively consistent,
indicating that the variability has to do mainly with the sensor nodes rather than
the properties of the soil.

Individual sensor nodes have relatively consistent E0 values across the different
trials. Subsets of the same 20 sensors were used in the six plots shown in Figures
5.12 and 5.13. The sensors with low R2 in the sand also had low R2 in clay, while
most sensors with high R2 in the sand also had high R2 in clay (70%). Similarly,
sensors with relatively high potential outputs had this characteristic across soil types
and nitrate/moisture measurements. Figure 5.14 shows the response of two sensor
nodes measured in sand and clay soils. Sensor A has a much lower potential than
Sensor B in all cases.

Conclusions

We fabricated 20 nitrate sensor nodes consisting of a printed nitrate sensor, signal
conditioning electronics, and a microcontroller mounted on an acrylic stake. The
nitrate sensor nodes were characterized using lab-scale equipment, calibrated in so-
lution, and measured in varying soil conditions. The nitrate sensors were most
sensitive to sand, with depreciating sensitivity for clay and peat soils. Depending on
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Figure 5.14: Behavior of individual sensor nodes. The responses of two individual
sensor nodes are consistent when compared against themselves for different soil types.
A) Responses to varying nitrate concentrations in soil. B) Responses to varying
moisture content in soil.

the soil type, the sensors require a minimum of 10-30% VWC to measure soil nitrate
accurately. This means measurements of nitrate concentration should only be made
if the soil is sufficiently moist, which should not be a problem because farmers rarely
allow their soils to drop below these values.

While each sensor is consistent throughout the different soil types, sensor-to-
sensor variation is a problem that needs to be solved to avoid the calibration of each
sensor node. The variation stems mainly from the readout electronics themselves
and not from the soil types. The nitrate sensor nodes were relatively stable from
measurement to measurement, which took place over a few days to a week for most
sensors.

While this hybrid electronic sensor node is helpful for lab-scale characterization
and testing nitrate sensor nodes, implementing such a system would be impracti-
cal. For instance, WiFi is a relatively short-range protocol that may require several
routers to be distributed throughout a field. Furthermore, these nitrate sensor nodes
need an external power source such as a battery, which would warrant maintenance
throughout a crop rotation. These nodes are also made of long-lasting plastics, mean-
ing every node must be collected at the end of a crop rotation to prevent polluting
the field.

These issues above and the need for many sensors to capture the spatial variability
of soil motivate the development of naturally-degradable nitrate sensor nodes.
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Table 5.2: Definitions and standards relating to the degradation of materials.

Standard Description References

Recyclable Material is able to be reprocessed without signifi-
cant loss of quality

ISO [253]

Biodegradable Material will break down to its basic components.
Undefined time scale, conditions, or ecotoxicity.
No widely-accepted standard.

N/A

Compostable Material that will break down 90% of mass to basic
components within 90 days in an industrial com-
posting site with no measurable ecotoxicity

ASTM [254]

&
EN [255]

Naturally
Degradable

Material will break down to environmentally be-
nign subunits under normal environmental forces.

USCS [256]

5.4 Naturally-degradable Nitrate Sensor
Nodes

Background

What is Degradation?

A common misconception surrounding ‘green materials’ is that if something will
decompose or degrade into a naturally-occurring material (i.e., something you can
find in nature), it is safe to deploy into the environment. This is an incomplete
way of thinking because, by that definition, every material on the planet is ‘green.’
Stop reading for a moment and take a look around you. Everything you see would
eventually break down into naturally-occurring materials on a long enough time scale
devoid of human intervention. It was made of materials sourced from our planet,
after all. The time it takes for something to degrade is also essential and is the basis
of many different standards surrounding biodegradation.

Different organizations worldwide have developed standards that benchmark dif-
ferent degrees of how things degrade. Table 5.2 highlights some of the more widely-
known standards. Interestingly, these standards vary widely in the description, and
only the compostability standards explicitly state the timescale at which those ma-
terials degrade.

The standards in Table 5.2 also lack to describe of how these materials might
degrade. To design devices that degrade in a controlled manner, one must first
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understand the different ways a material might degrade.

Degradation Mechanisms in Soil

There are three ways in which materials degrade. These are compositional or mi-
crostructural changes, time-dependent deformation and associated damage accumu-
lation, and environmental attack [257]. Generally, materials degrade by some com-
bination of several mechanisms. There are few opportunities for time-dependent
deformation in soil, though several mechanisms catalyze compositional changes or
attack material bonds. These primary mechanisms by which materials degrade in
soil are discussed here.

Microbial & Enzymatic Digestion
For most materials, microbial activity is the primary contributor to the degradation
rate. Microbial and enzymatic digestion describes the degradation carried out by
microorganisms and naturally-occurring enzymes. Microbes can degrade most - if
not all - naturally occurring organic chemicals and convert them to inorganic end
products to supply the microbes with nutrients and energy [258]. As with other life
forms, the material’s molecular bonds are broken to release energy, transformed into a
less thermodynamically energetic material, and excreted from the microbe’s system.

Intuitively, different materials degrade at different rates. Generally, more complex
molecular structures degrade on longer time scales than simpler ones. Also, different
microbes and enzymes are preferential to different molecular compounds. Healthy
soil is rich with microbial life [112], and over time, the microbial communities will
adapt and digest what is more likely to be available to them.

As an important note for polymers - when a polymer is described formally as a
‘biodegradable polymer,’ it contains hydrolyzable bonds - meaning they are affected
by hydrolysis (which we will describe next). Therefore, their most crucial degra-
dation mechanisms are chemical degradation by hydrolysis or microbial/enzymatic
digestion. The latter effect is often referred to as biodegradation, meaning that the
degradation is mediated at least partially by a biological system [259].

Hydrolysis
Hydrolysis is the splitting of chemical functional groups by reactions with water.
It is most relevant to condensation polymers such as polyesters, polyamides, and
polyurethanes but applies to any material whose bonds can be broken in a chemical
reaction with water molecules.
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Hydrolysis can occur as a bulk degradation process or as a surface-eroding process
in polymers depending on the diffusion rate and the degradation rate of the polymer
backbone [260]. Suppose water diffuses into the polymer faster than the degradation
of polymer bonds. In that case, the polymer will undergo bulk erosion because the
degradation will not be limited to the material surface. If the alternative is true,
then it will degrade by surface erosion.

Oxidation
Oxidation is a process that transforms metals into metal-oxides, which significantly
impacts the electrical and mechanical properties of metallic conductors. Oxidation is
a chemical process where metals donate electrons to oxidants. Electron transfer reac-
tions are abundant in soil, such as metal oxidation state changes, organic compound
degradation/formation, free radical chemistry, wetland delineation, soil remediation,
and more [261].

Dissolution
For many materials, dissolution will also play a role in the bulk degradation of a ma-
terial. Dissolution is the rate at which a material dissolves in water. Materials with
covalent bonds are particularly susceptible to dissolution, as polar water molecules
are highly effective at solvating these bonds. Dissolution is also the mechanism that
removes oxidized metals from the bulk. This means that whenever water is in contact
with metals in the soil, not only will they oxidize it, but some of the metal will be
solvated into the aqueous phase and flushed away with the natural groundwater flow.
The four primary factors determining dissolution rate are the material type, the ma-
terial’s surface area to volume ratio, the temperature, and the solute concentration
already in the aqueous phase.

Designing for Degradation

Since everything degrades naturally, ‘Designing for Degradation’ means ‘designing a
means to control or account for the degradation of a device’, but that doesn’t make
for a catchy section title.

Degradation can be controlled by either passive or active means. For passive
control, an engineer can change the time to device failure through the selection of
materials or by modifying a device’s micro- or macrostructural geometry. Alterna-
tively, for active control, the engineer can design a device to be resilient against
most degradation mechanisms but be ‘triggered’ to fail by mechanical or chemical
manipulation of the environment.
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Figure 5.15: Tunable sensor lifetime by using a surface-eroding encapsulant and a
water-soluble conductor. Points i-iv on the graph correspond to insets i-iv, which
show the degradation of the data-carrying conductor over time. i) The device is
planted in soil. ii) Over time, the encapsulant undergoes surface erosion while the
conductor and substrate remain unperturbed. iii) End of functional lifetime. At this
critical point, the encapsulant has eroded such that the conductor is exposed directly
to the soil. The hydrogen bonds of the water-soluble polymer binder are split as soon
as they are exposed to moisture. The conductor materials are solvated and mixed
into the groundwater at this point. iv) As time proceeds, the remaining encapsulant
and substrate materials degrade.

Our strategy for controlling the degradation rate of our device is to apply both
principles of passive geometry and material selection. We make devices out of
‘shells’ of materials that degrade at different rates. More specifically, we paired fast-
degrading printed conductors with slow-degrading, wax-based encapsulation that
degrades uniformly by surface erosion. Figure 5.15 describes the performance of
such a device over time, with cross-sections at critical intervals in the degradation
process.

Material selection was determined by literature review and experimentation. Lee
et al. have investigated the use of electrochemically-sintered zinc in a water-soluble
polyvinyl propylene (PVP) binder as a naturally-degradable printed conductor ma-
terial [262]. Meanwhile, natural waxes have an exciting opportunity as naturally-
degradable encapsulation material. They have been able to retain the operation of
underlying degradable electronic systems for weeks [263] to months [264]. Figure 5.16
shows the accelerated degradation of wax blends held at elevated temperatures in an
incubation chamber over 28 days.
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Figure 5.16: Degradation of wax blends in potting soil at 40◦C A) Mass loss plotted
against time for soy wax/beeswax blends. B) Mass loss plotted against volume
fraction of soy wax/beeswax blends after 7 and 28 days.

Unfortunately, it is impractical to make a nitrate sensor node 100% degradable.
For example, the ISM, which provides the operating mechanism for the nitrate sensor,
necessitates a hydrophobic polymer backbone to function. Because of this, it is
impossible to make this component naturally degradable by the current mode of
operation. Fortunately, the mass of this component is minimal - only about 0.5
mg. To put that into perspective, it would take 10,000 ion-selective membranes
to produce as much plastic pollution as a single credit card. Table 5.3 shows all
of the components in a wireless nitrate sensor node and what naturally degradable
materials they can be substituted with.
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Wireless Sensing Strategy

Some components of a conventional wireless sensor node are difficult or even im-
possible to replace with naturally-degradable materials, as shown in Table 5.3. For
example, degradable batteries or other energy storage devices exist in literature [265],
but none are resilient or low-cost enough for our application. Similarly, using on-
board energy storage and harvesting necessitates a higher complexity microcontroller,
which corresponds to larger and more costly microcontrollers.

One method of circumnavigating these components is using passive sensor nodes,
such as passive RFID sensors. Passive RFID sensors comprise an antenna, an RFID
IC, and a sensor. Of note, there is no onboard energy storage, meaning an external
power signal must be sent to the node to take a measurement. In the case of RFID,
an RF signal is transmitted by an external RFID reader. The antenna receives
the wave and transduces it into an electric signal which ‘wakes up’ and powers the
RFID IC. The RFID IC acts as the microcontroller, communications IC, and power
management. When it receives the wake-up signal, it uses the power in that signal
to read the sensor and modulate a return signal through the antenna to the reader
corresponding to the sensor measurement.

By designing a sensor node using this passive RFID scheme, we estimated that
we can make the naturally-degradable nitrate sensor nodes 99.99% degradable by
mass.

Fabrication

At this stage in the project, we note that we have not extracted sensor data using
RFID readout. Both the naturally-degradable antenna and the naturally-degradable
nitrate sensors have functioned as standalone devices. Still, attempts at connecting
them together with an RFID IC have been fruitless thus far. We will present the
fabrication of the standalone and integrated naturally-degradable nitrate sensors,
though the characterization will be limited to the standalone nitrate sensors and
antennas.

Naturally-degradable Nitrate Sensors

Conductive carbon strips were blade coated onto a 300 µm thick Strathmore 500
series Bristol paper substrate. Creative Materials 114-34A/B187 was used for the
carbon ink. The print was executed using a Zehntner ZUA 2000 Universal Applicator
on a ZAA 2300 Automatic Film Applicator with a gate height of 75 µm and print
rate of 10 mm/s. A 100 µm thick laser cut polyimide mask was used to define the
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75 x 25 mm active area. After the print was completed, the mask was carefully
removed, and the strips were cured at room temperature for 24h. An image of the
strips is shown in Figure 5.17A.

Ag/AgCl strips were fabricated using the same parameters with Engineered Ma-
terials Systems, Inc. CI-4001 ink. Afterward, they were cured in an oven at 120◦C
for two hours.

After curing, the carbon and Ag/AgCl strips were cut into six equal-sized elec-
trodes. Each electrode was then sandwiched between two patterned wax sheets and
heated in an oven at 55◦C for thirty minutes. The wax sheets were made by soaking
untreated plywood sheets in water before dipping them in molten wax and removing
the waxy film that forms on the surface. The thin water layer on the surface of the
saturated plywood sheet acts as a barrier to the hydrophobic wax, allowing for easy
removal. The thickness of the wax sheets was controlled by dipping the saturated
plywood sheets multiple times in quick succession, obtaining wax sheet thicknesses
of 350 µm, 700 µm, and 1.25 mm for one, two, and three dip cycles, respectively.
The wax sheets used for encapsulating the bottom of the sensors were used as-is,
while the sheets used for encapsulating the top of the sensors had 12.5 µm windows
for the membranes removed using a laser cutter. An image of an ISE immediately
after the encapsulation step is shown in Figure 5.17B.

ISE membranes were fabricated by mixing 5.2 wt% Nitrate Ionophore VI, 47.1
wt% dibutyl phthalate, 0.6 wt% tetaroctylammonium chloride, and 47.1 wt% PVC.
A total of 0.2 g of this mixture was dissolved in 1.3 mL of THF. 180 µL of the
membrane solution was drop-cast on the ISE surface and dried in a fume hood for
15 minutes.

The REs employed a CNT transducer layer between the Ag/AgCl electrode and
the membrane. This transducer was composed of 0.01 g of CNT (iP-Single Walled
Carbon Nanotubes from Carbon Solutions, Inc) and 0.05 g of F127 (poly(ethylene
glycol)-block-poly(propylene glycol)-block-poly(ethylene glycol) diacrylate) dissolved
in 10 mL of THF, which were sonified for 1 hour in an ice bath using a Branson Digital
Sonifier probe. 120 µL of the resulting transducer cocktail was deposited onto the
RE surface.

The salt membrane was made by dissolving 1.58 g of Butvar B-98 (poly(vinyl
butyral) (PVB), 1.00 g of NaCl, and 1.00 g of NaNO3 in 20 mL of methanol. The
mixture was sonified for 30 minutes in an ice bath, and 180 µL of the resulting salt
membrane cocktail was deposited on top of the CNT transducer. Unless otherwise
noted, all chemicals used in ISE and salt membranes were obtained from Millipore
Sigma.

After each electrode was made, they were cold-sintered to 22 AWG wire using
8331D silver conductive epoxy (MG Chemicals, Burlington, ON, Canada) and en-
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Figure 5.17: Naturally-degradable nitrate sensor fabrication. A) Conductive ink is
blade coated onto bristol paper, cured, and cut into six individual electrodes. Carbon
ink is used for the ion-selective electrodes, while Ag/AgCl ink is used for the reference
electrodes. B) The electrode is sandwiched between two sheets of wax and heated in
an oven until semi-molten. The top sheet of wax is patterned with an opening for
the sensor membranes and electrical connection. C) Picture of the fabricated devices
with the membranes cast.

capsulated with multiple layers of Gorilla 2-part Epoxy (Gorilla Glue Co, Cincinnati,
OH). Figure 5.17 shows an image of the fabricated naturally-degradable nitrate sen-
sors.

Naturally-degradable Nitrate Sensor Nodes

Naturally-degradable nitrate sensor nodes consist of a printed nitrate sensor, a
printed RFID antenna, and a conventional RFID integrated circuit (IC). First, fully
printed nitrate ISEs and Ag/AgCl REs were printed on the same substrate with the
antenna and leads for the RFID IC. The RFID IC was then mounted with a pick-
and-place machine, and the sensor, antenna, and IC were encapsulated in multiple
layers of wax by combining hot lamination and dip-coating steps. The substrate was
then adhered to a waxy wood stake for mechanical support by heating the wax to a
semi-molten state and compressing the sensor node to the stake. The overall process
is shown in Figure 5.18, and each process step will be described in more detail below.

Stake

Stakes were laser cut out of 3 mm thick untreated basswood sheets and soaked
in a vat of molten Sky Organics triple filtered beeswax pellets at 75◦C for one hour.
The stakes were then removed, and the surface of the wax was smoothed to 100 µm
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Figure 5.18: Naturally-degradable nitrate sensor node fabrication A) A basswood
stake was soaked in molten beeswax and cooled. B) The wax surface was smoothed
on each side with a heated doctor blade. C) The antenna and conductors were
screen printed with a zinc composite ink and electrochemically sintered. A carbon
ion-selective electrode transducer layer and Ag/AgCl reference electrode were blade
coated on top of the conductor using a patterned mask. D) An RFID integrated
circuit was bonded to the nitrate sensor and the antenna using a pick-and-place
machine. E) The nitrate sensor node was encapsulated with a wax-soaked paper
scaffold. F) The CNT transducer, salt membrane, and ion-selective membrane were
drop cast onto the reference and ion-selective electrodes.

thick by heating a Zehntner ZUA 2000 Universal Applicator on a hot plate set to
300◦C and passing over the wax-coated basswood stake on a ZAA 2300 Automatic
Film Applicator at a rate of 3 mm/s, repeating until no excess wax was removed.

Antenna & Nitrate Sensor Electrodes

The antenna and conductors of the nitrate sensor were screen printed with a
custom zinc ink formula in the same step onto a wax/wood substrate. The conductive
zinc ink was prepared by mixing 7.5 µm zinc particles with polycaprolactone (PCL)
and anisole in a 30:1:8 ratio by weight. After drying, the zinc was electrochemically
sintered by dispenser printing a 50% acetic acid solution over the printed composite
ink [262;266]. The acetic acid reacts with the zinc-oxide shells, exposing the underlying
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zinc metal and allowing the microparticles to form a metallic zinc percolated network.
The acetic acid solution sat for 13 minutes, at which point it was rinsed off with
deionized water and dried in an oven at 50◦C for 15 minutes. The resulting printed
conductor has a conductivity of 3 x 105 S/m and a thickness of 35 µm.

The ISE transducer layer and RE were blade coated simultaneously on top of the
zinc conductor. A 75µm thick laser cut polyimide mask was used to pattern the 3.5
mm circular features, which were then aligned and printed using a Zehntner ZUA
2000 Universal Applicator on a ZAA 2300 Automatic Film Applicator at a rate of
10 mm/s and a gate height of 75 µm. Creative Material’s 114-34A/B-187 carbon
ink was used for the ISE transducer, and Engineered Materials Systems’ CI-4001 ink
was used for the RE. The mask was then carefully removed, and the features were
cured at room temperature overnight.

Nitrate Sensor Membranes

ISE membranes were fabricated by mixing 5.2 wt% Nitrate Ionophore VI, 47.1
wt% dibutyl phthalate, 0.6 wt% tetaroctylammonium chloride, and 47.1 wt% PVC.
A total of 0.2 g of this mixture was dissolved in 1.3 mL of THF. 16 µL of the
membrane solution was drop-cast on the ISE transducer surface and dried in a fume
hood for 15 minutes.

The REs employed a CNT transducer layer between the Ag/AgCl electrode and
the membrane. This transducer was composed of 0.01 g of CNT (iP-Single Walled
Carbon Nanotubes from Carbon Solutions, Inc) and 0.05 g of F127 (poly(ethylene
glycol)-block-poly(propylene glycol)-block-poly(ethylene glycol) diacrylate) dissolved
in 10 mL of THF, which were sonified for 1 hour in an ice bath using a Branson
Digital Sonifier probe. 11 µL of the resulting transducer cocktail was deposited onto
the printed REs surface.

The salt membrane was made by dissolving 1.58 g of Butvar B-98 (poly(vinyl
butyral) (PVB), 1.00 g of NaCl, and 1.00 g of NaNO3 in 20 mL of methanol. The
mixture was sonified for 30 minutes in an ice bath, and 16 µL of the resulting salt
membrane cocktail was deposited on top of the CNT transducer. Unless otherwise
noted, all chemicals used in ISE and salt membranes were obtained from Millipore
Sigma.

RFID IC Attachment

Figure 5.19 shows the RFID IC attachment process. First, the area where the
RFID IC is placed is cleaned of any debris using a gentle stream of clean, dry air.
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Figure 5.19: RFID IC attachment. A1) The printed conductor pads were cleaned of
debris. A2) Conductive ink was stencil printed onto the pads that require electrical
contact with the RFID IC. A3) While the pads were still wet, the RFID IC was
aligned onto the pads using a pick-and-place machine. B) Composite image includ-
ing several microscope images of the reverse side of the RFID IC attachment. A
transparent PET substrate was used to see the reverse side of the attachment. The
gold-colored areas are the metal pads of the IC, while the silver areas are the printed
conductor.

Then, a mask of the landing pad pattern is aligned over the substrate, and conductive
ink is stencil printed onto the existing landing pads. The substrate is then quickly
brought to a pick-and-place machine, and the RFID IC is gently pressed onto the wet
pads and held in place while they cure at room temperature. After approximately
15 minutes, the pressure is gently released, and the conductive ink is allowed to cure
overnight.

Encapsulation

While most of the node can be encapsulated, the ISE and RE must remain
exposed to the environment to function. To do this, Whatman 602H filter paper was
used as a scaffold to minimize the spreading of the wax encapsulant. The filter paper
was patterned in a laser cutter with 5 mm circular windows for the electrodes and
soaked in molten beeswax. They were then removed, cooled, and aligned on top of
the nitrate sensors such that the filter paper windows were concentric with the active
electrode area. The nitrate sensor nodes were then heated in an oven at 55◦C for 30
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Figure 5.20: Naturally-degradable nitrate sensor node. A) Schematic of the key com-
ponents of the nitrate sensor node, including an antenna, RFID chip, and a nitrate
sensor. B) Photo of a fabricated naturally-degradable nitrate sensor node mounted
onto a wax-soaked wooden stake. C) Photo of a naturally-degradable nitrate sensor
node in a potted plant.

minutes to bring the wax to a semi-molten state and then gently pressed against the
underlying wax layer to form a continuous seal.

The resulting naturally-degradable nitrate sensor node is shown in Figure 5.20.

Characterization

Nitrate Sensor Sensitivity

The sensitivity of the biodegradable nitrate sensors in solution and soil is shown in
Figure 5.21. For the measurements in solution, the sensors were conditioned first in 1
mM NaNO3 solution and then measured continuously in the range of 100 mM - 0.01
mM, shown in Figure 5.21A. The sensitivity was -41 mV/dec, as shown in Figure
5.21B. This is a decrease in sensitivity compared to the sensors in Section 4.4 or 5.3,
which we attribute to the decrease in performance from the naturally-degradable
materials. Still, the results are consistent across multiple sensors, as shown in Figure
5.21C. The sensors were then measured in various soils saturated with varying nitrate
concentrations following the same procedure as described in Section 5.3. The sensors
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Figure 5.21: Naturally-degradable nitrate sensor sensitivity in solution and soil. A)
Potential over time for one printed nitrate sensor measured between 0.1 mM and 100
mM. B) Sensitivity curves plotted from 100 mM - 0.1 mM with a near-Nernstian
response of -41 mV/dec. C) Sensitivity of several sensors measured between 0.1 mM
and 100 mM, with an average sensitivity of -40.2 ± 2.91 mV/dec. D) Sensitivity of
the naturally-degradable nitrate sensor in the sand, E) clay, and F) peat soil.

demonstrated sensitivities of -33.21 ± 1.91 mV/dec, -36.54 mV/dec, and -34.75 ±
5.3 mV/dec for sand, clay, and peat soils, as shown in Figures 5.21D-F, respectively.

Antenna Characterization

The resistance of the zinc conductor was measured over time by a DAQ970a mul-
timeter and is shown in Figure 5.22A. The conductivity increases slowly over time,
but the increase is small and within the specifications of this application.
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Figure 5.22: Naturally-degradable antenna conductivity and S11 plot. A) The con-
ductivity of the zinc antenna over time. B) S11 plot of the zinc antenna printed on
PET and encapsulated in wax compared to a silver antenna printed on PEN.

The S11 plot of the zinc antenna is shown in Figure 5.22B. S11 is a measure of
how much power is reflected from the antenna, and if the magnitude of S11 = 0, then
all of the energy put into the antenna is reflected, and there is no radiation. The
frequency at which an antenna peaks is the natural frequency and ideally lies within
the bandwidth of the communications protocol. The magnitude of the S11 mea-
surement indicates the strength of the output RF signal. RFID communications are
on the 902-928 MHz frequency band, meaning that this specific antenna is slightly
frequency shifted, though this can be adjusted by adjusting the antenna’s geome-
try. We invite the reader to see Carol Baumbauer’s dissertation for more details on
antenna design.

Degradability & Ecotoxicity

Our collaborators investigated the quantification of degradability and ecotoxicity in
Gregory Whiting’s group at the University of Colorado, Boulder, and Raj Khosla’s
group at Kansas State University [266–268].

In Dahal et. al., the degradation rate and ecotoxicity of the sensor components
were explored [267]. We found that the wax blends showed no significant degradation
after 60 days under greenhouse soil conditions for sand, farm soil, or potting media.
Furthermore, none of the materials significantly impacted the growth of maize in this
period, including the unpublished results for the ion-selective electrode and reference
electrode materials.
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Conclusions

We developed naturally-degradable nitrate sensors with a tunable working lifetime.
These sensors performed similar to their non-degradable counterparts and were able
to measure changes in nitrate concentrations for sand, clay, and peat soils with a
high level of repeatability. The sensors are non-ecotoxic, meaning they can be safely
distributed throughout agricultural fields for real-time monitoring of soil nitrate.

5.5 An Agricultural Wireless Sensor Net-
work

Many sensors must be distributed within a field to make accurate precision farming
decisions. The naturally degradable nitrate sensor nodes presented in Section 5.4 are
capable of fitting this task. Still, a system must be put in place to sample the data
used in the precision farming models.

Background

Wireless sensor networks (WSNs) are becoming more and more relevant in agricul-
ture. Researchers have made agricultural WSNs to monitor weeds [269], evapotranspi-
ration [270], crop disease [271], and water use [272]. However, there are limited examples
of agricultural WSNs for monitoring nitrate [273].

The design of a wireless sensor network (WSN) in agriculture has a host of unique
challenges [274;275]. Issues like energy consumption for autonomous operation of sen-
sor nodes dictate design and development issues, including communication protocols
and deployment. Furthermore, the placement of sensor nodes in open, uncontrolled
environments presents another host of unique challenges, such as damage accumu-
lation from weather or wildlife. Finally, the scale it takes to implement WSNs in
agricultural settings is much larger than in commercial or industrial environments.
Cropland accounts for about 11% of the habitable land globally [276;277], and in the
United States, the average crop farm is 445 acres [278]. This dictates the placement
and quantity of sensors needed, as discussed in Section 5.2, and shows that large
numbers of sensor nodes are required.

Different researchers have adopted different strategies for circumventing these
challenges. Ding and Chandra investigated using Wi-Fi for measuring soil moisture
and electrical conductivity [279]. Syrovy et. al. utilized Long Range, Wide Area Net-
work (LoRaWAN) communications to transmit data from paper-based soil moisture
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sensors [280]. Yu et al. deployed a system where the sensors connect directly to a
person’s phone over Bluetooth Low Energy (BLE) [281].

Here, we propose an agricultural WSN explicitly designed for the precision man-
agement of soil moisture and soil nitrate. The naturally-degradable nitrate sensor
nodes demonstrated in Section 5.4 can be deployed at minimal cost and without the
need for maintenance throughout any agricultural field using the techniques outlined
in Section 5.2. Passive RFID sensors have a relatively short range compared to other
communication protocols. Hence, a reader needs to be brought to within a few me-
ters of the sensor to sample data from the sensors. Because many sensors need to be
distributed across an agricultural field to acquire granular enough data to capture
soil variability, drones offer a unique advantage over other existing methods to sample
data from the sensors [282]. With drones and drone accessories becoming less expen-
sive, using multiple drones to simultaneously map sensors has become an attractive
route to efficiently gather data [283]. Machine-learning algorithms are a promising ap-
proach for generating flight path maps due to their ability to solve highly non-convex
problems quickly, and even operate in real-time as a digital twin [90–92]. We developed
an agent-based dynamics model to generate flight paths for the drones to scan each
sensor in the field while circumventing obstacles and avoiding crashes.

Theory

The coordinated effort of multiple drones working towards a common objective has
similarities to swarms found in nature, such as bees and ants, where the accumula-
tion of each agent’s actions and reactions can give rise to phenomena and emergent
behavior where the system becomes more than the sum of its parts. Unlike bees
and ants, it is atypical for a drone swarm to contain a ‘leader.’ In the context of
field mapping, the drone swarm adapts to changes within the system, such as the
disablement of a few drones due to collisions or other unforeseen causes.

We developed a robust agent-based model capable of optimizing the flight paths
of each drone within a swarm to scan all sensors within a simulated agriculture
field. The simulations determine each drone’s aerial route for optimal flight path
planning [88;284]. Each drone within the simulated framework - an ‘agent’ - has its
own characteristics that determine how it interacts with its surroundings, such as
its environment and other drones. These characteristic parameters take inspiration
from the physics of molecular dynamics, where each agent is modeled as a point-
mass particle that is attracted and repelled by other objects within the system [91]. A
genetic algorithm determines the direction of propulsion. The framework inputs are
the field’s shape, the number of agents, and the positions of sensors (targets). This
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framework can be used for various sizes and shapes of agriculture fields. Depending
on the field geometry and the locations of sensors within that field, the framework
will output several suggestions of each drone’s flight path trajectory. Agents follow
the simplified assumptions:

• The effects of buoyancy, lift, drag, and gravity are of secondary importance
and may be neglected.

• The agents may propel themselves in any direction in 3D space.

• The agents may be idealized as point masses.

• The agents know the locations of all targets, obstacles, and other agents.

This framework is modeled in a fixed Cartesian basis in e1, e2, and e3 where the
position r, velocity v and acceleration a of a drone are described as:

r = r1e1 + r2e2 + r3e3,

v = ṙ = ṙ1e1 + ṙ2e2 + ṙ3e3, (5.2)

a = r̈ = r̈1e1 + r̈2e2 + r̈3e3

respectfully. A schematic of this framework is shown in Figure 5.23A.
The only force, F , imposed on each agent, i, is the agent’s propulsion, which

is assumed to be of constant magnitude. Hence each agent’s equation of motion is
described using Newton’s second law:

miai = F p,i = Fni. (5.3)

The distance between an agent with other agents and obstacles is imperative to
calculate the direction ni of propulsion. At each time step, the model calculates the
Euclidean distance between objects, defined between agent i with position ri and
another object j in the system at Aj as:

d
{o,a,s}
ij

def
= ‖ri −Aj‖ =

√
(ri1 − Aj1)2 + (ri2 − Aj2)2 + (ri3 − Aj3)2 (5.4)

Other objects can be obstacles, other agents, or sensors within the domain, and
are denoted as o, a, and s, respectively. The distance determines the magnitude of
the attraction or repulsion force an agent has towards that particular object; Distant
objects should have a weaker influence than near objects. Therefore, an exponentially



CHAPTER 5. IMPLEMENTATION OF NITRATE SENSORS FOR
AGRICULTURAL APPLICATIONS 152

decaying function is used to calculate the interaction vector between an agent and
an object:

n̂
{o,a,s}
i→j = (watte

−cattdij︸ ︷︷ ︸
attraction

−wrepe−crepdij︸ ︷︷ ︸
repulsion

)n
{o,a,s}
i→j (5.5)

where watt and catt are the weight and exponential decay coefficients of the at-
traction term, and wrep and crep are the weight and exponential decay coefficients of
the repulsion term, respectively. The direction ni→j is the unit normal vector in the
direction of the object j relative to agent i and is given by:

n
{o,a,s}
i→j =

Aj − ri
‖Aj − ri‖

(5.6)

Equation 5.5 is calculated for each type of object (agent, sensor, and obstacle)
in the system. Generally, a larger attraction term relative to its repulsion term
causes a net positive propulsion direction towards sensor objects. The opposite is
observed towards obstacles that could leave an agent immobile if too close. The total
interaction vector between agent i and all objects of a particular type is the sum of
all their interaction vectors, such as those shown in Figure 5.23B. For instance, the
total interaction vector given by all sensors on agent i is:

N s
i =

Ns∑
j=1

n̂si→j (5.7)

where Ns is the total number of sensors in the system. A weighted sum of the
total interaction forces of obstacles, sensors, and agents is taken and then normalized
to give the final direction of propulsion ni.

Using this framework, the following algorithm determines the flight paths:

1. INITIALIZE: Load in the sensor location data within the simulated domain
and position agents along one edge of the domain. Assign weight and expo-
nential decay coefficients for each object’s attraction and repulsion terms in
Equation 5.5.

2. OBSERVE: Each agent observes it’s surroundings to calculate the attraction
and repulsion terms and the optimal direction of propulsion as described in
Equations 5.3 - 5.7.

3. STEP: Each agent will apply its thrust and accelerate towards the optimal
direction given optimal design parameters such as what genetic algorithm out-
puts. All agents have a maximum velocity of 10 m/s.
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Figure 5.23: A) Schematic of a single-agent model in a Cartesian coordinate system.
B) Schematic of the interaction vectors in a two-agent, three-objective system. The
instantaneous direction of drone acceleration will be in the net direction of the at-
traction and repulsion vectors acting on the drone, which changes in magnitude and
direction as the drones move within the domain.

4. TEST: If an agent is within 2 meters of a sensor, the sensor is considered
‘mapped’ and removed from the domain. If an agent is within 2 meters of
another agent, both will be considered immobile and removed from the domain.

5. ITERATE: If there remain sensors that are not scanned, loop to Step 2.

To optimize the flight path mapping, we vary the magnitude and range of the
interactive vectors between the agents and the targets are shown in Figure 5.23B and
simulate the result. In this simulation, we want to maximize the number of mapped
sensors while minimizing the flight time and the number of collisions. Written as a
cost function, we have:

Π = W1
Stotal − Smapped

Stotal
+W2

tactual
tmaximum

+W3
Dtotal −Dcrashed

Dtotal

(5.8)

where S, t, and D are for sensors, flight time, and drones, respectively, and W1,
W2, and W3 are the weights given to each cost term and are determined by the user.

We employ a genetic algorithm to minimize the cost function, using the magnitude
and range of the interaction vectors as the design strings.
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Computational Method

We adapted the algorithm following Zohdi [87;89;285] to minimize the cost function
presented in Equation 5.8. The algorithm for optimizing the system parameters for
flight paths for each drone is as follows:

1. POPULATION GENERATION: For a given number of drones, Ns, randomly
generate a population of S genetic strings, Λi, (i=1,2, 3,..., S):

Λi def= {λi1, λi2, λi3, λi4, ..., λiS}
def
= {λ1, λ2, λ3, ..., λS}i

Λi def= {w{o,a,s}att , w
{o,a,s}
rep , c

{o,a,s}
att , c

{o,a,s}
rep }i

2. PERFORMANCE EVALUATION: Compute fitness of each string, Π(Λi),
(i=1, ..., S):

Π(Λi)
def
= W1

Stotal−Smapped

Stotal
+W2

tactual
tmaximum

+W3
Dtotal−Dcrashed

Dtotal

3. RANK: Rank each string based on their cost output Π, where Rank 1 is the
best performing design string that produced the lowest cost and Rank S the
worst performing string:
Π(Λi, i = 1, ..., S)
Π(Λ1) ≤ Π(Λ2) ≤ ... ≤ Π(ΛS)

4. MATE: Mate design strings to produce offspring:

Λi def= Φ(1)Λi + (1− Φ(1))Λi+1

where 0 ≤ Φ ≤ 1 and j is a random integer between 1 and N

5. GENE ELIMINATION: Eliminate poorly performing genetic strings, keep top
parents and generated offspring

6. POPULATION REGENERATION: Repeat the process with the new gene pool
and new random genetic strings

This process was repeated until the performance of a genetic string, Π(Λi), fell
below the tolerance limit, indicating that the cost function had been minimized.
The minimization of the cost function Π is guaranteed to be monotone with in-
creasing generations if the parent strings are retained, i.e., Π(Λopt,I) ≥ Π(Λopt,I+1),
where Λopt,I+1 and Λopt,I are the best genetic strings from generations I + 1 and I
, respectively. If one does not retain the parents in the algorithm above, inferior
performing offspring may replace superior parents. Thus, top parents were kept for
the subsequent generation.
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Figure 5.24: Sequences of flight paths for a swarm of four agents (blue = sensor,
orange = agents) with an initial configuration in A) and from left to right and top
to bottom B-G) there are varying line styles and colors created by each agent’s path
throughout simulated time.

Results

The optimized location of soil sensors from Figure 5.4A was inserted into the agent-
based model to determine flight paths for UAV drone swarms. The flight paths for a
four-agent drone swarm in a circular central-pivot irrigation field are shown in Figure
5.24. Starting from the edge of the simulated domain, the simulated drone agents
traversed through the central pivot field. They sampled the distributed sensors, as
seen in Figures 5.24A and B. Initially, the drones seek out the nearest sensors because
they have the strongest interaction force. However, as the flight paths continued to
develop (as in Figure 5.24C-F), the number of unscanned sensors dwindled, and the
relative attraction strength of more remote sensors grew. This continued until the
last sensor was scanned, as shown in Figure 5.24G, and the drones returned to their
initial positions. The flight paths do not have a uniform pattern, which is perhaps
an unexpected outcome for someone familiar with the ’sweeping’ pattern attributed
to drone LiDAR mapping. The sweeping motion is unnecessary in this use case as
the drones seek their objectives.

Flight paths for swarms of n = 1-8 drones are shown in Figure 5.25. As the
number of drones in the swarm increases, each flight path length decreases. In
Figures 5.25B and 5.25C, the agents frequently crossed each others paths. However,
in Fig. 5.25D, the agents crossed paths less, subdivided the field into their own
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Figure 5.25: Flight paths for drone swarms with A) 1, B) 2, C) 3, D) 4, E) 5, F) 6,
G) 7, and H) 8 agents, respectively.

sections, and scanned the sensors within it. For swarms with five or more sensors, as
shown in Figures 5.25E - H, more overlapping occurred as agents began to compete
over the same sensors. These results may also depend on each drone’s initial starting
position. The agents in this example were placed at the edge and linearly spaced
along the width of the domain. However, one may choose to have the agents start
along the circumference of the field, somewhere within the field, or from a single
point. A staggered start time would also vary the flight path recommendations.

The benefits of employing a multi-agent swarm of drones are highlighted in Fig-
ure 5.26 where a different color indicates each agent’s path length on the stacked
bar chart. As the number of agents increased, the time required to map all the
sensors decreased. Meanwhile, the cumulative total distance traveled to sample all
the sensors in the field was relatively consistent for all swarm sizes ranging from one
to eight. The distance traveled can be correlated with the amount of fuel or battery
power a drone consumes, meaning that a swarm of drones uses a comparable amount
of energy as a single drone. Interestingly, the distance traveled was similar between
all agents in the swarm regardless of swarm size, as indicated by the similar bar sizes
in the stacked bar chart.

To further analyze the trade-offs in swarm size, we examined how many sensors
each agent scanned for all swarm sizes. As the number of agents were increased, the
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Figure 5.26: Split-axis plot showing the total distance traveled (left) and the flight
time to read all sensors in the field (right) for swarms of n = 1-8 agents. Each bar
in the stacked bar plot shows the distance traveled for each agent.

variance of the number of sensors each agent scanned per path length also increased,
as shown in Figure 5.27. We found that an increase in this variance indicates a case
where several agents would ’race’ to scan the same sensor. Then, once that sensor
was scanned and removed from the domain, the agents would often compete with
each other for subsequent sensors. This behavior is wasteful as the agents consume
energy, thus creating more conflict between agents instead of collaboration.

Conclusion

The proposed multi-agent flight path mapping can effectively and efficiently generate
flight paths for variable numbers of drones to scan all sensors in a field. These find-
ings can be adopted for variable-rate irrigation applications and provide farmers with
valuable data to decide how many sensors they wish to deploy for their particular
agricultural field. In the case of a 400 m radius central pivot field, it is recommended
to have three or four drones because each drone would have a similar number of sen-
sors scanned per unit of energy expenditure. Using multiple drones also significantly
decreases the amount of the total time it takes to complete the sensor scanning task
within the field compared to a single drone.

A genetic algorithm is employed here because genetic algorithms are easily par-
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Figure 5.27: Box-whisker plot showing the variance of agents’ path lengths normal-
ized by the number of sensors the agent has scanned. Low variance indicates the
amount of energy spent per target is evenly distributed across all agents. Higher
variance, as indicated by having five or more agents, shows some agents are being
less efficient than others. This is due to multiple agents attempting the scan the
same sensor. Once one agent scanned a sensor, the other agent spent unnecessary
energy on it. This can occur multiple times though out the model problem.

allelizable and scale linearly with increased processing power, for example, on the
device it is computed upon. This allows this framework to become a digital twin
that runs in tandem with actual physical drones mapping a field. A digital twin
that utilizes this framework could be used as a design tool for outputting real-time
suggestions to the user based on changes to the system, such as the loss of a drone or
movement of farm equipment which may result in parts of the field being inaccessible
for scanning sensors at a particular point in time.

The drone flight path mapping shown here does not account for geographic fea-
tures or weather conditions. Further extensions of this framework include adding
variations in terrain height and additional outside forces such as wind drag synced
with weather data to obtain a more accurate framework for digital twin capabilities.
Additionally, agricultural applications of drone flight path mapping are not limited
only to reading sensors. Recently, drones in precision agriculture have taken a more
physical role, such as aerial application of fluids, solids, and biological control agents.
In 2015, the Federal Aviation Administration approved the first crop-dusting drone
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capable of spraying pesticides with tanks weighing more than 55 pounds. This ap-
proval allowed the rapid deployment of drones to spray soil amendments and seeds
to precise areas indicated by the soil embedded sensors, reducing the amount of irri-
gation runoff and seeds dispensed in unwanted areas. However, the most significant
problems arise from multiple spray drifts caused by wind, which can carry spray
material away from intended regions. These changes to how we manage land can
significantly improve agricultural yield while decreasing water consumption, carbon
emissions, and chemical runoff.

5.6 Concluding Remarks

In this chapter, we investigated the optimal distribution of soil nitrate sensors in
various agricultural fields informed by well-accepted geostatistical models. This in-
vestigation pointed toward the need for hundreds of sensors in a field, which to be
economically viable, would require the sensor nodes to be low-cost and maintenance-
free. We then integrated the nitrate sensors with conventional electronics to develop
a hybrid electronic sensor node that transmits data over WiFi and characterized the
device’s response in varying soil types, nitrate concentration, and moisture levels.
We then adapted this nitrate sensor node into a naturally-degradable, passive RFID
nitrate sensor node. Finally, we demonstrated a paradigm where swarms of UAV
drones remotely sample these sensors to provide feedback to a precision farming
irrigation system.

Other management systems could also benefit from these sensor technologies, for
example, by mounting RFID readers onto central-pivot irrigation arms or unmanned
ground vehicle (UGV) drones. Increasing the density of sensors in a field would
provide increased spatial resolution, enabling farmers to apply higher control on
their irrigation and fertigation decisions.

While nitrate is perhaps the most important parameter of interest after water for
precision farming, there are many other signals in the soil that farmers care about.
Other nitrogen sources, phosphorous, potassium, magnesium, salinity, and microbial
health are just naming a few. The design of the nitrate sensor nodes provided in
this chapter can easily be expanded to sense such signals and are particularly easy
to adapt to other chemical analytes as only the ion-selective membrane would need
to be changed. In the following chapter, we investigate using a nitrogen sensor array
to sense the signals of multiple nitrogen sources and increase selectivity.
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Chapter 6

Multianalyte Nitrogen Sensor
Array

... from fused beads of iron and copper crystals,
the little chemical “garden” in a jar

trembles and stands again,
pale blue, blue-green, and brick.

– Elizabeth Bishop

6.1 The Problem with Interference

A potentiometric sensor measures the open-circuit potential between an ISE and a
RE. The potential measured can be calculated by summing the boundary potentials
across the electrodes, yielding:

E = E0
ISE,i +

RT

ziF
ln ai,membrane +

RT

ziF
ln

1

ai,solution
− ERE (6.1)

where E is the measured potential, E0 is the measured potential of a 1M solution
of the primary analyte i at 25◦C , R is the ideal gas constant, T is the temperature,
zi is the valency charge of the primary analyte i, F is Faraday’s constant, and ai is
the activity of the primary analyte i.

We note that the ionophore binds with the primary ion in the membrane phase,
holding the activity, ai,membrane, constant. Likewise, ideal RE potential is constant
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in varying solutions, meaning the ERE is also constant. We can combine all of the
constant potential terms into a single term, E0,∗, and rewrite the equation as:

E = E0∗ +
RT

ziF
ln ai,solution (6.2)

where:

E0∗ = E0
ISE,i +

RT

ziF
ln ai,membrane − ERE (6.3)

Equation 6.3 describes the response of an ideal potentiometric ISE sensor to the
primary analyte. However, what happens when the sensor is placed in a solution
including two or more analytes?

One model for describing non-primary (i.e., interfering) analytes’ effect on a po-
tentiometric ISE sensor is the Nicolsky-Eisenman model [286]. This model describes
the potential, E generated by a potentiometric ISE sensor in the presence of inter-
fering species as:

E = E∗,0 +
RT

zF
ln(ai +

∑
N

kija

(
zi
zj

)
j ) (6.4)

where N is the total number of charged species in the solution, subscript j denotes
an interfering analyte, and kij is the interference coefficient. This model assumes
Nernstian behavior for all ions, and interfering species’ responses are weighted by
their respective interference coefficient, kij. kij should be less than 1, and the nearer
to zero, the less sensitive the ISE is to that interfering species.

Let’s consider two examples to understand the implications of this in the context
of measuring chemical concentrations in soil. First, we will see the potential changes
for a change in primary analyte concentration. In the second example, we will see
how the potential changes for a change in an interfering analyte concentration.

Let us first consider an ideal nitrate sensor in a beaker containing 100 mL of 10
mM NaNO3. What would the change in potential be if we were to add another 10
mL of 100 mM NaNO3? First, we calculate the new concentration of a solution:

C2 =
C1V1 + CadditionVaddition

V1 + Vaddition

=
0.01 · 0.1 + 0.1 · 0.001

0.1 + 0.001

= 18mM
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Using this new concentration, we can calculate the change in potential as ∆E =
E2 − E1. Substituting in Equation 6.3 and using yields:

E1 = E0∗ +
RT

ziF
ln ai,1

E2 = E0∗ +
RT

ziF
ln ai,2

∆E =
RT

ziF
ln
ai,2
ai,1

∆E = −59 log10(1.8)

∆E = −15mV

In this example, we can expect a change of -15 mV in our sensor reading when
adding 10 mL of 100 mM NaNO3 to 100 mL of 10 mM NaNO3. It is important to
consider that 10 mM NaNO3 is a reasonable value for nitrate concentration in soil
and 100 mM NaNO3 is a reasonable concentration for a fertilizer.

Now let us consider the case where an interfering analyte is added to the solution.
In this case, we will add a mixed solution of NaNO2 (NO−2 being the interfering ion)
and NaNO3 to keep the primary analyte concentration constant. Beginning again
with a 100 mL beaker of 10 mM NaNO3 solution, how would the potential change if
we were to add 100 mL of 100 mM NaNO2 + 10 mM NaNO3 solution? Once again,
we calculate the new concentration of NaNO2 in the solution:

C2 =
C1V1 + CadditionVaddition

V1 + Vaddition

=
0 · 0.1 + 0.1 · 0.1

0.1 + 0.1

= 50mM

Using this new concentration, we can calculate the change in potential as ∆E =
E2 − E1. However, because we are now including an interfering species, we will
substitute Equation 6.4 using, kij = 0.063, which is the interference coefficient for
nitrite for our ion-selective membrane formula:
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E1 = E0∗ +
RT

ziF
ln

(
ai,1 + kija

zi
zj

j,1

)
= E0∗ +

RT

ziF
ln ai,1

E2 = E0∗ +
RT

ziF
ln

(
ai,2 + kija

zi
zj

j,2

)

∆E =
RT

ziF
ln

ai,2 + kija
zi
zj

j,2

ai,1


∆E = −59 log10

(
1 +

0.063(0.05)1

0.01

)
∆E = −16mV

Once again, these are reasonable values for these analytes in soil and fertilizer. In
this example, we expect a change of -16 mV in the sensor’s reading when changing the
NaNO2 concentration from zero to 50 mM. Compared to the previous example, this is
about the same as expected for an 8 mM change in NaNO3 concentration. Herein lies
the heart of the interference problem: One sensor cannot tell the difference between
a small concentration change of primary ion and a large concentration change of an
interfering ion.

6.2 Sensor Arrays

One way of accounting for the interference problem is to implement an array of
sensors that are selective to different ions. Consider the previous example, what
would happen if we had a nitrate and a nitrite sensor? The nitrate sensor would
still output a -16 mV change in potential, but the nitrite sensor would output a
much larger change in potential. Qualitatively, one could deduce that a change in
NO−2 concentration caused the change in potential.

Sensor arrays can also quantitatively determine the concentrations of mixed an-
alyte solutions, such as those found in soil. Explicitly, for an array of N unique po-
tentiometric ion-selective electrode sensors, we can vectorize the Nikolsky-Eisenman
model to:

{E}Nx1 = {S}Nx1 ln {Q}Nx1 (6.5)

where:
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Figure 6.1: Schematic representation of the Nikolsky-Eisenman model. The ions
interact with all three ion-selective electrodes, as indicated by the left-most column
of arrows. The strength of the interaction between an analyte and the ion-selective
membrane is represented graphically by the arrows, and mathematically as the in-
terference coefficient kij. The sum of all interactions with the three analytes at an
ion-selective membrane is transduced into a potential measured against the reference
electrode potential.

{S}Nx1 =

{
RT

ziF

}
(6.6)

and:

{Q}Nx1 =


kiia

zi
zi
i + kija

zi
zj

j + · · ·+ kina
zi
zn
n

. . .

knia
zn
zi
i + knja

zn
zj

j + · · ·+ knna
zn
zn
n

 (6.7)

When the interference coefficients are known (for example by empirical testing),
then Equation 6.5 becomes a system of N equations with N unknowns, ai, aj, . . . , aN .
Solving this system of equations analytically becomes increasingly difficult as N in-
creases, though it can be executed computationally. This model is represented visu-
ally in Figure 6.1 for a three-sensor array.

One can also expand this to solve for a change in potential or concentration:
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{∆E}Nx1 = {S}Nx1 ln {∆Q}Nx1 (6.8)

where:

{∆Q}Nx1 =



kiia

zi
zi
i,2+kija

zi
zj
j,2 +···+kina

zi
zn
n,2

kiia

zi
zi
i,1+kija

zi
zj
j,1 +···+kina

zi
zn
n,1

. . .

knia

zn
zi
i,2 +knja

zn
zj
j,2 +···+knna

zn
zn
n,2

knia

zn
zi
i,1 +knja

zn
zj
j,1 +···+knna

zn
zn
n,1


(6.9)

To demonstrate this, we are developing a nitrogen sensor array that makes si-
multaneous measurements of NO−3 , NO−2 , and NH+

4 . This is done by sampling data
from nitrate, nitrite, and ammonium ion-selective electrodes, and solving the system
of equations shown in Equation 6.5.

Fabrication

The three potentiometric ISE sensors were printed onto a single substrate, and the
orientation is shown in Figure 6.2A. Each ISE was paired with a unique RE in this
design, though in theory, one could use a single RE.

Creative Material’s 126-33 extremely conductive silver ink was screen printed on
100µm thick polyethylene terephthalate (PET) and cured in an oven at 120 ◦C for
two hours. Afterward, Ag/AgCl reference electrodes with 3.5 mm diameter circles
were blade coated over half of the electrodes using Engineered Materials Systems, Inc.
CI-4001 ink and cured in an oven at 120◦C for two hours. Next, carbon transducer
layers with 3.5 mm diameter circles were blade coated atop the remaining electrodes
using Creative Material’s 114-34A/B-187 carbon ink (Creative Materials, Ayer, MA)
and cured in an oven at 80◦C for four hours.

The sensor arrays were then encapsulated with 75 µm thick laser-cut Teflon tape
with circular windows of 5 mm diameter for the active area. The window in the
encapsulant was larger than the electrode to allow space for the membrane to seal
to the substrate, preventing bubbles or delamination of the membrane.

Nitrate selective ISMs were fabricated by mixing 5.2 wt% Nitrate Ionophore VI,
47.1 wt% dibutyl phthalate, 0.6 wt% tetraoctylammonium chloride, and 47.1 wt%
PVC. A total of 0.2 g of this mixture was dissolved in 3.14 mL of THF, and 3x
aliquots of 16 µL of the membrane solution were drop-cast on the printed carbon
electrode surface, allowing the layers to dry in a fume hood for 15 minutes in between.
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Figure 6.2: Multianalyte nitrogen sensor array. A) Schematic depicting the layout of
the three potentiometric ISE sensors. The solid-color circles denote the ion-selective
electrode, while the outlined circles indicate the reference electrode. B) Image of the
nitrogen sensor array connected to the FPC connector.

Nitrite selective ISMs were fabricated by mixing 1.0 wt% Nitrite Ionophore I, 65.7
wt% 2-nitro-phenyl octyl ether (NPOE), 0.3 wt% potassium tetrakis[3,5-bis(trifluoro-
methyl)phenyl], and 33.0 wt% PVC. A total of 0.3 g of this mixture was dissolved in
3.3 mL of THF, and 3x aliquots of 16 µL of the membrane solution were drop-cast
on the printed carbon electrode surface, allowing the layers to dry in a fume hood
for 15 minutes in between.

Ammonium selective ISMs were fabricated by mixing 0.2 wt% Ammonium Ionophore
I, 68.3 wt% 2-nitro-phenyl octyl ether (NPOE), and 31.5 wt% PVC. A total of 0.5
g of this mixture was dissolved in 5.4 mL of THF, and 3x aliquots of 16 µL of the
membrane solution were drop-cast on the printed carbon electrode surface, allowing
the layers to dry in a fume hood for 15 minutes in between.

The REs employed a CNT transducer layer between the Ag/AgCl electrode and
the membrane. This transducer was composed of 0.01 g of CNT (iP-Single Walled
Carbon Nanotubes from Carbon Solutions, Inc) and 0.05 g of F127 (poly(ethylene
glycol)-block-poly(propylene glycol)-block-poly(ethylene glycol) diacrylate) dissolved
in 10 mL of THF, which were sonified for 1 hour in an ice bath using a Branson
Digital Sonifier probe. 11 µL of the resulting transducer cocktail was deposited onto
the printed REs surface.
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Figure 6.3: A) Nitrate sensor sensitivity to nitrate. B) Nitrite sensor sensitivity to
nitrite. Ammonium sensor sensitivity to ammonium.

The salt membrane was made by dissolving 1.58 g of Butvar B-98 (poly(vinyl
butyral) (PVB), 1.00 g of NaCl, and 1.00 g of either NaNO3, NaNO2, or NH4Cl in
20 mL of methanol. The mixtures were sonified for 30 minutes in an ice bath, and
3x aliquots of 16 µL of the resulting salt membrane cocktail were deposited on top
of the CNT transducers. Unless otherwise noted, all chemicals used in ISE and salt
membranes were obtained from Millipore Sigma.

The sensor array was then connected to a flat flexible cable (FFC) connector and
mounted onto a laser-cut acrylic mount for easy handling. Figure 6.2B shows an
image of the fabricated analyte array.

Preliminary Results

The three sensors were tested in nitrate, nitrite, and ammonium solutions of vary-
ing concentration, and the sensitivities of each sensor to their primary analyte is
plotted in Figure 6.3. The nitrate, nitrite, and ammonium sensors demonstrated
near-Nernstian sensitivities of -61 mV/dec, -49 mV/dec, and 61 mV/dec, to their
primary ions, respectively. The ammonium sensor has a positive slope because the
valency charge of the ammonium ion is +1, while the nitrate and nitrite valency
charges are -1.
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6.3 Future Work

Interference Studies

The next task in characterizing the multianalyte nitrogen sensor arrays is to char-
acterize the sensitivity of each sensor to its interfering ions. In other words, what
is the sensitivity of the nitrate sensor to NO−2 concentration? Or NH+

4 ? Once all of
these measurements are taken, the interference coefficients kij can be solved explic-
itly, and the accuracy of the Nikolsky-Eisenman model can be tested empirically by
measuring the potential of the sensor array in mixed analyte solutions and solving
Equation 6.5.

Artificial Neural Network Model

The work presented so far uses the Nikolsky-Eisenman model to describe the complex
mechanics of ion-selective electrodes. However, this model does not account for
higher order effects. One way of accounting for these effects is to train an artificial
neural network (ANN) using empirical data collected from the sensor arrays. ANNs
were described in Section 3.6. The concept of pairing neural networks with arrays
of ion-selective electrodes is not new [138;287], and ANNs are a logical model choice
because they are essentially an expansion of the Nikolsky-Eisenman model. Figure
6.1, which shows a schematic of the Nikolsky-Eisenman model, is juxtaposed to an
ANN with a single hidden layer, such as the one shown in Figure 3.7, where the kij
terms replace the wi, bi terms of the ANN. Adding additional hidden layers to the
ANN allows the higher order effects to be captured.

Additional Sensor Inputs

We will also investigate adding additional sensor input into the sensor array. Com-
mercial farmers will get samples of their soil tested by laboratories to benchmark their
soils for many properties, such as nitrogen, phosphorous, potassium, magnesium, cal-
cium, pH, and electrical conductivity, to name just a few. The only limitations to the
number of inputs into an ANN are those enforced by feasibility, such as the space
that will fit on a sensor array, or the number of ADC channels on the controller.
Adding more sensors not only has the added benefit of new capabilities but account-
ing for these potentially interfering species also increases the accuracy of all other
sensors in the array. There also isn’t any reason other types of sensors could not be
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included, for example, a temperature sensor to account for the subtle temperature
differences that occur in soil on a diurnal cycle. The addition of moisture sensors
would also allow us to know whether or not to make potentiometric measurements,
as we found that erroneous measurements are made when the soil VWC is less than
10-30% depending on the soil type in Section 5.3.

6.4 Concluding Remarks

There are myriad opportunities in the area of multianalyte sensing. For example,
the nitrogen sensor arrays could be used to study and quantify the rates of the
multitude of nitrogen transformations that occur within the soil nitrogen cycle. Due
to the modular nature of these sensor arrays, they can also be adapted to specific
crops; for example, if the health of a particular crop is more affected by a particular
analyte, then a sensor for that analyte could be appended to the array to account
for that analyte. The sensor arrays could also be expanded for other industries, such
as a wearable sensor array to detect chemicals in sweat [168].
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Conclusion

We investigated the optimal distribution of soil nitrate sensors in various agricultural
fields informed by well-accepted geostatistical models. This investigation pointed
toward the need for hundreds of sensors in a field, which to be economically viable,
would require the sensor nodes to be low-cost and maintenance-free.

We designed and fabricated fully printed potentiometric nitrate sensors comprised
of a printed nitrate ISE and printed RE. When paired with a glass RE, the printed
nitrate ISEs showed a near-Nernstian sensitivity of -54.1 mV/dec ± 2.1 mV/dec. A
printed RE with low sensitivity to nitrate was developed using a membrane composed
of PVB, NaCl, and NaNO3. Fully printed nitrate sensors demonstrated a sensitivity
of -48.0± 3.3 mv/dec in solution and -47 mV/decade in soil. The printed sensors
were selective to nitrate and did not have significant sensitivity to sulfate, chloride,
phosphate, nitrite, ammonium, potassium, or magnesium at concentrations found in
soil, though calcium does interfere with the sensors’ behavior. The sensors were as
stable as many other potentiometric ISE sensors in the literature.

We then integrated the nitrate sensors with conventional electronics to develop a
hybrid electronic sensor node that transmitted data over WiFi and characterized the
device’s response in varying soil types, nitrate concentration, and moisture levels.
We then adapted this nitrate sensor node into a naturally-degradable, passive RFID
nitrate sensor node. Finally, we demonstrated a paradigm where swarms of UAV
drones remotely sample these sensors to provide feedback to a precision farming
irrigation system. Other management systems could also benefit from these sensor
technologies, for example, by mounting RFID readers onto central-pivot irrigation
arms or unmanned ground vehicle (UGV) drones. Increasing the density of sensors
in a field would provide increased spatial resolution, enabling farmers to apply higher
control on their irrigation and fertigation decisions.

While nitrate is perhaps the most important parameter of interest after water for
precision farming, there are many other signals in the soil. Other nitrogen sources,
phosphorous, potassium, magnesium, salinity, and microbial health are just naming
a few. The design of the nitrate sensor nodes provided in this chapter can easily be
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expanded to sense such signals and are particularly easy to adapt to other chemical
analytes as only the ion-selective membrane would need to be changed. We fabricated
nitrogen sensor arrays that measured nitrate, nitrite, and ammonium in aqueous
solutions. There are myriad opportunities in the area of multianalyte sensing. For
example, the nitrogen sensor arrays could be used to study and quantify the rates of
the multitude of nitrogen transformations that occur within the soil nitrogen cycle.
Due to the modular nature of these sensor arrays, they can also be adapted to specific
crops; for example, if the health of a particular crop is more affected by a particular
analyte, then a sensor for that analyte could be appended to the array to account
for that analyte.
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[45] J. R. Corea, A. M. Flynn, B. Lechêne, G. Scott, G. D. Reed, P. J. Shin,
M. Lustig, and A. C. Arias, “Screen-printed flexible mri receive coils,” Nature
communications, vol. 7, no. 1, pp. 1–7, 2016.



BIBLIOGRAPHY 176

[46] S. L. Swisher, M. C. Lin, A. Liao, E. J. Leeflang, Y. Khan, F. J. Pavinatto,
K. Mann, A. Naujokas, D. Young, S. Roy, et al., “Impedance sensing device
enables early detection of pressure ulcers in vivo,” Nature communications,
vol. 6, no. 1, pp. 1–10, 2015.

[47] A. M. Zamarayeva, A. E. Ostfeld, M. Wang, J. K. Duey, I. Deckman, B. P.
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Appendix A

Glossary

A.1 Abbreviations

ADC = analog-to-digital converter
Ag/AgCl = Silver-silver chloride
ANN = artificial neural network
AI = artificial intelligence
BLE = bluetooth low-energy
CNT = carbon nanotube(s)
EIS = electrochemical impedance spectroscopy
FFC = flat flexible cable
GA = genetic algorithm
IC = integrated circuit
ISE = ion-selective electrode
ISM = ion-selective membrane
LoRaWAN = long rang, wide area network
ML = machine learning
MLA = machine learning algorithm
NMP = n-methyl-2-pyrrolidone
NPOE = 2-nitro-phenyl octyl ether
PCB = printed circuit board
PCL = poly(caprolactone)
PEN = poly(ethylene naphthalate)
PET = poly(ethylene terephthalate)
PLA = poly(lactic acid)
PVA = poly(vinyl acetate)
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PVB = poly(vinyl butyral)
PVC = poly(vinyl chloride)
RE = reference electrode
RFID = radio frequency identification
SGR = sequential gap reduction
SNR = signal-to-noise ratio
THF = tetrahydrofuran
UAV = unmanned aerial vehicle
VWC = volumetric water content
WSN = wireless sensor network

A.2 Definitions

Accuracy = How close a measurement is to the ground-truth value. Can be reported
as an absolute, i.e. ±C, or as a relative value, i.e. ±P%.

Active Sensor = A sensor that requires an excitation signal to perform its measure-
ment. In other words, power needs to be supplied to the sensor in order to make a
measurement.

Actuator = A device that can switch voltages, currents, or mechanical states.

Amplifier = A signal conditioning device that adds a gain factor to a sensors output
signal. These are used to make the sensor signal fit in the range of conventional
electronics.

Analog Sensor = A sensor that produces a continuous output signal

Analyte = A substance whose chemical constituents are being measured. Synony-
mous with measurand when the quantity being measured generates a chemical signal.

Annealing = Heat-treatment of a material to relieve internal stress.

Attenuation = A decrease in the amplitude of a signal as it passes through any part
of the sensor system.
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Bandwidth = A range of frequencies in which a sensor or sensor system can operate
in a specified error range.

Bode Plot = Commonly used plot to show the relationship between sensitivity error
and phase shift as a function of the frequency of a periodic input signal.

Breakdown = Material failure due to an electrical overload.

Calibration = The act of subjecting a sensor to some number of known inputs and
recording the outputs to find the sensor’s transfer function.

Cross Sensitivity = See ‘Selectivity’.

Curing = Heat-treatment of a material to increase the rate of a chemical reaction,
such as the cross-linking of a thermoset polymer.

Dead Band = Insensitivity of a sensor in a specific range of input signals.

Digital Sensor = A sensor that produces a discrete digital output signal that is a
digital representation of the quantity being measured.

Discrepancy = Difference between two measurements of the same quantity.

Discrimination = See ‘Resolution’.

Distortion = Innaccuracy in an amplified or reproduced signal, such as frequency
shift, phase delay, or amplitude modulation.

Dynamic Error = Error caused by rapid changes in the measured signal over time.
Sometimes described by a bode plot.

Drift = Low-frequency change of a sensor’s output signal with time, often associated
with the aging of materials, components, or references for the sensor signal.

Eddy Current = Electrical current induced in a conducting material by a variation
of magnetic flux.

Efficiency = Ratio of the useful energy output to the total energy input.



APPENDIX A. GLOSSARY 203

Electrode = A conductive element used to emit, collect, or control the movement of
electrons or ions in an electric field.

Electrolytic Solution = A solution containing a finite concentration of dissociated
ions and capable of conducting electricity.

Endless Loop = See ‘Infinite Loop’.

Error = The difference between a measured value and the true value. While the
true value is rarely known, this serves as a reference definition and is a common
estimation. See ‘Uncertainty’.

Excitation Signal = The electric signal from an external power source that is input
into a sensor to power it . Only needed for active sensors.

Fertigation = The application of fertilizers or nutrients into a farming system via the
irrigation network.

Full Scale Input = See ‘Full Scale Range’.

Full Scale Range = Maximum and minimum values that a sensor can measure.

Full Scale Output = The difference between the electrical output signals obtained
for the maximum and minimum input values.

Gain = The ratio of amplitude of an output signal to the input signal. Key metric
for amplifiers.

Gauge Factor = Applies only to strain gauges. Ratio between the relative change in
the strain gauge’s resistance and the strain gauge’s state of strain, ie (R/R) / (L/L).
This is synonymous with responsivity.

Ground = The zero reference potential in a system. Often short for ‘earth ground’,
which is the potential of the earth.

Grounding = Creating an electrical pathway to the ground of an electric system. See
’Ground’.
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Hysterisis = When the output value of the sensor depends on the ‘history’ of what
the sensor experiences. Often tested by cycling the sensor under the same conditions
and observing whether or not there is any drift in the output signal.

Infinite Loop = See ‘Endless Loop’.

Input Signal = The quantity that the sensor observes.

Interference = Any non-primary signal that causes systematic error in the sensor’s
output signal.

Instability = The tendency to behave in an unpredictable, changeable, or erratic
manner.

Interfering Input/Measurand/Signal/Species = See ‘Interference’.

Lag = The time delay for a system to completely respond to a change in the input
signal.

Leakage = Unintentional loss of an electric signal through undesired pathways, such
as an insulator.

Lifetime = The length of time a sensor can be used before its performance changes.

Limit of Detection = The smallest measurable input. Can be reported in units of
the input signal or the output signal. Not to be confused with threshold - the limit
of detection is the smallest

Linearity = The degree to which a sensor’s sensitivity has a constant slope. See
‘Nonlinearity’.

Linear Range = The range of inputs in which a sensor has a linear response.

Measurand = The quantity that is being measured.

Nonlinearity = Maximum deviation of a real transfer function from the approximated
straight line that is obtained from a linear regression of the real transfer function.
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Noise = Random deviation of a sensors output signal that varies with time. There
can be many different sources of noise, most commonly: Brownian noise, which is
proportional to the inverse of the frequency squared; Johnson-Nyquist noise, which
is the thermal agitation of steady state electric signals; and transient noise, which is
a random impulse followed by exponentially decaying low frequency oscillations.

Offset = The output signal when the measurand is zero.

Output Impedance = The impedance of a sensor measured across the interfacing
channels. Important value used to design sensor interface circuits and connect to
sensor systems.

Output Signal = The signal that a sensor outputs. For most sensors, the output
signal is measured in an electrical quantity such as [V] or [A], but it could also be
other types. For example, a thermometer’s output signal is measured in [cmHg].

Packaging = The housing for a sensor, for example a plastic container.

Passive Sensor = A sensor that does not require an excitation signal to perform it’s
measurement. In other words, the sensor generates the output signal in response
to the external stimulus that it is measuring. An example of a passive sensors is a
thermocouple, which generates a voltage when exposed to heat.

Precision = A description of random errors; the degree to which repeated measure-
ments under unchanged conditions produce the same results. The precision is related
to the variance of a set of measurements. Note: a sensor with high precision does
not necessarily have high accuracy).

Primary Input/Measurand/Signal/Species = The physical quantity that a sensor is
designed to detect.

Repeatability = The precision of a set of measurements taken over a short time pe-
riod.

Reproducibility = The precision of a set of measurements taken after a long time pe-
riod, or by different operators, or with different instruments, or at different locations.

Reliability = The ratio between the number of times a sensor operates properly and
the total number of times the sensor was tried.
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Resolution = The smallest change that a sensor can detect in the quantity that it is
measuring. Also (rarely) referred to as the ‘discrimination’.

Resonant Frequency = The frequency at which the sensor has maximum output.

Response Time = The time that it takes for a sensor output signal to converge to
the correct value after a change in the input signal.

Responsivity = The ratio of the normalized change in output signal to the change
in the input signal. For example, a resistive-type temperature sensor would measure
responsiveness in [(d/)/K].

Sampling Frequency = the frequency that the connected electronics take measure-
ments from the sensor.

Saturation Point = Upper limit of the linear range.

Selectivity = See specificity. Sometimes reported in an array format where multiple
sensors are sensing multiple signals from a single input. For chemical sensors, selec-
tivity is the measure to which the sensor measures a single chemical species.

Sensitivity = Ratio between the output signal and the measured property. For ex-
ample, a linear sensor that measures temperature and outputs voltage would have
sensitivity reported as [V/K]. An ideal sensor has a large and constant sensitivity.

Sensing Element = The part of a transducer that is in contact with the medium that
is being measured and changes in response to changes in the medium.

Sensor = A device that detects and measures a physical quantity and communicates
that measured value to another device or person.

Sensor Node = A device that detects and measures a physical quantity and commu-
nicates that measured value to other nodes in a sensor network.

Sintering = Heat-treatment of a material to cause diffusion of nano- and micro- scale
materials.
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Span = See ‘Full Scale Range’.

Specificity = Measure of to what degree the sensor measures a target quantity alone.

Stability = The tendency to behave in an predictable, unchangeable, or expected
manner.

Steady-state = A state where all variables of a system are unchanging with time.

Step-response = The response of a system to an instantaneous change in the input
signal.

Threshold = The minimum input necessary for a sensor to register a detectable
change. The minimum value of the full scale range.

Time Constant = The time it takes for an output signal to reach 63% of it’s steady-
state value.

Transducer = Collective term for both sensors and actuators. Any device that con-
verts one form of energy into another kind, such as a microphone, loudspeaker,
photodiode, or thermistor.

Transfer Function = Also known as the linear region of a calibration curve. The
equation that defines the sensor output signal as a function of the input signal. For
a linear sensor, the transfer function is formatted as y = mx+b, where y is the output
signal, m is the sensitivity, x is the input signal, and b is the offset.

Transient Response = The response of a sensor to a step-change in the measurand.

Uncertainty = Numerical estimate of the possible range of error in a measurement.

Wireless Sensor Network = Networks of spatially dispersed sensor nodes that moni-
tor physical conditions of the environment and forward the collected data to a central
location.
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