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Environmental Science 

INIRODUCTION 

Research in the Division's environmental 
science program addresses a broad range of environ­
mental problems. These include air pollution, 
water pollution, and the effects of pollutants on 

• man and natural ecosystems. 

In recent years the Laboratory has played a • 
leading role in the science of airborne particulates 
(aerosols). This work has focused on the chemistry 
and physics of particle surfaces. Using the tech­
nique of electron spectroscopy for chemical analysis 
(ESCA), surface reactions of sulfur and nitrogen 
compounds have been studied, and results include 
the identification of new chemical forms of nitrogen 
on particle surfaces and evidence for the importance 
of particle surfaces in the catalysis of sulfur 
dioxide to sulfuric acid. 

The Division's work in water pollution has. 
been devoted to the study of trace metals in the 
estuarine environment, especially in San Francisco 

Bay. Studies on the effect of dredging operations 
on trace metals in the Mare Island ship channel and 
on the distribution of cadmium in Bay sediments 
have been performed. Research has also been 
conducted on the distribution of trace elements 
between bound states on suspended particles and 
in s~lution in Bay waters. 

Research is being conducted on a variety of 
problems relating to effects of pollutants. 
Biological studies seeking to discover effects 
of specific environmental insults such as oxidants 
at the cellular level have been done, and epidemio­
logical studies have been initiated on the impacts 
of trace metals on human health. Theoretical 
studies ,in an attempt to develop a basis for 
assessing the stability of ecological systems are 
also being undertaken. The ultimate aim of all 
of our work in progress is the avoidance of or 
mitigation of adverse impacts that result from 
man's activities. 

STABILITY PROPERTIES AND DYNAMICS OF EOOSYSTEMS* 

John Harte and Don Levy 

, . 

INTRODUCTION 

Many technological and social changes can be 
envisioned during the next decade as a result of 
changing energy use and modes of production. An 
understanding of how various ecosyterns will re­
spond to perturbations induced by these changes 
is a necessary ingredient for rational planning 
and the enhancement of our quality of life. Our 
work is intended to develop this understanding. 
In particular, we are concerned with the problem 
of ecosystem stability. 

Our goals in this work are twofold: first, 
to determine under what perturbations an ecosys­
tem is most unstable (i.e., what kinds of pertur­
bations can most dramatically disrupt ecosystems) 

''0} and, second, to determine what combinations of 
ecosystem parameters are reliable indicators of 
ecosystem stability. Carrying out this program 
involves theoretical work followed by experimental 
laboratory and field work with feedback continuing 
between theory and experiment. Our initial work 
has been theoretical in nature; the experimental 
work will begin in 1975. Our work, while focusing 
on stability properties, also includes studies of 
other dynamical aspects of ecosystems such as 
succession, stochasticity, and limit cycle behavior 
which are needed to understand the fate of an eco­
system. 

DISCOVERY OF ECOSYSTEM STABILITY INDICATORS USING 
THE LIAPUNOV DIRECT METHOD 

CUrrently, much empirical activity in ecology 
is focused on the measurement of qua~tities such as 
the biomasses and productivities of the components 
of an ecosystem, species diversity, and retention 
times of various nutrients. These measurements, un­
fortunately, do not appear to reflect the organiza­
tion of ecosystems and have not allowed ecologists 
to infer~the stability properties of perturbed 
ecosystems. 1 We have been able to apply the Liapunov 
method2 of stability analysis to a variety of eco­
system models in standard use today.3 This has 
allowed us to characterize certain types ofpertur­
bations to which ecosystems are particularly vul­
nerable and to determine which combinations of the 
intrinsic system parameters are most indicative 
of potential instability. 

We have considered three broad categories of 
ecological organization: . 

1. Open flow without cy1ing (e.g., flow of 
energy through the pathways of a food web). 

2. Closed flow with cycling (e.g., the global 
carbon cycle). 

3. Open flow with cycling (e.g., the nitrogen 
flow in a lake or a field). 

We have shown that a general form for a Liapunov 
function4 for a wide variety of specific models 



describing these systems is 

L 
x. 

~(x.-x.-x.ln....l..)C.(a.,S, ••• ) 
1 1 1 X. 1 

1 

where the X. (xi) are the unperturbed (perturbed) 
values of the system's variables and the Ci are 
complicated but calculable functions of the system's 
parameters. Utilizing this Liapunov stabilit~ func­
tion we have shown that damage to the organ1c 
nutrient pool in an ecosystem is a potential source 
of instability - greater than that arising from 
perturbations upon the more "visible" predator­
prey components of an ecosystem. 

In addition, for all the models we have con­
sidered we have found that a particular combina­
tion of'the parameters describing the flow rates in 
an ecosystem is highly correlated with stabilit~ 
as well as an indicator of the size of the doma1n 
of asymptotic stability of an ecosystem. In the 
nonlinear dynamical equations describing the flow 
rates and rates of change of the various compart­
ments in the system, there are two terms describing 
the loss rate, or decrease, of the active decom­
posers responsible for nutrient cycling. One is 
linear in the decomposer mass and describes di­
rectly the classical death rate. The other is more 
complicated and describes the effect of resourc: 
scarcity (holding capacity) on decomposer dynam1cs 
(there are, of course, other terms describing. the 
growth rate of decomposers). Using our analyt1c 
Liapunov technique, we have determined ~hat for . 

·a wide class of model systems with nutr1ent cycl1ng, 
the stability of the system is largely dete~ined 
by the ratio of these two rates. (If the rat10 of 
the death rate to the resource scarcity loss rate 
is large, the system is far more un~table aga~nst 
a wide class of specified perturbat10ns than 1f . 
it is small.) Work is now in progress on develop1ng 
residence time and tracer techniques to allow in 
situ measurement of this ratio. 

One can also characterize an ecosystem with 
external inputs and outputs as a high sub~idy ~r 
a low subsidy system. If the rate of nutr1ent lll­

put as compared to the net rate of prim~ry pr~­
ductivity is large (small), the system 1S a h1gh 
(low) subsidy system. Our analytical work sho~s 
that a high subsidy system is more stable aga1nst 
a broad spectrum of perturbations than is a low 
subsidy system. 

COMPUTER SIMULATION OF TIlE EFFECTS OF PERTURBA­
TIONS ON REALISTIC MODEL ECOSYSTEMS 

The analytic results on stability properties 
of ecosystems which we have obtained using the 
Liapunov method can be tested and explored further 
by computer simulation. We emphasize that the 
analytic Liapunov technique and the numerical com­
puter techniques are complimenta:y. Wi~out the 
analytic work, use of computer slIDUlat10n ~o~ld be 
unlikely to lead to identification of stab1l1ty 
indicators because of the great difficulty of 
probing the multitude of possibly significant 
parameters. On the other hand, ~h: compu~er simula­
tions are needed to probe the f1n1te reglOns of 
stability because our techniques for using the 

2 

Liapunov method do not guarantee that we have found 
the largest finite domain of stability. Further- . 
more, the computer simulations allow us to determ1ne 
the explicit time evolution of a perturbed eco­
system. 

We have taken two detailed and reasonably 
realistic models describing a grasslands eco­
system and a freshwater system and determ~ned all 
of the rate coefficients in them from ava1lable 
experimental data. The numerical solutions to the 
perturbed model equations verify the analytic 
Liapunov results. 

The grasslands model used in these simula­
tions described the nitrogen cycle for a simple 
model ecosystem made up of four compartments: . 
plants such as western wheatgrass, inorganic. 
nutrient such as N03, decomposers, and organ1c 
litter (see Fig. 1). In Fig. 2, the response of 
the system to three different kinds of pertu:ba­
tions is depicted. It shows that the system.1s. 
most sensitive to disturbances in its organic 
litter pool, in the sense that a given percent 
change in the organic litter pool.is ~ikely to 
induce a more significant alterat10n 1n the f~t~re 
time development of the system than would a s1ID11ar 
percent change in other compartments of the sys­
tem. 

In Fig. 3, the response of a system with 
a large ratio, KD, of decomposer death rate to 

. resource scarcity loss rate is compared to one 
with a small value of this ratio. It shows that 
this ratio is a stability indicator with small 
ratios indicating stability. It also shows that 
the analogous ratio, K , defined for plants is 
not a sensitive stabil~ty indicator. In Fig. 4, 
a high subsidy system is shown to be more stable 
than a low subsidy system. 

Models for the nitrogen cycle in aquatic 
systems with ordinary as well as nitrogen-fixing 
blue-green algae have been explored. By taking 
into account the oxygen, phosphorous, and 
nitrogen or phosphorous cycles w: ~xpe~t ~o 
be able to determine if our stab1l1ty 1nd1cators 
correctly predict the onset of eutophication. 
Application of the grasslands model t~ the prob~em 
of estimating the revegetation potent1al of str1p­
mined land is also in progress. 

Fig. 1. Nitrogen flow in a simple four-level sys­
tem. The wiggly lines correspond to externa~ 
inputs and outputs of nitrogen, and the SOlld 
lines denote the flow of nitrogen within the 
system. (XBL 7SS-2890A) 



,. 

0 0 D 0 t~ :2 0 ;, 7 6 
'" 3 

2.4r--~-~--r---'---..., 2.4 1 1 1 ,-
1.6 =---------~-----~ 

2.4 ..----,I;--O-E-,C1r-
O 
'-M-PO-,Sr-E-R-S---,I--. 

1.6 :=--~ ____________ -:: 

~ 
u 
~ 

Q) 
0.8 - OECOMPOSERS -

~ 

1 I I I u 

Q) 0.8 I\. -~ 

u 
0 0 

~ 60r--~-.--.---'---..., 
If) I 1 1 I 

0 0 ....... 60 
~ 

1 1 1 1 
....... 

~ 60 , 1 1 , 
.0 401- INORGANIC NUTRIENT - If) 40 ,- INORGANIC NUTRIENT -

If) 
401- INORGANIC NUTRIENT -:9 

Q) 
~ 

u 
~ 

> 

20fd -
O~~I ___ ~I~I ___ ~I~ 

1200r---r----'r--"'T"_1--'---T�--. 

800- -
400 - ORGANIC' LITTER -

o I II I 
o 4 8 12 16 20 

Years 
90% DECREASE OF 
DECOMPOSERS 

.0 

20 V- -
0 I I I I 

1200 1 1 

800 - -

400 - ORGANIC LITTER -

OJ I It 
o 4 8 12 16 20 

Years 
40% DECREASE OF 
INORGANIC NUTRIENT 

20 \.--------------:. 

o 1 1 I I 

1200r_-_-_-,,_-_-_--.,..~-_-_-_-,,-_-_-_--,1,-_-_-_--. 

800- -
400,- ORGANIC LITTER -

0 1 1 , I 
0 4 0 12 16 20 

Years 
10 % DECREASE OF 
ORGANIC LITTER 

Fig. 2. ComputersilTUllation of the effect of three different initial disturbances to the four-level 
grassland ecosystem. Note that the litter perturbation has more effect on the system than the 
other perturbations do. (XBL 755-2994) 

:~p 
2.4 ..----,I-,-----rl --..---I - I.----. 

1.6= _____________ =-= 

2.4 r----rl---.--'---,I-----rl---, 

1.6Ft=:.=;'===-=;;,;-=-;,;;;-;;;,,-=-:;,,;=:;;; 

2.4 r---,----,----,----,-----, 

DECOMPOSERS 1.6 _____________ _ 

0.8- DECOMPOSERS 

OL-~I ___ ~I~I~~I __ ~ 
- ~ 0.8 - DECOMPOSERS 

u 
~ OL-~I __ ~I ___ ~I __ I~~ 

- ~6 g 0.8 

~ 
If) 60r----,1----r1--..---1-~"--~ ~ 60.-----.-,----.,---..---,--.---1-. 

~ 0 I _--'-_--'-__ --'_-----' 

6 60.--r-1 --r-1 --r-1 -r-1 ---. 
en 

.0 40t- INORGANIC NUTRIENT- jg 40- INORGANIC NUTRIENT- .0 40- INORGANIC NUTRIENT -

2~[~_,_~_~_~ __ ~ __ ~-
1200.---~--~---r---.---~ 

I-----.!--~ __ ~ __ I __ -

20=- K. ------

OOOt- -

4001- ORGANIC LITTER -

o I I I I 
o 4 8 12 16 20 

Years 
Kp::O.I, Ko::O.1 

-
o I I I I 

1200 i---~--I---'---'---
800r- -

400r- ORGANIC LITTER -

o I I I 
o 4 8 12 16 20 

Years 
Kp:: 10 I Ko:: 0.1 

20 

0 
1200 

--
800 -

400 -
0 
0 

I I I 1 

'. .1 , 1 

ORGANiC LITTER 

I I I I 
4 8 12 16 

Years 
l(p::O.I, Ko= 10 

Fig. 3. Computer simulation of the effect of an initial disturbance to the four-level grassland 
ecosystem. The perturbation was chosen to be 10% reduction in the organic litter. Large 
values of the ratio of decomposer death rate to resource scarcity loss rate (KD) indicate 
instability. The analogous ratio defined for plants (Kp) is not a sensitive stability 
indicator. (XBL 755-2993) 

-

--
-

20 



4 

60~1 I ~ :~ ~A~T~ ______ _ 

0_1 I I I _ 

2.4 I I I I 

DECOMPOSERS DECOMPOSERS 
1.6;=-------------:: 

(]) 
(]) ... 0.8 \ -u ..... 

0 u 
'- 0 0 L I - '-
Z 60 ~ 60 --- I I I I 1 1 I 1 
(/) 

I- INORGANIC (/) INORGANIC .0 40 - ;Q 40 I- -
NUTRIENT NUTRIENT 

20 ~ 20 
r--------------- '- -

0 1 I I I 0 I I ' I 1 

1200 1200 I 1 I I f---.--!--~--I- _--.: ___ f-' f 

800 I- - 800 f- -
400 - ORGANIC LITTER - 400 

f- ORGANIC LITTER -
0 I 'I 1 I 0 1 I 1 I 

0 4 8 12 ' 16 20 0 4 8 12 16 20 
Years Years 

HIGH SUBSIDY LOW SUBSIDY 

Fig. 4. Computer simulation of the effect of an initia~ 10% decrease in organic 
litter in two systems - one with high subsidy and one with low subsidy. Note 
that the low subsidy system is more sensitive to perturbations than is the 
high subsidy system. (XBL 755-2991) 

POSSIBLE ORIGIN OF UNUSUAL CYCLIC PHENOMENA 

A number of natural and social phenomena are 
a source of curiosity because of their unusual 
cyclic regularity. Most periodic phenomena with 
which we are familiar have a relatively straight 
forward explanation for_they ~re.directly linked 
to the diurnal, or lunar, or annual cycles on 
earth. Others, however, do not appear to be directly 
linked to any simple physical cycle. Their periods 
do not equal a day or a year or any other easily 
identifiable time interval. One characteristic of 
these unusual cyclic phenomena is their stability. 
For example, ecological forces result in po~ulation 
cycles which appear to persist over decades 
despite changes due to climatic trends and man-
made alterations in the natural landscape. Beyond 
some point, of course, perturbations will disrupt 
these cycles; in mathematical language the asymp­
totic stability of these orbits is not global, but 
rather of finite domain. 

An increasing amount of effort is being di­
rected toward a quantitative understanding of such 
processes. An emerging view is that unusual cyclic 
phenomena are described by the stable limit-cycle 
solutions to non-linear differential or difference 
equations. 

We have discovered that an alternate explana­
tion may exist. The classical non linear Lotka-

Volterra (L.V.) equations for interacting popula- , 
tions in a predator-prey type food web with static 
rate coefficients are known to possess only un­
stable, oscillatory solutions (if the environmental 
carrying capacity term in the L.V. model is neg­
lected), or stable, static solutions (if the effect 
of a finite resource base is included). These are 

.. the onlynen-transient solutions .. Wehave shown by 
numerical solution, that the L.V. model, with-­
carrying capacity effects included, possess unusual 
cyclic, and stable, solutions if the rate coeffic­
ients in the equations are, themselves, periodic. 
What makes this result interesting, and unique 
to non-linear models, is the fact that the gen­
erated cyclic solutions can have an associated 
frequency which is not equal to the frequency of 
the driving term (as it would be for a linear 
oscillator) but rather related to the intrinsic 
frequency of the undriven system. The non-linear . 1,­
equations are rich with structure such as ampli­
tude-dependent sub-harmonics and we are exploring 
further the possibility that this non-linear 
mechanism may explain the existence of certain 
unusual cyclic phenomena. 
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FORMATION OF POLLUTION PARTICULATE NITROGEN COMPOUNDS 
BY NO-SOOT AND NH3-SooT GAS PARTICLE SURFACE REACTIONS* 

S. G. Chang and T. Novakov' 

Suspended nitrogen compounds are an important 
" constituent of urban air pollution aerosol parti­

cles. Actually, carbon, sulfur and nitrogen com­
pounds, together with water, constitute up to 80% 
of the total particle mass. It was commonly assumed 
that most of the nitrogen compounds in particulate 
form are in the form of nitrates and ammonium 
salts, until two additional and unsuspected re­
duced nitrogen species were identified ~ith the 
aid of X-ray photoelectron spectroscopy (ESCA).l 
Based on the measured core electron binding en­
ergies, these nitrogen species were tentatively 
assigned to organic compounds of the amino- and 
pyridino-type. The study of their diurnal concen­
tration variations. indicated that these compounds 
could be primary pollutants coming directly from 
sources, rather than by way of atmospheric reac­
tions. The nature and origin of these species 
has remained unknown, however. 

We describe here the results we have obtained 
on more precise chemical characterization of re­
duced ambient nitrogen species and evidence for 
their formation via heterogeneous reactions in­
volving nitric oxide and combustion-generated car­
bonaceous (soot) particles. 

Figure 1 illustrates the relative atomic con­
centrations of various nitrogen species typically 
associated with ambient air pollution particles. 
Here ESCA spectra of the nitrogen region of an 
ambient sample (collected in West Covina, 
California on August 29, 1973) is reproduced. Peaks 
correspond~ng to N03, ~ ~d the.additio~a1 re­
duced specles, Nx ' are llldlcated III the flgure. 
The spectra shown were measured in vacuum with 
the sample at -150°C (Figure 1a) and with the same 
sample heated up to 25°C (Figure 1b). Practically 
the entire nitrate peak and about 60 percent of 

.,the ammonium peak were lost when the sample was 
warmed up from -lS0°C to 25°C. From the low tem­
perature spectrum, it is obvious that at most about 
15% of the ammonium ions could be associated with 

'. nitrate as NH4N03' Therefore, the remaining ammon­
ium ions must be associated with anions other than 
nitrate. Because of the limited vo1iti1ity of com­
mon ammonium salts and the observed behavior of 
ambient ammonium species, we can rule out ammonium 
bi-su1fate and ammonium sulfate as the major ammon­
ium compounds associated with ambient particles 
The high volatility of ambient ammonium suggests 
that it may be present in some hitherto unsus­
pected form. The volatility of ambient ammonium 
is the main reason for the observed systematic in­
consistency between ammonium determinations by 
ESCA and by wet chemical techniques. 2 
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Fig. 1. (a) Nitrogen (ls) photoelectron spectrum 
of an ambient particulate sample with the 
specimen at -150°C. Individual peaks corre­
sponding to N03, NH! and Nx are indicated. 
[b) The N(ls) spectrum of the sample sample 
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at 25°C. (XBL 745-3183) 

We conducted a number of experiments that 
show that surface reactions of soot particles with 
NO lead to the formation of both volatile ammonium 
and Nx species, i.e., those that comprise much 
of the suspended nitrogen compounds observed in 
the ambient polluted air. Soot particles for these 
experiments were generated by a premixed propane­
oxygen flame. The exposure of soot particles to 
the reactant gas was done under two different ex­
perimenta1 conditions. In a "static" regime, with 
propane soot preco11ected on a filter subsequently 
exposed to the reactant gas at ambient temperature; 
and in a flow system, when the gas was introduced 
downstream from the flame, i.e., while the parti­
cles are at high temperature. 



ESCA spectra of N(ls) reg:{6riof soot samples 
prepared in these ways are shown in Figs. 2 and 3. 
It is evident from Fig. 2 that interaction of NO 
with "cold" soot particles leads to the reduction 
of NO to NH3 which results in the formation of 
ammonium-like species, identical to those pro­
duced in soot-NH3 reaction. On the other hand, as 
seen from Fig. 3, both NO and NH3 interacting with 
"hot" soot particles produce species with binding 
energies corresponding to Nx species. 

Ammonium species produced in NO-soot reaction 
have volatility properties in vacuum similar to 
the ambient ammonium. The chemical equivalency of 
ambient and synthetic Nx species can also be dem­
onstrated by their thermal behavior. The experi­
mental procedure involves the measurement of ESCA 
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Fig. 2. (a) N(ls) spectrum of cold soot particles 
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spectra at gradually increasing temperatures. ". 
The results of such measurements for one ambient 
sample and for a sample prepared by NH3-hot soot 
interaction are shown in Figs. 4 and 5. The spec-~ ~ 
trum of the ambient sample (Fig. 5) at 2~C shows 
the presence of N03, NH4 and N~. At 80°C the en-
tire N03 peak is lost accompanled with a similar 
loss in ammonium peak intensity (shaded portion). 
At 150°C the only nitrogen species remaining is 
N . (In this sample, the nitrate is mainly in 
t~e form of ammonia nitrate. The volatile ammonium 
is not seen because the initial temperature was 
75°C.) At 250°C, the appearance of another peak, 
labeled N', is seen. This continues to increase 
at 350°c,XN~ component is being formed from Nx 
in the process of heating in vacuum. Nx species 

" 



+-

CJ) 

c: 
Q,) 

+­
c: 

-0 0 

Ambient sample 

NH+ Nx .4 

., .. ,:.. . ........ ' 
...... II: 

" ....................................... 

. . 
• "0 .:: ..... :.:.: ..... '. 
' ..... 

• II ••••• : •••••••••••• : ,', ' •• 

. ' 

", .... -11 

t.·I) 0 ;4 ") 

"'" 

," ..... . .. ' 

150°C 

.' ......... 

I •• I, 

' . 

410 405 400 395 

Binding energy (eV) 

Qr~ 

V 

Fig. 4. N(ls) spectrum of an ambient sample ex­
posed at 25°C, 80°C, 150°C, 250°C and 350°C. 

(XBL 746-3532) 

produced by surface reactions of hot soot with NO 
(or NH3) have the same kind of temperature depend­
ence as the ambient N as illustrated in Fig. S. 
Both ambient and synt~etic N~ species will remain 
unaltered even if the temperature is lowered back' 

'} (,,-., 

.r to room temperature, if the sample remains in 
vacuum. However, if the sample is taken out of 
vacuum and is exposed to moisture, N~ will be 

" transformed back to the original Nx ' It can be con­
'0' eluded that N~ species are produced by dehydration 

of Nx ' 

Our results suggest that the formation of 
amines and amides, i.e., the Nx species, may occur 
in the combustion process where the temperature 
is high and where there are high concentrations of 
both NO and soot particles. ~ species are thus 
expected to be primarY pollutants emitted as such 
into the atmosphere. 3 Actually, there is a strong 
correlation between the diurnal concentration vari­
ations of Nx and of total particulate carbon, sug­
gesting the most of the particulate carbon is of 
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Fig. S. N(ls) spectrum of (hot) soot sample ex­
posed to NH3 as measured at 25°C, 150°C, 
250°C and 350°C. (XBL 746-3531) 

primary orlgln. This is in contrast to some views, 
according to which most of the particulate carbon 
is formed by condensation of the atmospheric reac­
tion products of gaseous hydrocarbons. The con­
clusion about primary nature of Nx species is fur­
ther supported by the fact that both ambient and 
synthetic Nx and N~ are not volatile in vacuum 
up to at least 400 C and are not soluble in con­
ventional solvents such as toluene. Furthermore, 
they do no dissociate in acidic solutions. If they 
were formed from homogeneous gas phase reactions, 
we would expect that the acid catalyzed hydrolysis 
of amide, nitrile or aromatic amine-type stoichio­
metric organic compounds to yield ammonium salts 
and carboxylic acids or aromatic alcohols. 

The formation of volatile ammonium compounds 
of the hydroxyl or carboxyl ammonium type and/or 
adsorbed ammonia species is expected to occur 
at ambient temperatures; that is, along the path­
ways of primary carbon particles through the 
atmosphere. 

The results described indicate the importance 
of carbon particles as sites for surface reactions 
with NO and ~3. We have already pointed out the 



importance of soot particles as a probable catalyst 
in S02 oXldation to sulfate. 4 
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DETERMINATION OF THE CHEMICAL STATES OF SULFUR IN 
AMBIENT POLLUTION AEROSOLS BY X-RAY PHOTOELECTRON SPECTROSCOPY* 

N. L. Craig,t A. B. Harkert and T. Novakov 

binding energies. Individual binding energies, 
characteristic of definite sulfur species, were 
determined by a comparative study of a large num­
ber of specimens. These binding energies are 
assigned to characteristic chemical states, with 
the help of XPS results obtained from a number 
of simple sulfur compounds. Thanks to the mea~ 
sur able differences in binding energies between 
the bulk-type-ions and the surface species, these 
can be distinguished in favorable cases. 

As the first step in a more comprehensive 
project dealing with heterogeneous atmospheric 
chemistry, we have undertaken a study whose aim 
is to establish a complete inventory of the sul­
fur compounds present in ambient particulate mat­
ter. This project was carried out through the 
study of a large number of pollution particulate 
samples using X-ray photoelectron spectroscopy 
(XPSJ as the analytical tool. Formulating such an 
"inventory" of ambient chemical species is a pre­
requisite for gaining an understanding of the 
atmospheric transformations of sulfur-containing 
compounds. 

In the course of our work on the electron 
spectroscopy of ambient aerosols we have carefully 
examined the spectra of more than a hundred samples 
containing different particle size classes, col­
lected at various sites in California at different 
times of day. (The aerosol samples were collected 
in the summer of 1972 during a California Air Re-

The results of ambient sample analysis are 
presented in Table 1. Not all of the seven species 
which were observed occur generally at all times 
and at all locations. In most instances, sulfates 
are found to be the dominant species, although con­
centrations of reduced forms of sulfur were at 
times comparable to the sulfate concentrations. 

. sources Board sponsored study, "Characterization 
of Aerosols in California.") The sulfur XPS spec­
tra were of varying degrees of complexity, some­
times covering the entire range of known sulfur 

From these results stem several implications 
of significance to both analytical and physical 
aerosol chemistry. For example, finding that sul­
fur species other than sulfates are often present 
in significant quantities makes it necessary to 
reexamine certain analytical methods for sulfate 

Table 1. Sulfur 2p' binding energies 

Ambient aerosol Surface species produced Sulfur 
samples by S02 and H2S adsorption compounds 

Peak Binding energy Species Binding energy System Compound Binding energy 
assignment (eV) designation (eV) (eV) 

A sulfate 169.2±O.2 S02-
4 169.7±O.2 MgO+S02 Nct2S04 l69.0±O.3 

B S03 170.6±O.3 S03 171.0±O .3 MgO+S02 

C S02 168.1±O.3 SO . 
2 167.9±O.3 MgO+S02 

D Sulfite 167 Na2S03 167.0±O.3 

E elem. S 164.2±O.3 S 164.2 

F sulfide 162.6±O.3 znS 162.2±O.3 

G sulfide 160.5±O.6 S2- 161. O±O. 3 CaO+H2S 
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determination. Some of these methods implicitly 
presume that the sulfates are the only sulfur com­
pounds present in the aerosol samples. Methods 
based on the reduction of sulfates to H2S are in 
this category. 
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SULFATES AS POLLUTION PARTICULATES: CATALYTIC 
FORMATION ON CARBON (SOOT) PARTICLES* 

T. Novakov, S. G. Chang and A. B. Harkert 

Because of the adverse effects of sulfate 
particles as atmospheric pollutants, the study of 
the oxidation of SO to sulfate is of prime im­
portance in air poltution research. In the past, 
most attention has been devoted to the study of 
the photochemical and solution chemical oxida­
tion mechanisms. There is increasing eviden<:e, 
however, that these two kinds of processes.alone 
cannot adequately account for the observations. 
This report concerns the role that finely divided 
carbon (soot) particles play in the oxidation of 
S02. Even though the surface chemical properties 
of carbon are known,l,Z the relevance of soot­
catalyzed reactions to air-pollution chemistry 
has not been appreciated. The experiments de­
scribed below show that the soot-catalyzed oxi­
dation of S02 to sulfate is an important process 
and that the proposed oxidation mechanism is in 
qualitative agreement with the field observations. 

Soot specimens from a premixed C3HS-02 flame 
collected on (silver membrane) filters were used 
for experiments with different S02 exposure con­
ditiOns, in the apparatus shown in Fig. 1. Dry 
air or.prehumidified partic~e-free air or N2 was 
used wlth an S02 concentratlon of about 300 
parts per million (ppm) and an exposure time of 
five minutes. The ESCA spectra of soot exposed 
to S02are shown in Fig. 1. The sulfate peaks 
were always more intense in the case of prehumid­
ified air than in the case of dry air. However, 
both dry and prehumidified N2, when used instead 
of air, produced only very low, background level 
sulfate peaks. This result indicates that, in 
addi tion to soot particles, the 02 in air is im-. 
portant for S02 oxidation. Although water molecules 

.~ enhance the observed sulfate concentration in the 
air-S02-soot system, the contribution of sulfate 
produced by S02 oxidation via dissolved molecular 
QXygen in water droplets is not significant; that 

'. is, blank filters exposed to S02 and prehumidified 
air showed at most only low, background level sul­
fate peaks. 

We have also studied the S02 oxidation on 
soot particles produced in the premixed C3HS-02 
flame by observing the. decrease in the gaseous 
S02 concentration, ~(S02)' occurring as a result 
of sulfate formation (Fig. 2). The S02 concentra­
tion is adjusted to the desired initial value, 
(S02)i' with the flame removed from its position 
in front of the intake funnel. A decrease in the 
S02 concentration is observed within the response 
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Fig. 1. Soot particles exposed to prehumidified 
air and S02 produce sulfate concentrations 
higher than in the case of dry air. Blank 
filters without soot particles exposed to 
S02 and prehumidified air show only background 
leve~ sulfate. (XBL 743-2503) 

time of the S02 monitor, when the flame is placed 
in the intake position so that combustion-gen­
erated aerosol comes in contact with S02. Re­
moval of the flame causes the S02 concentration to 
rise to its initial value. Because gaseous species 
will suffer about lOS collisions on the path be­
tween the flame and the S02 input, it can be ex­
pected that reactive radical species will be 
largely neutralized by the time they reach the 
S02 port. This and the evidence described earlier 
suggests that the observed decrease in the S02 
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Fig. 2. S02 concentration is adjusted to the de­
sired value (S02)' with the flame removed 
from its position1 in front of the intake fun­
nel. Decrease in 502 concentration, ~(S02)' 
is observed when the flame. is p~aced in the 
intake position. For a given combust ion- .. 
regime ~(S02) is independent on (S02)i' 
while ~(S02) increases with 02/fuel ratio. 
The former effect is related to the satura­
tion of active sites on soot particles, while 
the latter reflects the increase in the num-
ber of reactive particles. (XBL 743-2504) 

concentration is caused by the action of soot 
particles. The possibility that the reduction in 
the S02 concentration is related to the formation 
of H S03 was ruled out in a separate experiment, 
in which the combustion-generated aerosol was re­
placed by steam. No detectable change in the S02 
concentration was observed in this case. 

The plot in Fig. 2 shows the amount of S02 
converted to sulfate as a function of the 
02/C3Hg ratio, for initial concentrations of 5.5 
and 9.9 ppm. For a given combustion regime ~(S02) 
is independent of (S02)" This feature is probably 
related to the saturati6n of active sites on 

10 

soot particles. The ~(S02) value increases, how­
ever, with the 02/C3HS ratio, reflecting the in­
crease in the number of very small, high-surface­
area particles produced in oxygen-rich flames. 

That the sulfate formation process described 
here is' consistent with field observations is 

'evident from the following. Pollution particulate 
sulfates are believed to exist primarily in the 
form of H2S04 or (NH4)2S04' or both. Because the 
sulfate produced by the laboratory soot-S02 in­
teraction is water-soluble and could conceivably 
be ~eutralized ~y ambie~t NH3, its chem~cal prop­
ertles are conSlstent wlth those of amblent sul­
fate in the analytical sense. Moreover, ambient 
and laboratory-produced sulfate exhibit the same 
characteristic desorption in a vacuum as a func­
tion of sample temperature. The saturation effect 
reported for ambient sulfates3 is also consistent 
with the proposed process. Finally, a marked cor­
relation between the diurnal variation in the con­
centrations of ambient carbon and sulfate should 
be expected. An example of such a.correlation is 
shown in Fig. 3. Other similar correlations have 
been observed more recently for other sites and 
pollution episodes. 4 

The catalytic formation of sulfate on soot 
particles is expected to occur in the open atmo­
sphere and ~specially in or near combustion sources, 
where both S02 and soot concentrations are highest. 
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Fig. 3. Diurnal concentration variation of sul­
fate particulate carbon (ref. 5), and lead 
(ref. 6). The sampling was done in down­
town Los Angeles on 20 September, 1972 
(ref. 7). The similarity between carbon and 
sulfate patterns is obvious. (XBL 743 -2 50·2) 
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DISTRIBUTION OF TRACE ELEMENT AEROSOLS IN URBAN AIR 

W. Winklestein, Jr., S. Sacks, and R. D. Giauque 

Concern with the disease producing effects of 
ambient aerosols was stimulated in the United States 
by the Donora Pennsylvania air pollution episode 
of October, 1948. 1 Since then both laboratory and 
field studies have shown that a wide variety of 
disease-producing agents are disseminated in air 
pollution. However, for largely technical reasons 
it has been difficult to identify routinely more 
than a very few components of particulate air pol­
lution such as sulphates and a few metals and 
organics. Furthermore,these pollutants frequently 
occur together in the air. Thus the demonstration 
of associations between fluctuations of particulate 
air pollution and mortality and morbidity have not 
been attributable to specific pollution compon- -, 
ents. 2 Very little effort has been made to relate 
the components of ambient air to body burden. 

Recently, techniques such as x-ray fluores­
cence for the rapid identification of a wide spec­
trum of elemental substances have been developed. 
This provides investigators with a powerful tool 
for assessing and monitoring ambient air concentra­
tions of potentially toxic materials. Making use 
of this development, we have used samples of parti­
culate air pollution obtained from 18 sampling 
stations in and around BuffalO, New York, between 
July, 1961 and June, 1963 to ascertain the ambient 
air levels for 15 elements. Applying computer 
mapping programs, we have established isopleths 
for each measured element over the study community. 
As far as we know, this is the first time such in­
formation has become available for a large com-

o' munity. 

The samples were obtained in a study of air 
pollution effects that demonstrated an association 
between suspended particulate levels and total 
mortality, as well as mortality from chronic res­
piratory disease, gastric cancer, prostatic cancer, 
and cirrhosis of the liver, independent of economic 
c1ass. 3 This study also demonstrated an association 
between particulate air pollution and lower respir­
atory system symptoms in nonsmokers. The sampling 
was accomplished by the use of high volume parti­
culate samplers operated on random 24-hour sched­
ules so that each station provided approximately 
200 samples over the two year period with equal 
representation of each day of the week. The parti­
culates were deposited on glass fiber filters, 
which were at that time the standard available 

material for high vo'lume sampling. Using the un­
exposed margins of the original filters, background 
levels for the 15 elements tested were determined 
by x-ray fluorescence. The particulates were then 
analyzed and the filter background levels sub­
tracted from each determination. 

In'Table 1 the range of medians for each of 
the 15 measured elements over all 18 sampling 
stations is shown. In addition the total suspended 
'particulate values for each station are given. It 
is apparent from Table 1 that there are wide vari­
ations in ambient air concentrations of the 15 
measured elements. Each element varies considerably 
in concentration between sampling stations as well 
as at each station. It is not surprising that the 
highest concentrations recorded are for iron (Fe) 
since the study area includes one of the larger 
steel mills in the United States. The lowest con­
centrations recorded are for arsenic, selenium 
and gallium. Of the 15 elements measured, three 

. are thought to cause cancer in humans: arsenic, 

Table 1. Ranges of median values over all sampling 
stations by element (mg/m324 hr) 

Low High 

Nickel 14 35 
Copper 54 204 
Arsenic. 0 21 
Rubidium 5 20 
Selenium 7 13 
Strontium 5 55 
Calcium 1682 4274 
Lead 494 1000 
Bromine 39 143 
Potassium 316 1189 
Zinc 319 937 
Iron 1838 21,368 
Manganese 75 507 
Gallium 6 14 
Chromium 39 123 

Suspended 75,000 140,000 
Particulates 

3 (ng/m /24 hrs.) 
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chromium, and nlckel. Of the remal.nl.ng elements, 
the most important known disease agent is lead. 

A persistent problem in evaluating the di­
sease-producing effects of ambient air pollution 
has been the inability to separate particular com­
ponents of pollution in order to isolate specific 
effects. We have calculated rank order correlation 
coefficients between each of the 15 measured ele­
ments as well as total suspended particulates in 
order to assess the potential for evaluating spec­
ific effects. The correlation coefficients were 
computed by ranking the median values for each 
station for each of the elements measured and then 
calculating the Spearman rank order correlation 
coefficients for all combinations of two elements. 
Of the 120 rank order correlations calculated (in 
absolute value), five have coefficients 0.800 or 
greater, 24 have coefficients 0.6 to 0.799, 39 
have coefficients 0.4 to 0.599, and 52 have co­
efficients less than·0.4. The lower the correlation 
coefficients the greater is the opportunity to 
evaluate independent effects. In Table 2, we 
have selected several putative disease agents 
and have tabulated their rank order correlative 
coefficients. The elements chosen are copper, 
iron, lead, nickel, zinc. 

Table 2. Rank order correlation coefficients 

Copper Iron Lead Nickel Zinc 

Copper 1 0.25 0.37 0.42 0.18 
Iron 1 0.49 0.52 0.58 
Lead 1 0.68 0.56 
Nickel 1 
Zinc 1 

In order to illustrate more clearly the dis­
tribution of aerosols over the entire community, 
-isopleths have been generated for eachelement-­
analyzed. An example of such isopleths showing the 
distribution of nickel (a putatjve carcinogen) is 
given in Fig. 1. It is now apparent that values for 
each measured aerosol can be assigned to each 
census tract, permitting a variety of analytic 
procedures to be applied to test for associations 
with particular disease occurrence or body burdens. 

In order to partially validate the mapping 
procedure, we sequentially removed one station at 
a time from the analyses and evaluated the re­
sulting effect on the contour pattern and the pre­
dicting value of that station. In accordance with 
expectation, deletion of peripheral stations dis­
torts the outermost contours by a considerable 
amount. Removal of interior stations has a minor 
effect except where these stations are close to a 
high peak or low valley as regards pollutant level. 
In general, removal of an interior station produces 
a change of about 10-20% in the value of nearby 
contours. Thus, the values of the inner contour 
are not overwhelmed by removal of a single sampling 
point. These results have given us confidence in 
the validity of our approach. 
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___ Isopleths of Ni 
concentrations (ppm) 

tracts 

Fig. 1. Example (somewhat' abridged) showing dis­
tribution of nickel aerosols in Erie County. 
A few census tracts are shown, demonstrating 
the possibility of correlating census data 
with the aerosol distributions. (XBL 761-2012) 

A recent analysis carried out by Professor 
Carl A. Keller, University of California at 
Berkeley, demonstrates how the specific pollutant 
exposure values for each census tract can be evalu­
ated. He used a stepwise multiple regression analy­
sis with 22 independent variables, including 
suspended particulate levels for each census 
tract. The response variable used was mortality 
from all causes adjusted for age, race and sex. 
Other independent variables included census tract 
indices of income, mobility,. nativity, employment 
status, education, population density, quality of 
housing, and family structure. This analysis 
revealed that suspended particulates was included 
among the four or five variables that had regression 
Goefficients significantl:ydifferent from zero. 
Other significant independent variables were median 
family income, educational status, housing quality 
and family structure. An example of the data is 
shown in Table 3. By adding the various elements 
identified by x-ray fluorescopy to the multiple 
regression analysis we hope to be able to evaluate 
their independent effects. 

Perhaps the most significant potential use 
of the procedures described above is the possi­
bility of relating body burden? of a wide variety 
of elements to ambient air exposures. By using 
a higher energy source in the x-ray fluorescence 
analysis system, a much wider spectrum of ele­
ments can be identified. Furthermore, it may also 
be possible to apply automated gas. chromatography 
with mass spectroscopy to measure polynuclear 
aromatic hydrocarbons and other related organics 
so that similar assignment of census tract ex­
posure values can be accomplished. The applica­
tion of this advanced technology to the study of 
air pollution may provide the key to the more 
accurate evaluation of the disease-producing 
effects of ambient air pollution. 
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Table 3. Stepwise Multiple Regression - Summary Table. 
Dependent Variable - Mortality from all causes,whi te males, 50 -69. 

Step Variable 
number entered 

Dilapidated Housing 
Median Income 
Suspended Part. Level 
Median Years Education 
Semi-Crowded Living 
Poverty Income 
Disruptive Marria:ge . 
Multiple Housing 
Deteriorated Housing 
Per Capita Income : 
Unrelated Household ~ 

Members 
% Males in Labor Force 
Foreign Born 
Rental Housing 
Crowded Living Conditions 
Females in Labor Force 
Non-White 
Broken Marriages 
Moved Into Tract Within 

5 Years 
No Bathroom 
No Hot Water 
Unemployed 

ns not significant 

REFERENCES 

1. H. H. Shrenk, H. Herman, G. D. Clayton, 
et a1., "Air Pollution in Donora, Pa., 
Epidemiology of the Unusual Smog Episode of 
October 1948, "Preliminary Report Published 
in Health Bulletin 306 (1949). 

2. W. Winkelstein, Jr., and M. Gay, "Arterios­
clerotic Heart Disease and Cerebrovascular 

.. 

F value 
to enter Significance 

91.2966 P < 0.01 
29.3097 P<O.Ol 
17.8559 P < 0.01 
14.5543 P < 0.01 
3.3008 ns 
1.7634 ns 
2.4000 ns 
3.0086 ns 
1.2938 ns 
1. 4490 ns 

1.3869 ns 
1.4399 ns 
1.0001 ns 
0.3304 ns 
0.4575 ns 
0.4349 ns 
0.1613 ns 
0.3983 ns 

0.0720 ns 
0.0667 ns 
0.1616 ns 
0.0669 ns 

Disease: Further Observations on the Relation-
. ship of Suspended Particulate Air Pollution 
and Mortality in the Erie County Air Pollu­
tion Study," in Proceedings of the 16th 
Annual Meeting of the Institute of Environ­
mental Science, Boston, 1970,. pp. 441-447. 

3. W. Winkelstein, Jr., S. Kantor, E. W. Davis, 
et a1. Arch. Env. Health 14, 162 (1967). 

CAIMIUM LEVELS IN THE SHORELINE SEDIMENTS OF 
SAN FRANCISCO BAY* 

B. R. Moyer and T. F. Budinger 

INTRODUCTION 

The San Francisco Bay is a likely candidate 
for possible cadmium contamination because it is 

.in an area of increasing population, high sewage 
~ discharge, industrial effluent, and limited 

oceanic dilution. l ,2 Our purpose for investigating 
the San Francisco Bay is twofold: (1) to establish 
quantitative background levels which can set a 
base for future environmental monitoring, and 

especially true in waters of neutral or alkaline 
pH. For example the water concentration downstream 
from a cadmium refinery might be only 4 ppb, 
whereas the bottom sediments will show 80,000 
ppb. l ,3 Thus area pollution assessments can be 
very much in error unless deposition in soils and 
sediments are taken into account. 

The San Francisco Bay has an area of approxi­
mately 400 square miles and occupies a depression 
formed by tectonic processes. The northern section 
of the bay, including San Pablo Bay, obtains 
almost all the fresh water inflow, and this fresh 
water accounts for 40% of the entire land mass 
drainage in the State of California. The southern 
section of the bay has a limited influx of fresh 
water and thus a potentially more serious pollutant 
accumulation and disposal problem. 4 Most of the 

(2) to identify the gross soil and environmental 
characteristics of potential areas of serious 
cadmium accumulation. 

River waters that are polluted with cadmiun 
often show low, even undetectable, levels of the 
metal while large concentrations can be found in 
suspended particles and bottom sediments. This is 



bay is less than 30 feet deep with the exception 
.of navigation channels dredged to depths of 70 
feet. 

The total gross heavy metal disposal into 
the bay is estimated at 11 tons per day.5,6 Lead 
levels in the bay muds are 20 to 30 ppm while zinc 
and iron are ~enerally 14 to 1800 ppm and 10,000 
respectively. Levels for cadmium in the muds have 
not been previously reported. 

Sediment accretion has been continuous in 
recent times and about one-third of the original 
bay has been taken up by refuse dumping or sanitary 
land fi1l. Assuming a maximum sediment accretion 
rate of 2 mm per year with no equilibration by 
tidal washout of the sediment, the naturally accrued 
level of sediment since 1920 should approximate 10 
em. Each core sample examined in this study was 
taken to a depth of 10 em and then divided into a 
top fraction and a bottom fraction (1-7 em and 
7-10 em respectively). 

RESULTS AND DISCUSSION 

Samples of sediment were analyzed by atomic 
absorption, and the distribution of the cadmium 
concentrations found in top and bottom fractions 
of the representative 10-em cores around the bay 
is shown graphically in Fig. 1. The first and major 
mode is 0.6 to 0.79 and represents 27% of all the 
combined top and bottom fractions. Eighteen were 
above the 2.0 ppm d.wt. level of the 136 samples 
(13%) and we suspect these represent cadmium 
accumulation above natural background levels. 
Further evidence of "recent" cadmium accumulation 
in the bay sediments can be seen in Fig. 2 where a 
flattening of the Gaussian distribution for the 
top fractions (top 7 em) can be seen relative to 
the bottom fractions (bottom 3 em) distribution 
curve. To explore the origin of this difference, 
we divided the bay into four sectors: N.W., N.E., 
S.W., and S.E. (Fig. 3). 
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CONCENTRATION DISTRIBUTION IN 
SAN FRANCISCO BAY SEDIMENTS 

o 4 
EACH INTERVAL = 0.2 ppm Cadmium concentration (ppm) 

Fig. 1. Histogram distribution of all Bay sediment 
samples analyzed without regard to core position 
(top fraction or bottom fraction). (DBL 742-4645) 

SAN FRANCISCO BAY PERIMETER 

Top fraction samples 

Bottom fraction samples 

10 

o .....L I!ZZZZ!Zi! _ EZl.....L IZZI -'--'--'-J.......J 
o 1 2 3 4 5 

Cadmium concentration (ppm dry wt.) 
EACH INTERVAL = 0.2 ppm dry wI. 

Fig. 2. Separation of Fig. 1 into top and bottom 
fractions. Plots indicate a more constant 
Gaussian distribution in the bottom fractions. 

(DBL 747-4869) 

FOUR SECTOR BREAKDOWN AND DISPLAY OF CADMIUM IN SAN FRANCISCO BAY SEDIMENTS 

4 

2 

N 2 4 6 8 10 12 14 16· 18 S 

Map location 

_ SE~TOR II 

SECTOR IV 

N 2 4 6 8 10 12 14 16 18 S 

Map location 

Fig. 3. Four sector breakdown of San Francisco Bay. Curves compare adjacent sites 
and relationship of each site to top fraction and bottom fraction mean values. 
Map locations correspond to plotted points by passing from the northernmost 
sample to the southernmost sample in each sector. (XBL 742-4649) 
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Table 1. Total bay and sector means with standard deviations 

No. 
of 

Sector samples 

Entire bay (all sectors) 68 
68 

136 

Sector I (northwest sector) 19 
19 
38 

Sector II (northeast sector) 17 
17 
34 

Sector III (southwest sector) 18 
18 
36 

Sector IV (southeast sector) 14 
14 
28 

The mean top, bottom, and combined values for 
the perimeter and sectors of the bay core samples 
(n = 68) are given in Table 1. 

The mean top fraction value for the perimeter 
of the bay was 1.22 ± 0.99 ppm d.wt., and the mean 
bottom fraction value for the perimeter was 0.95± 
0.75 ppm d.wt. The mean combined fraction value 
was 1. 07 ± O. 89 ppm d. wt. The top fraction cadmium 
content was 1.5 to 2.0 times more concentrated than 
the bottom fraction except in the northeast sector 
where the fresh water runoff and periodic dredging 
of the area aids in mixing the surface muds. Due 
to the proximity of a now closed lead slag fuming 
plant, petroleum refineries, and extensive shipyard 
work in the area, the average cadmium content of 
section II was 1. 5 times that of the other sectors. 
This sector was also the only sector to have bottom 
fraction values in excess of 2.0 ppm d.wt. 

Fraction 

Top 
Bottom 
Combined 

Top 
Bottom 
Bombined .' 

Top 
Bottom 
Combined 

Top 
Bottom 
Combined 

Top 
Bottom 
Combined 

Means 
and 

standard 
deviation 

L 22±0. 99 
0.93±0.75 
1.07±0.89 

1.l4±0.87 
0.70±0.34 
0.92±0.70 

1. 25±0.86 
1. 54±1. 14 
1.40±1.02 

1.l0±0.78 
0.65±0.24 
0.88±0.62 

1. 43±1.4l 
0.85±0.53 
1.i4±1.l0 

Top/Bottom 
ratio 

1.31 

1.61 

0.88 

1.71 

1.66 
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PARTITIONING OF LEAD IN ESTUARINE WATERS OF 
SAN FRANCISCO BAY 

Don Girvin 

This work is directed toward obtaining'i~for­
mation on the partitioning of trace metals between 
the liquid and solid (suspended particulate) phases' 
existing in the water column and the chemical 
behavior of the metals when they are associated 
with these phases. This information is fundamental 
to the understanding of estuarine toxic metal trans­
port and toxic metals uptake in marine and estuarine 
organisms, and is required for an adequate defini­
tion of criteria for waste water disposal. 

This investigation has examined the partition­
ing of Pb and its chemical behavior in the water 
column of Mare Island Strait of San Francisco Bay 
during, the winter of 1973-74. This work was carried 
out in conjunction with the LBL study of possible 
dredge-induced trace metal mobilization and the 
subsequent accumulation in estuarine organisms. l 
Mare Island Strait is that section of the lower Napa 
River which provides access to the Navy's nuclear 
submarine base at Mare Island, Vallejo. The salinity 



of these waters is between 1 and 8 ppt; that of 
central San Francisco Bay is 25-30 ppt. The Strait 
is dredged biannually by the Afmy Corps of Engineers. 

Samples were obtained at three stations in 
the Strait, on six separate occasions (before, 
during and after dredging), at a depth of 15 feet, 
during ebb tide in mid-channel. The three sites 
were in the center of the dredge area, one mile 
upstream from the dredge area and at the south end 
of the channel near Carquinez Strait. 

From each sample, two subsamples were analyzed 
(for more details, see Ref. 1). The first subsample 
of raw water was centrifuged to separate suspended 
particles (> 0.6 )l esd) 2 from supernate. The super­
nate was drawn off, adjusted to pH2 with NBS x 2 
distilled HCl, heated to 55°C for three days, and 
analyzed for Pb by anodic stripping voltametry 
(ASV) as described by Girvin et al. 3 In the discus­
sion below, the concentrations measured in this 
fraction are referred to as Phase 1 Pb. They 
represent that fraction of the Ph which is in 
soluble form, plus that Pb which is HCl extractable 
from both inorganic and organic material remaining 
in the supernate. The solids separated by centri­
fugation were analyzed by X-ray fluorescence. This 

. Pb, associated with suspended particles in. the 
water column will be referred to as Phase ,3 Pb. 
The second subsample of raw water, with all sus­
pended material present, was acidified and heated 
as above prior to analysis for Pb by ASB. Lead in 
this fraction will be referred to as Phase 2 Pb. 
Phase 2 Pb concentrations include Phase 1 Ph 
plus that Pb which is HCl extractable from all 

16 

suspended particles in the sample. 

The results for these analyses are given in 
Table 1. With one exception, 99% or more of the 
Pb in the water column was associated with, sus­
pended particles (Phase 3). This is conservative 
since smaller particles were not separated from 
the supernate. Thus, less than 1% of the total 
lead in the water was in the solution phase, i.e., 
dissolved, bound to organics in solution and/or 
associated with particles « 0.6 )l esu). One can 
conclude, first that the most biologically available 
phase, the solution phase, contains a relatively 
low fraction of the total Ph to which organisms 
are exposed, and second that the major transport 
mechanism for Pb in these waters is the movement 
of suspended particles. It'is strongly suspected 
that other toxic metals exhibit similar partitioning 
and transport behavior; this is currently being 
investigated. 

The partitioning of Pb' among the various geo­
chemical components of the suspended particles 
specifies that fraction of the Pb which may be-bio­
logically accessible to organisms ingesting these 
particles. Engler et a1.4 describe trace metal 
partitioning in benthic sediments and suspended 
particles as being among, (i) exchangeable states, 
(ii) carbonates, (iii) sulfides and organics, (iv) 
hydrous oxide coatings of Fe and Mn, and (v) alumino 
silicates and clay minerals. Exchangeable metals 
and those associated with organics are potentially 
biologically available. Using Engler's procedures, 
Battelle Northwest has performed extractions on 
Mare Island Strait bottom sediments. Their results 

Table 1. Concentrations of Pb in water and suspended particulates. Values given as mean for 
samples obtained at three stations. The standard deviations about the mean are 
usually less than thirty percent of the mean. 

Collection I * II * III IV * V 

0-.11 ppb 0.36 ppb 0.34 ppb <0.07 ppb(l) <0.07 ppb(l) Phase 1 
- (supernate) 

Phase 2 
(total acid 
extractable) 

Phase 3 
(total associated 
with particulates) 

A. (drywts.) 

B. (wet wts.) 

Phase 1 is X% 
of Phase 3B 

Phase 2 is X% 
of Phase 3B 

* 

3.1 ppb 

38 ppm 

9 ppb 

1 % 

34 % 

2.9 ppb 

39 ppm 

8 ppb 

4 % 

36 % 

Dredging occured during these collections 

5.8 ppb 

57 ppm 

26 ppb 

1 % 

22 % 

4.2 ppb 

31 ppm 

18 ppb 

24 % 

3.0 ppb 

64 PlJIll 

12 ppb 

1 % 

25 % 

VI 

6.0 ppb 

39 ppm 

25 ppb 

24 % 

(1) Supernate for collection I-III contained particles < 0.6 )l esd, for IV and V this was reduced 
to < 0.2 )l esd. 
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indicated that for surface sediments 46% of the 
total lead was associated with organics and 
sulfides, 13% with Fe hydrous oxides, and 41% 
bound interstitially in alumino silicates and clay 
minerals. No measurable lead was present in either 
the exchangeable states, carbonates or hydrous 
oxides of Mn.5 These bottom sediments exist in 
a slightly reducing environment .. 
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Suspended particles exist under oxidizing 
conditions, thus metals as sulfides have been 
converted to their oxides via oxidation of sulfide 
to sulfate. Of the total Pb associated with the 
suspended particulate samples, 25-35% is HCl 
extractable (Phase 2). A pH solution of HCl does 
not al~er most common aluminosilicate clay struc- " 
tures; therefore Pb bound interstitially will not 
be extractable by our acid treatment. The inter­
pretation of how the HCl extractable Pb is 
partitioned among states i) to iv) listed above 
is not clear since HCl will extract all exchange­
able Pb and will dissolve a significant portion of 
the organic components, carbonates and hydrous 
oxides of Mn and Fe. Thus, this work does not 
establish what portion of total particulate Pb is 
in biologically available form but rather provides 
only an upper limit. 

The heaviest periods of rainfall during the 
winter of 1973-74 coincided with collections III 
and V. Thus the increase in Phase 3 (dry wt.) and 
Phase 1 Pb cannot be attributed to dredging alone, 
since urban runoff into Mare Island Strait was a 
significant factor. l 

It is felt that the increase in both Phase 1 
Pb (collections II and III) and Phase 3 Pb (III and 
V) was due to an increase in the relative amount of 
suspended particulate in the 4V to .1V esu range. 
This resulted from both dredging and rainfall. The 
increase in Phase lPb was not due to an increase 
in soluble Pb species but rather to an increase in 

"'1 
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particulates';;; O. 6v esu (not removed by centrifu­
gation). This interpretation is consistent with 
the fact that (1) increased centrifugation reduced 
Phase 1 Pb below ASV detection limits in later 
samples, and (2) the concentrations of particulate 
bound Pb in San Francisco Bay are a factor of 2 
greater in the 4-1 V range and a factor of 4 
greater in the l. 0 - 0.1 V range than in suspended 
particles> 4 v. 7 These increases observed in 
Phases 1 and 3 Pb at Mare Island may indeed be 
significant to estuarine organisms feeding on 
suspended particles < 4 V esu as the release of 
metals ln' soluble form. 
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DREDGING IMPACT - HEAVY METALS UPTAKE STUDY* 

Victor C. Anderlini, John W. Chapman, Donald G. 
Girvin, Amos S. Newton and Robert W. Risebrough 

The heavy metals uptake study was designed 
to determine whether the disturbance caused by 
maintainance dredging of bottom sediments results 

.' in the release of heavy metals from the disturbed 
sediments, and if so released, whether these 
metals are taken up and accumulated by the inverte­
~rate organisms in the area. The area studied was 

~ Mare Island Strait and its vicinity, near Vallejo, 
California. 

A pre-survey of the area showed the presence 
of some 40 species of benthic invertebrates. Of 
these benthic species, three species that live in 
and obtain their food from benthic sediments were 
chosen for study because of their abundance and 
wide distribution in the area. These species repre­
sented three different phyla; Annelida (Polychaeta)­
Neanthes succinea; Molusca (Bivalvia) - Macoma 
balthica; and Arthropoda (Crustacea, Amphipoda) -
Ampelisca milleri. Native populations of the 

fouling organisms, the cosmopolitan black mussel 
Mytilus edulis and the Atlantic ribbed mussel 
Ischadiurn-aemrssum (an introduced species) were 
studled as were populations of tilus edulis 
transplanted from Tomales Bay a clean area). 

Samples were collected from stations shown 
in Fig. 1 at various times before, during and after 
each of two dredge periods. Samples of benthic 
organisms were obtained by scuba divers. Samples 
for population studies were collected in PVC cores, 
while samples for metals analysis were obtained 
with a hydraUlic dredge that collected the benthic 
organisms in a Nylon mesh bag. The samples were 
washed and purged for three days in "clean" water 
collected from the same area as the samples. The 
organisms were then sacrificed and the flesh was col­
lected and digested in dilute tetramethyl ammonium ' 
hydroxide for 8 to 10 hours, freeze dried, powdered, 
and a thin disk prepared for X-ray fluoresence 
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Fig. 1. Sample collection stations in Mare Island 
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analysis. 1 The whole bodies of the amphipod 
A. milleri, and the polychaete N. succinea were 
digested. The powdered samples were analyzed di­
rectly for mercury with the Isotope Shift Zeeman 
Atom~c Absorption apparatus (IZAA) developed at 
LBL. Some 10 to 25 individual samples were analyzed 
to establish the metal content of each respective 
species at each respective collection station and 
time. Water samples were analyzed for lead by anodic 
stripping voltametry.3,4 

The following studies were made: 1) The 
analysis of the heavy metal content of the benthic 
organisms at various stations near and away from 
the dredge area and at times before, during and 
after dredging occurred. 2) The fouling organisms, 
Mytilus edulis and Ischadium demissum were periodi­
cally collected and the flesh analyzed for heavy 
metals. 3) Some 1200 individual M. edulis were 
transplanted from Tomales Bay to-Mare Island 
Strait and the change in heavy metal content 
studied as a function of time. 4) M. edulis from 
Selby Pier (a highly cont~inated area at the site 
of an abandoned lead smelter) were transplanted to 
Tomales Bay to study the desorption of heavy metals 
from these organisms. 5) Water and the attendant 
suspended sediments were studied before, during 
and after dredging operations. Salinity and rainfall 
data were collected. 6) A laboratory study was made 
to determine the uptake of heavy metals by the 
clam, Macoma balthica, at various levels of metal 
contamination of water and at various salinities. 

The experimental results of the benthic study 
consist of the analysis for each of nine elements 
of some 2000 samples from 6 to 13 collection stations 
at 7 time intervals. The average of the analyses 
of each species is presented in Table 1. The re­
sults and conclusions of the study may be sum­
marized as follows. 

Table 1. Average concentrationa in ppm of heavy metals in freeze dried invertebrates 

Am)2elisca Neanthes Macoma I schad ium Mytilus edulis 

Element Sediment milleri succinea balthlca deniissum Natlve Tomales Transplant 
Bay 

Ag 2.2 2.0 2.0 2.4 1.0 1.0 1.0 1.0 

As 12.5 4.5 5.4 10.8 7.1 8.1 6.7 7.3 

Cd 2.2 2.3 1.9 1.3 15.2 28.3 2.8 3.8 

Cu 87 60 32 64 21 16 7.1 12 

Ni 90 10 11 9.3 3.3 10 5.5 12 

Pb 47 3.0 3.1 3.1 2.8 2.5 1.0 2.2 

Zn 149 69 360 526 74 204 137 179 

Se 2.0 2.6 6.5 0.8 5.2 6.3 4.1 4.5 

Hg 0.47 0.14 0.20 0.29 0.30 0.55 0.28 0.35 

~ach value is the average of all stations and collection times. 
bReference 6 gives an average of 2.4 ppm Cd for surface sediments in this area. 
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With the exception of the metals Cd, Se and 
Zn, all metals were present in higher concentra­
tion in the dried sediment than were present in the 
dried flesh of the animals living in the sediment. 
Except for M. balthica, selenium was present in 
higher concentration in the animals than in the 
sediments with which the organisms were associated. 
Cadmium was mark~dly concentrated in mussels. 5 
Zinc was concentrated in M. balthica and M. edulis. 

The concentration of heavy metals in sediments 
in Mare Island Strait did not vary markedly with 
time or with dredging activity. The metal levels in 

. the invertebrates varied more than did the levels 
in the associated sediments. Variations of the metals 
levels in invertebrates were not in correlation 
with the metal levels in benthic sediments or with " 
those in suspended particulates in the water column. 
The observed changes in heavy metal concentrations 
in sediments or in organisms were as great in 
areas remote from dredging activity as they were in 
areas near the dredge site. 

The largest effect on the metal content of 
invertebrates was caused by the large change in 
salinity which occurred with the start of heavy 
winter rains. The effect of salinity changes was 
also demonstrated in the laboratory experiment 
where lowered salinity caused uptake of the metals 
Cu, Pb, andHg, while high salinities caused de­
sorption of these same metals. These increases in 
heavy metals in the invertebrates of Mare Island 
Strait which were observed can be largely ascribed 
to the lowered salinity caused by the heavy runoff 
from the heavy rains which occurred. The heaviest ,; 
rains were coincident with the two dredge periods. 

The amphipod Aropelisca milleri disappeared 
from the study area soon after 'the first dredge 
period and the first heavy rains, possibly due to 
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migration to areas of higher salinity. The native 
and the first transplant colonies of M. edulis 
died at the end of November. An oil spill at Mare 
Island is believed to be the direct cause. 

The transplanted M. edulis rapidly approached 
the same levels of heaVY'metal contamination as the 
native M. edulis in the same area. The reverse 
transplants from Selby Pier to Tomales Bay des orbed 
heavy metals to approach the levels of the native 
Tomales Bay mussels. Some of the change was due to 
salinity changes, but most of the change must 
illustrate the magnitude of the heavy metal con­
tamination at Mare Island Strait and its environs. 

This study gave no evidence that dredging had 
any direct effect on the heavy metal contamination 
of the invertebrates in the area. 
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EFFECT OF POLLUTANTS ON MEMBRANE STRUCTIJRE AND 
FUNCTION IN MAMMALIAN CELLS * 

L. Packer, R. Mehlhorn and J. R. Smith 

INTRODUCTION 

In this program we are attempting to charac­
terize immediate and long term effects of pollu­
tants on cells with a view to gaining critical in-' 

. sight into the general mechanisms of action of 
these compounds on humans and other higher ani­
mals. We believe that the primary route by which 
,air pollutants attack the integrity of cell mem-

..: branes is through oxidative damage. This may oc­
cur by introduction of exogenous free radicals 
into the cell, by disruption of the pathways by 
which the cell normally sequesters endogenous 
free radicals from sensitive cellular components 
or by interference with the mechanisms by which 
the cell normally repairs oxidative damage. The 
goal of our program is to achieve an understanding 
of the mechanisms by which environmental agents 
impair the structure and function of cell mem­
branes, and the defenses by which the cell nor­
mally strives to maintain integrity against en­
vironmental agents. 

In our initial work a major effort has been 
devoted to a study of the effects of the naturally 
occuring anti-oxidant dl-a-tocopherol (vitamin E) 
on the lifesp~ of cells in culture. In addition, 
ionic detergents have been used to study the cor­
relation between structural disruption of sub­
mitochondrial membranes and the loss of their en­
ergy transducing functions. This latter effort has 
been complimented by work on the development of 
sensitive methods for the analysis of membrane 
structure. 

EXTENSION OF THE LIFESPAN OF HUMAN CELLS IN 
CULTURE BY VITAMIN E*l 

The finite lifespan of human diploid cells 
in culture has attracted attention since the 
proposal by Hayflick and Moorhead2 that such a 
system may serve as a model for cellular aging. 
For example, morphological and biochemical changes 
have been observed to occur during the lifespan 



of these cells in culture, and electron micro­
scopic examination has revealed an increase in 
the number of lysosomes, electron dense residual 
bodies surrounded by membranes, and amorphous 
insoluble deposits. Also, Deamer,3 using fluo­
rescence microscopy, has demonstrated large in­
creases in diffuse and particulate fluorescent 
material in cultures near the end of their in 
vitro lifespan. Evidence invoked to support~e 
nypothesis that cell death in this system is 
relevant to aging in vivo has corne from studies 
showing an inverse-Correlation between the age 
of the donor of skin fibroblasts and the life­
span of these cells in vitro. 4 However, it is 
not known yet whether-the limited lifespan of 
these cells in culture is a genetically programmed 
or environrnentallyinduced phenomenon or some 
combination of both processes. 

WI-38 human lung cells contain extractable 
amino iminopropene substances, known to be formed 
as a consequence of oxidative damageS processes 
that lead to crosslinking reactions. In this re~ 
spect, Harman's proposal of several years ago, 
that free radical-mediated .reactions might 
contribute significantly to the aging process,6 
is of interest, particularly in light of recent 
evidence that anti-oxidants, known to inhibit 
free radical-mediated reactions, effectively in­
crease the lifespan of organisms in vivo?,8 Anti­
oxidants also inhibit the accumulation of lipo­
fuscin (age pigment) in various tissues. 5 Never­
theless, convincing evidence that free radical­
mediated reactions are important in limiting the 
lifespan of human cells has not yet been reported. 
On this basis, we have chosen to study the effect 
of vitamin E, a universal, natural antioxidant, 
on cultured WI-38 embryonic human lung cells. Com­
pared to other systems used to investigate aging 
processes, the human diploid cell system is rela­
tively simple, and its immediate cellular environ­
ment is easily modified. Vitamin E presumably 
acts to terminate·peroxidation reactions in cellu­
lar membranes, and one of its basic biological 
functions seems to be to terminate free radical 
reactions. 

Cell Proliferation 

The effect of dl-a-tocopherol on the long­
term proliferation of WI-38 cells in culture is 
shown in· Fig. 1. In parallel subcultivation series 
(which originated from a single starter culture) 
in which two different concentrations of toco­
pherol were employed (100 ~g/ml and 10 ~g/rnl) in 
the medium, it was observed that the cells grown 
in the presence of tocopherol from the 45th popu­
lation doubling level (PDL) consistently had a 
longer lifespan in vitro than the control cells. 
The control cellS-reaChed Phase III at the 65th 
population doubling while the treated cells were 
apparently healthy and were still capable of 
growing in culture despite the fact that they had 
been subcultivatedfor more than 100 population 
doublings. . 

After the cultures grown in the presence of 
10 and 100 ~g tocopherol per ml medium had 
reached the 73rd population doubling level, toco­
pherol was removed from the medium and the cells 
were grown in tocopherol-free medium. These cells 
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1. Effectof dl-a-tocopherol on in vitro pro­
liferation of WI-38 human diploid lung fib­
roblasts. A. Cumulative population doublings 
in the continuous presence of vitamin E. Com 
trol cultures, e; cultures treated continu­
ously from the 45th population doubling level 
with 10, A; or 100 ~g tocopherol/ml medium, 
o. (XBL 748-1408) 

have undergone 95 to 100 population doublings and 
are growing as well as those which have been con­
tinuously cultured in tocopherol medium since the 
45th popUlation doubling level. Thus, a relatively', 
brief period of growth in tocopherol appears to 
have a long-term effect on cell proliferation. 

From autoradiographic analysis, performed 
at every second population doubling from popula­
tion doubling level 85 to 97 on cells continuously 
exposed to tocopherol, we consistently found 
that 95 ± 3% of the cells were capable of syn­
thesizing DNA between the 24th and 54th hour after 
subcultivation. 

The proportion of cells that attached to 
the growth surface at subcultivation was deter­
mined by ttypsinizing and counting the cell sus­
pension with a Coulter counter for control cells 
and for cells grown in 100 ~g tocopherol per ml 



0 () tl 'J I. 4 2 0 ;2 7 7 J 
21 

medium at 8 hrs after planting for four consecu­
tive 1:4 subcultivations. About 40% of the con­
trol cells attached, while about 30% of the toco­
pherol cells attached at each subcultivation, in­
dicating that the increased number of population 
doublings observed in tocopherol-treated cultures· 
is due to an increased number of cell divisions 
rather than a decrease in cell loss upon subculti­
vation. 

The growth of cells at the 20th population 
doubling in various concentrations ;of tocopherol 
is shown in Fig. 2. No effect on growth rate or 
saturation density was observed at the concentra­
tions of tocopherol used in this experiment. How­
ever, an increase in the time between subculti­
vation and the beginning of cell division was ob­
served with 100 and 300 ~g tocopherol/ml of 
medium. Hence at the concentrations of tocopherol 
used for long term growth experiments, little 
effect on the short term growth of WI-38 cells 
occurs. 

Normalcy of WI-38 Cells with Increased Lifespan 

Tocopherol treated cells were subjected to 
a number of tests after the 85th population 
doubling level to determine whether they met 
criteria for normal human cells. Cells which had 
been continuously treated with 100 ~g tocopherol 
per ml medium exhibited density dependent inhibi­
tion'of proliferation expected for normal WI-38 
cells as shown by examining growth curves of toco­
pherol-treated cells at the 93rd population . 
doubling level and control cells at the 25th popu- • 
lation doubling level. 

Tocopherol-treated cells were subjected to 
karyotypic analysis at the 85th and 100th popu­
lation doubling level by direct microscopic 
analysis of chromosome preparations. In addition, 
the 100th population doubling level culture was 
subjected to more stringent analysis, requiring 
photographic reconstruction of 20% of the chromo­
some "spreads" examined. Table I summarizes the 
karyotypic data from these two analyses. Both 
cultures had a normal human diploid karyotype. 
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Fig. 2. Growth of cells at the 20th population 
doubling level in various concentrations of 
dl-a- tocopherol. 2.5xl05 cells/25 cm2 flask 
were planted on day zero. Duplicate flasks at 
each concentration were counted each day. 
The medium was not changed during this exper­
iment. ~-, control; -e-, 10 j..Ig/ml; 
~- , 100 ~g/ml; -!-, 300 ~g/ml. 

(XBL 748-1409) 

Table 1. Karyotypic analysis of WI-38 cells 

Hyper-
Cultures diploid diploid POlyploidy 

PDL 85 

PDL 100 

Maximum acceptable 
number 

0 

1 

2 

PDL = population doubling level. 

6 0 

16 0 

18 4 

Frequency (cells per 100) 

Chromosome 
breaks 

0 

1 

8 

Chromatid 
breaks 

5 

1 

Structural 
abnormalities 

2 

1 

2 

Other 
abnormalities 

0 

0 

At discretion 
of control 
authority 



Cells at the 100th,popu1ation doubling level 
met all the exacting criteria for normalcy set 
down by the 1969 and 1971 meetings of the Com­
mittee on Cell Culture. 

Cells from the same subcu1tivation series 
were tested for the presence of SV-40 tumor 
antigen (SV-40 T-antigen) and showed no indication 
of SV-40 transformation according to this criterion. 
When tested in parallel with the tocopherol-treated 
WI-38 cells, cells known to be transformed by SV-40 
gave positive T-antigen reactions. 

Examination of tocopherol-treated cells by 
light microscopy after more than 90 population 
doub1ings revealed that these cells manifested the 
same properties as young cells in terms of size, 
shape and pattern of growth. 

Although the role of tocopherol in this 
series of experiments showing a longer lifespan is 
unexplained it seems clear that the cells which 
survived are apparently normal by the above 
criteria. 

Incorporation of Tocopherol into the Subcellular 
Fraction 

To determine whether tocopherol added to the 
medium was incorporated into cellular organelles, 
we followed the fate of tritium-labeled tocopherol 
mixed with unlabeled tocopherol. About 85% of the 
tocopherol was 10st·from the medium because of ad­
sorption to the sides of the flask and formation 
of a thin film of tocopherol on top of the medium 
within the first 24 hr. When 100 ~g of tocopherol 
was added per m1 of medium, about 0.5% of the toco­
pherol remaining in the medium was encorporated into 
cellular organelles (100,000 x pellet after sonica­
tion). This is equivalent to 2-3 )1g tocopherol per 
mg cellular protein. 

Protection~ainst Oxidative Damage by Tocopherol 

If the mechanism of cl1-a- tocopherol in pro­
longing cellular lifespan is due to its action as 
an antioxidant, it should prevent· accumulation of­
oxidative damage to medium constituents or to cellu­
lar components. To test this, WI-38 cells were ex­
amined for the presence of thiobarbituric acid re­
active material, indicative of the formation of 
ma10ndia1dehyde, a hydroperoxide deomposition 
produce of polyunsaturated fatty acids. In a typical 
experiment, control cells showed 0.7 to 1.0 and 
tocopherol treated cells 0.08 to 0.5 nmoles of 
thiobarbituric acid reactive material per mg pro­
tein. Examination of cells grown in the presence 
of tocopherol by fluorescence microscopy revealed 
the virtual absence of the fluorescent material 
shown by Deamer3 to be associated with non-dividing 
cells. 

Protection by d1-a-Tocophero1 Against Environ­
mental Stress 

To further evaluate the potential protective 
action of dl-a. -tocopherol on WI -38 cell prolifera­
tion, experiments were designed in which the cells 
were subjected to acute environmental stress by 
raising the oxygen tension and by illuminating with 
visible light. It is generally agreed that such 
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environmental stress leads to free radical produc­
tion and subsequent oxidative damage by peroxida­
tion. 

Treatment of WI-38 cells with visible light 
decreased the number of viable cells in cultures 
without tocopherol by 90 ± 5% compared to unir­
radiated cultures. When 1 mg tocopherol per m1 
medium was present in the balanced salt solution, 
the decrease in the number of viable cells was only 
30 ± 10%. The number of viable cells in control 
cultures was not decreased by standing at room 
temperature in Hanks' balanced salt solution + 5% 
fetal calf serum for 20 hrs. 

In other experiments, we observed about 90% 
inhibition of division rate when cultures were place 
placed in an atmosphere composed of 40% oxygen, 55% 
nitrogen and 5% carbon dioxide as compared to con­
trol cultures grown in 95% air and 5% carbon dioxide. 
oxide. The addition of 1 mg of tocopherol per ml of 
medium resulted in a partial reversal of this in­
hibi tion to about 50% of the value obtained in 20% 
oxygen without added tocopherol. No cell growth was 
obtained in an atmosphere of 60% oxygen. 

The experiments reported here suggest that 
in an appropriate environment, human cells may be 
capable of a very large number of divisions, and 
perhaps an indefinite number. It is generally ac­
cepted that tocopherol exerts its protective action 
by inhibiting oxidative damage. Tocopherol is pre­
ferentially partitioned into the hydrophobic areas 
of membranes where this substance comes in close 
proximity to the unsaturated fatty chains of lipids 
to stabilize the membrane. The environment in which 
human cells are usually cultured may contain inade­
quate quantities of natural antioxidants. The effec­
tiveness of vitamin E as an antioxidant in this sys­
tem is indicated by lower amounts of detectable 
thiobarbituric acid reactants and protection from 
the deleterious effects of high oxygen concentra­
tion and photosensitized cellular damage. 

The action of d1-a-tocopherol in prolonging 
'the lifespan suggests that free radical-mediated 
peroxidation.reactions.could damage macromolecules,' 
such as proteins and nucleic acids. We have found 
evidence that the oxidative capacity of the mito­
chondria of WI-38 cells is about twice that needed 
to maintain cell pro1iferation. 9 In vitamin E de­
ficiency, WI-38 membranes, particularly those of 
mitochondria, are readily susceptible to peroxida­
tive attack. The spreading of this process in the 
cytoplasm ·could interfere with the turnover of ~ 
cellular materials resulting in an accumulation 
of indigestible polymers and defective enzymes. 
Consistent with such views is the diminished acc~­
u1ation of fluorescence damage products in vita- " 
min E treated cells. 

This investigation suggests that senescence 
in WI-38 cells is associated with oxidative damage 
occurring during their proliferation in culture .. 
A balance probably exists between the occurrence 
of environmentally induced oxidative damage to 
cells in culture and their ability to neutralize 
it. It is possible that by decreasing the rate of 
occurrence of this damage, its gradual accumulation 
may be prevented, thus allowing prolonged cellu­
lar proliferation. Since tocopherol confers upon 
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WI-38 cells a long-term ability to proliferate in 
culture, these WI-38 cells provide a unique model 
system for evaluating environmental effects on the • 
growth potential of human cells. 

DETERGENT INACTIVATION AND REACTIVATION OF MITO­
CHONDRIAL RESPIRATION 

Detergent treatment has been used to study 
the degree of membrane disruption that can be 
tolerated by a cell or subcellular organelle with­
out appreciable loss of biochemical functions. 
We have used the ionic detergents sodium dodecyl 

. sulfate (SDS, anionic) and cetyl trimethyl am­
monium bromide (CTAB, cationic) to follow the loss 
of mitochondrial respiration resulting from the 
progressive disruption of sonicated inner mito­
chondrial membranes isolated from rat livers. The 
effect of these detergents on the structure of 

.' 

mi tochondrial membranes was followed with lipid 
spin labels. 

Figures 3 and 4 show the effect of SDS and 
CTAB on oxygen consumption of submitochondrial 
particles (SMP's) using succinate as the substrate 
for respiration. SMP's are membrane bounded ves­
icles with little trapped protein so the protein 
concentrations given in the figures refer to mem­
brane proteins. Mitochondrial membranes are com­
posed of about 60% protein and 40% lipid. lO Both 
detergents inhibit respiration at levels corre­
sponding to about one mole of detergent per mole 
mitochondrial lipid. Similar results were obtained 
when NADH and ascorbate-TMPD were used as sub­
strates for respiration. 

" Two spin probes, . A12NS and CDTAB, were used 
to assay membrane disruption. The stearic acid 
derivative, A12NS probes the hydrophobic membrane 
interior, while the CTAB analogue, CDTAB, reports: 

120 

100 

80 

>--> 60 
U 
« 
oe 

40 

~. 20 0 

0 
0 0.20 0040 0.60 

fL mole SDS 
mg protein 

Fig. 3. Loss of respiratory activity of submito­
chondrial particles with SDS, substrate: 
succinate. Circles and squares refer to two 
different preparations. The protein concen­
tration in the curvette was 1 mg/ml. 

(XBL 747 -3744) 

7 7 

100 

80 

?: 
> 60 -u 
« 

;l. 
40 

20 

00 

4 

DEACTIVATION OF SMP ELECTRON 

TRANSPORT 

o 

0.20 

mg protein 

Substrate: succinate 

Detergent: eTAB 

o 
880 

1.00 1.20 

. Fig. 4. The effect of CTAB on mitochondrial respir­
ation. Squares refer to one representative 
experiment while circles refer to three sep-
arate preparations. (XBL 747-3745) 

on the aqueous interface of the membrane. The ro- . 
tationalmobility of the nitroxide group (the spin 
label in A12NS and CDTAB) , described by the 
parameter T (correlation time), was used as a 
measure of ~embrane fluidity. Results of this study 
are presented in Figs. 5 and 6. These EPR studies . 
were carried out with much more concentrated sus­
pensions of SMP's than the respiratory activities, 

Fig. 5. The effect of the two charged detergents 
on the rotational mobility of a lipid spin 
label - A12NS. Different concentrations were 
obtained by mixing a spin labeled solution 
of 50 mM of detergent (corresponding to 
15 mg/ml of SDS) , with a spin labeled solu­
tion of submitochondrial particles at a pro­
tein concentration of 15 mg/ml. (XBL 751-4625) 



Fig. 6. The mobility of a spin labeled detergent 
molecule, CDrAB, as a function of SDS or 
CTAB additions to submitochondrial particles. 
The mixing procedure was .described for Fig. 5. 

(XBL 751-4624) 
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and hence, the detergent concentrations in the 
membranes cannot be compared directly. However, 
the concentration of detergent bound to the mem­
branes will be higher .in the spin-label experi­
ments than in the respiration studies, so it can 
be concluded that the electron transport activity 
of SMP's is lost upon very slight loss of struc­
tural integrity of the membrane. 

The loss of function induced by one ionic 
detergent is reversible by the addition of a 
counter ion detergent (e.g., the effect of an an­
ionic detergent is reversed by the addition of a 
cationic detergent.) Optimal reactivation is 
achieved with about a 30% excess of SDS over CTAB. 
Results of a reactivation study of the oxidation 
of succinate by SMP' s are given in Table 2. How­
ever,at higher levels of the inactivating de­
tergent no reactivation is possible by charge 
neutralization. This suggests that the major ef­
fect of these detergents in inhibiting electron 
transport can be ascribed to charge effects at 
the membrane surfaces and there is a residual 
disordering effect upon neutralization of excess 
charge. 

The structural similarity of CTAB and its 
spin labeled analogue, CDrAB, was exploited to 
show that there is an appreciable population of 
detergent molecules in solution as monomers under 
the conditions of the respiration experiments. The 
addition of SDS to the suspension removed these 
monomers from solution. 

Physical studies of pure detergent solutions, 
including x-ray diffraction, spin labeling, 

Table 2. Detergent inactivation and reactivation of succinate oxidation by submitochondrial 
particles. Numbers in parentheses denote the number-of experiments which were averaged to 
arrive at the quoted minimum activities. Due to technical difficulties we could assign only 
a lower limit to the maximum reconstituted activity in one of the experiments and, hence, 
the ratio of SDS to CTAB could not be determined. 

The designation SDS + crAB means inactivation was carried out with SDS - then reactiva­
tion-was implemented with CTAB. 

Succinate 

Minimum Reconstituted mol SDS 
activity activity mol CTAB 

(%) (%) 

48 146 
SDS 

17 117 1.25 
CTAB 

1.9 92 1.38 
±3.3(3) ±20 ±.17 

40 179 1. 56 
±6(3) ±37 ±.10 

CTAB 
13 233 1.20 

SDS 
2.5 150 1.41 

±1.7(6) ±22 ±.14 

~-

~ 
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and centrifugation experiments have demonstrated 
that the uncharged equimolar mixture of SDS and 
crAB has a well ordered crystalline structure 
with only a limited capacity for solubilizing 
lipids. These results suggest that reactivation 
is partially due to the removal of detergents 
from the membrane by lateral diffusion attended 
by crystallization of the binary mixture. In 
this model, crystalline detergent domains will be 
contiguous with the lipo-protein bilayer arrays 
of the membrane. Spin labeling experiments are 
in progress to assess this hypothesis. 

. REDUCTION OF ELECTRON MICROGRAPHS OF BIOLOGICAL 
MEMBRANES . 

The freeze fracture technique provides a 
high resolution view of the interior and sur­
faces of biological membranes. Most membranes are 
studded with particles, presumed to be protein, 
ranging from a diameter of 180A downwards. These 
particles usually seem to be randomly arranged, 
but occasionally they are observed to be clustered 
under defined physiological conditions. More 
subtle clustering may be a general phenomenon, 
but might have escaped detection by subjective 
criteria. We have therefore developed a patteTD 
analysis procedure for membrane particles which 
provides an objective, semi -automatic means of 
data reduction for electron micrographs of freeze 
fracture replicas. ll 

Conversion of the electron micrographs 
to Euclidean coordinates of the particles is 
achieved by means of a scanning machine originally 

Dark 
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designed for the data reduction of bubble chamber 
films. Many of the particles are at the margin of 
detection because of size and contrast variations 
within the replica. Thus fully automatic data re­
duction had to be rejected in favor of a semi­
automatic approach in which a trained observer 
identifies particles within a designated area of 
the membrane. Figure 7 gives an example of the con­
version of an electron micrograph to computer 
printout. 

Pattern analysis is carried out by means 
of a computer program written for the CDC 7600 
machine. This program subdivides the picture area 
into small squares and sums up the number of 
particles in these subdivision. Frequency his­
tograms are compiled as a function of the number 
of particles per subdivision. Thus a given parti­
cle pattern is reduced to a histogram of the num­
ber of squares containing a given number of parti­
cles versus the number of particles per square. 
These histograms are then nornlalized with respect 
to the total number of particles in the picture 
area to facilitate a comparison of sparse and 
dense patterns. 

Random number generators were used to pro­
duce reference frequency histograms corresponding 
to various sets of point particles. These were 
averaged to provide a reference function which is 
subtracted from all the membrane particle histo­
grams. 

A series of histograms is generated for 
each picture area covering a range of subdivision 

Light 
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Fig. 7. Examples of the translation of particle positions into computer data. The electron 
micrographs represent chloroplast membranes which were quickly frozen under dark and 
illuminated conditions. 12 (XBL 748-5518) 



areas. Each histogram is characterized in terms 
of a single parameter the second moment about the 
mean, which is a measure of the width of the his­
togram. In general the second moment is expected 
to be l arger for a clustered pattern than for a 
random patterns so the subtraction of random pat­
tern histograms from clustered patterns will l ead 
to a positive difference function. This difference 
function, designated by "/':, Particle Frequency" 
will be a maximum for the subdivision area corre­
sponding to the cluster area. 

The results of an analysis of a series of 
replicas of freeze fractured red cell membranes 
is given in Fig. 8. Replicas 1, 2, and 3 are 
judged to be random by subjective criteria. There 
are deviations from the reference histogram, 
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CLUSTER ANALYSIS OF HUMAN RED BLOOD CELLS 

1000 2000 3000 

Grid size (A) 

Fig. 8. Analysis of five electron micrographs of 
human red blood cells. Preparations #1,2,3, 
4 and 5 represent cells that were exposed to 
a progression of temperature treatments to 
induce particle aggregation. The significance 
of the curves is discussed in the text. 
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showing that the finite particle size may lead to 
departures from the random point particle array. 
Replicas 4 and 5 are readily judged to be non­
random. The maxima in the incremental frequency 
functions corresponding to these membranes pro­
vides a rough measure of the mean cluster size. 
Thus clusters in replica #4 have an average diam­
eter of about 600 A while those in replica #5 
have larger diameters - about 1500 A. 

These results and others not cited here 
demonstrate that the pattern analysis procedure 
can be utilized for pictures that are amenable to 
subjective cluster identification. Work is in 
progress to extend pattern analysis to electron 
micrographs which are expected to exhibit more 
subtl e aggregation patterns. Other studies are 
being pursued to examine the reproducibility of 
the derived parameters for different micrographs 
of the same membrane preparation. 
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Solar Energy Research and Develop:rnent 

INTRODUCTION 

Solar energy includes a wide variety of meth­
ods by which the solar resource can be utilized to 
provide for some of our energy requirements. It 
ranges from technologies that are well established 
and widely demonstrated to technologies t hat are 
now in the st age of basic research. This diversity 
is reflected in the National Solar Energy Program 
heing conduct ed by ERDA, and in the program being 
conducted in the Energy & Environment DIvision of 
LBL. Within the Division there are ongoing pro­
jects in the areas of Solar Heating and Cooling of 
Buildings , Photovoltaic Conversioll, Bioconversion, 
Sol ar TIlermal Conversion, and Photochemical Conver­
sion . 

Most of the solar energy projects within the 
Division deal with technologies that are close to 
practical applicatio~ Projects related to techno­
logies already in limited use include the design 
and control of solar heating and cooling systems 
for buildings, and the development of processes 
for the enzymatic conversion of cellulose (i.e., 
biomass) to fuels. In a project related to a near 
term but not yet demonstrated technology, measure­
ments of the fraction of the solar radiation that 

can be utilized by concentrating solar collectors 
are being made to establish design criteria for 
facilities for the thermal conversion of solar 
energy to electricity. A project in the category 
of engineering research involves the design and 
development of engines that can convert the low 
temperature heat from solar collectors to mechani­
cal motion in order to drive solar powered irriga­
tion pumps, air conditioners, etc. 

In the category of mission-oriented research 
is the project on polycrystalline solar cell ma­
terials. This project, which depends heavily upon 
resources made available by the Inorganic Materials 
Research Division, involves research on the dep­
osition and electronic properties of polycrys ­
talline silicon thin films, leading toward the 
development of low-cost solar cells. 

Finally, still in the research stage is the 
project on the photochemical conversion of solar 
energy. This research involves developing an un­
derstanding of how the basic processes of photo­
synthesis might be adapted to the production of 
hydrogen from water. 

SOLAR CELL RESEARCH*t 

Wigbert J. Siekhaus, Gabor A. Somorjai, Chin-An Chang, 
Jim Crump, Donald Tai-Chan Huo and Tom Kaminska 

INTRODUCTION 

Photovoltaic conversion of sunlight into elec­
tricity using sol ar cells is technically feasible. 
Efficient and stable solar cells are manufactured 
today from high-purity silicon single crystals 
sliced into thin (0.3 rnm) rectangular wafers of 
approximately 10 cm2 area (_2xlO-2 watt average 
output) . However, the very high costs associated 
with the preparation and processing of single 
crystal silicon make this technology economically 
impractical. Our research is aimed at developing 
a polycrystalline silicon solar cell with suitable 
electrical properties in order to reduce the cost 
9f photovoltaic energy conversion. 

We are studying various methods of depositing 
layers of solar cell material with sufficient 
crystallinity over a large area (m2). The cataly­
sis of condensation and recrystallization of sili­
con doped with suitable impurities is being in­
vestigated in order to find methods for the pro­
duction of thin silicon layers at low temperatures. 
Electron spectroscopy, low energy el ectron diffrac­
tion (LEED), and electron microscopy are being 
used to investigate the surface and grain boundary 
structure of thin films and the effect of this 
structure on electrical properties. 

DEPOSITION AND (}~CTERIZATION OF SILICON FILMS 

Catalysis of Crystallization 

Recent work in this project and at other 
laboratoriesl has been aimed at producing high 
crystallinity silicon and germanium fi lms at rather 
low temperatures. Various metals were used in these 
studies to help recrystallize sil icon and german­
ium. In our work we have used an ultra-thin alum­
inum coating (ca. 500 A) before depositing silicon 
thin film onto fused quartz held at 600°C. Sili­
con films thus produced showed much increased 
crystallinity compared to films directly deposited 
onto a quartz substrate. The process used was 
similar to the work of Filby and Nielson2 with 
gold except that our work was done at a much lower 
t emperature. Aluminum, which can be used only at 
these lower temperatures, is of particular inter­
est because it gives p-type doping in silicon 
suitable for solar cells. 

Before we applied the aluminum coating method 
to silicon film deposition we found that, at the 
vacuum of l xlO -6 Torr that we used, aluminum films 
were unstable at 600°C either deposited directly 
onto the quartz substrate at this temperature or 
deposited at room temperature and heated to 600°C 



for 1 ~r.3 Both oxidation and reaction with 
quartz could be responsible for this observation. 
To overcome this difficulty a Si-Al-Si sandwich 
coating was used at a composition of about 100-
500 -100 A. The inner silicon layer was to prevent 
aluminum reactions Witll quartz and the outer one 
to prevent aluminum oxidation. This Si-Al-Si 
coating was deposited onto quartz at room tempera­
ture. Upon heat treatment of this sandwich film at 
660°C, signs of melting were visually observable 
and the film turned pink in color. X-ray diffraction 
showed highly prefered (lll)-oriented structures 
for both Si and AI. For comparison, no diffraction 
patterns were observed for either aluminum or sili­
con deposited at room temperature, silicon films 
deposited at 600°C showed only powder diffraction 
patterns, and aluminum film deposited at room 
temperature and heat treated at 500°C for 2 hours 
showed highly preferred (111) orientation. These 
comparisons clearly indicated melting of silicon 
with aluminum in the Si-Al-Si sandwich film 
described above. 

Next, silicon was deposited on top of the Si­
Al-Si coating at 600°C. After deposition of about 
2000-5000A thick silicon film, the substrate was 
heated to 660°C for 1 hour to allow better eutectic 
melting between silicon and aluminum. 5 The silicon 
film thus produced showed highly preferred (111) 
orientation and the relative intensity of 
~2m/(111) being 10-20% compared with the value 
of 60% for the powder diffraction pattern. No dif­
fraction pattern was observed for aluminum. Trans­
mission electron microscopy showed a spot diffrac­
tion pattern, as shown in Fig. 1. From the dif­
fraction pattern observed, a grain size of at least 
5 vm can be estimated. 

In summary, we have demonstrated that an 
ultra thin layer of aluminum coated on fused 
quartz helped significantly to increase the crys­
tallinity of silicon films deposited at fairly low 
temperatures. Work is now in progress to find the 
temperature dependence of the crystallinity in­
crease. Other p-type and n-type metals will also 
be tested by this technique. We plan to combine 
this technique with that of chemical vapor deposi­
tion (CVD), using, for example silane, since CVD 
appears to be the most economical procedure for 
large scale production of silicon thin film solar 
cells. 

Auger Analysis of the Interaction of Carbon with 
Silicon During Film Deposition 

An important problem in thin film solar cells 
is the interaction between the substrate and the 
thin film. Carbon has been suggested as a suitable 
substrate for silicon solar cells; therefore, we 
have investigated the carbon-silicon film inter­
action. 

Silicon films (2000-3000 A thick) were vacuum 
deposited onto various allotropic forms of carbon 
(graphitic, amorphous, glass-like) at l150°C to 
test the possibility of using carbon as a sub­
strate in thin film silicon solar cells. The dis­
tribution of silicon and carbon in the carbon-sil­
icon interface was studied by using Auger spec­
trosopic depth profiling. The results showed that, 
for all substrates, silicon diffused deeply into 
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(0) 

(b) 

Fig. 1. Electron diffraction micrographs of (a) sil­
icon film deposited on quartz at 600°C; (b) silicon 
film deposited on quartz at 600°C with a prior 
coating of Si-Al-si layers. The crystallinity of the 
silicon film is enhanced by deposition on the Si­
Al-Si film. From the diffraction pattern observed in 
(b), a grain size of at least 5]1 can be estimated .• 

(XBB 749 - 6335) 

carbon. In all cases, silicon carbide was formed. 

Several methods of building diffusion bar­
riers were tested. A diffusion mechanism was 
proposed according to which silicon atoms first 
fDrm a carbide layer with the surface carbon atoms, 
followed by breaking up of the carbon lattice and 
diffusion of silicon through the carbide layers 
into the carbon substrates. This mechanism accu­
rately predicts the dependence of the measured 
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silicon and carbon content s on the structures of 
the carbon substrates used for depositions . 

Effect of Sputtering on the Concentration Profile 

Since argon sputtering is used as a principal 
tool in our work on the characterization of films, 
we are studing the effect of sputtering on the con­
centration profile. As a first step, the fate of 
the ions implanted during sputtering was studied 
theoretically as a function of the relative re­
moval probability and the diffusion coefficient . 

A theoretical solution has been given for the 
time dependent concentration of implanted ions 
[asslUnptions: constant diffusion coefficient in 
the range of penetration, d(x) = a (x-xo), c(x = 0, ~ = oj together with general proof that 
the number of bombarding ions contained in a target 
at saturation is increased if the ions diffuse 
throughout the target, unless c(o,t) = O. 

This solution has been used to determine the 
concentration profile and the total number of im­
bedded atoms at saturation as a function of a pa­
rameter p (relative removal probability) and the 
diffusion constant DO(x). Measur~men~s wil~ show 
whether diffusion during sputterIng IS an lffi­

portant problem. 

IDENTIFICATION OF IMPURITIES SEGREGATED ON GRAIN 
BOUNDARIES AND THEIR EFFECT ON ELECTRONIC SURFACE 
STATES . 

The review by Monch6 and more recent work by 
Rowe and Ibach7 show clearly that the large con­
centration of surface states that are traps and 
recombination centers for photoelectrons can be 
filled or decreased by orders of magnitude by ex­
posure to various adsorbates. This phenomenon will 
be of importance for the development of polycrys­
talline solar cells since proper treatment of the 
polycrystalline interfaces will be required to en­
hance cell performance. 

Knowledge of the influence of the physical 
structure of the surface on surface states is re­
quired for an understanding of this phenomenon. 
To study one aspect of this problem on a well con­
trolled system, a Leed-Auger study of the Si(lll) 
surface has been undertaken with the aim of 
gathering information on the reconstructed surface 
that gives a (7 x 7) LEED pattern. This surface 

- reconstruction has been seen by many observers 
using samples which cover a wide range of doping 
l evels. We have found that at background pressures 
between SolO-lO .and 5 0 10-9 the reconstruction pro­
ceeds rapidly above 700°C, producing the well-de­
fined (7 x 7) diffraction pattern. 

Analysis of the (00) LEED beam intensity 
versus voltage curves for both unreconstructed and 
reconstructed surfaces has shown distinctive and 
contrasting features as illustrated in Fig. 2. So 
far the comparison of the (1 x 1) and (7 x 7) in­
tensity versus voltage curves has been restricted 
to the SO-ISO volt region, because at higher 
energies the pattern for the (1 x 1) surface is 
poorly resolved. For the (7 x 7) surface, the study 
is easily extended to 300 volts. 
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Fig. 2. The (00) beam intensity vs voltage curves 
for the (1 x 1) and (7 x 7) surfaces in the range 
SO-ISO eV, taken at an incident angle of 4° . The 
azimuthal angle was 30°. Peaks appear at 47-57, 
96 117 and 137 eV. In this range, reconstruction 
to'give the (7 x 7) surface alters the relative 
magnitudes of the peaks. The major difference be­
tween the two curves is the increased intensity of 
the peak at 137 eV relative to the intensity of the 
peaks at 47-57 eV with reconstruction. The voltages 
are the "external" values, not corrected for contact 
potential differences or for inner potential. 

(XBL 7412-7675) 

A comparison of the temperature dependence of 
the various intensity maxima of diffraction beams 
from the (1 x 1) and the (7 x 7) structure has been 
completed . The results show that surface reconstruc­
tion causes a measurable change in the surface 
Debye-Waller factor, and .hence, by the harmonic 
oscillator model, a change in the mean square dis­
placement of top l ayer atoms in the direction 
normal to the surface. This measured change in 
structure and bonding corresponds to and confirms ' 
observed changes in surface states reported in the 
literature. 7 

We are now examining the effect of impurities 
on surface states in polycrystalline silicon. Poly­
crystalline sampl es of electric and metallurgical 
grade silicon (either before or after they have 
been diffused to form pn junctions) are being 
broken along grain boundaries under ultrahigh vac­
uum conditions. Impurities on the grain boundaries 
are being identified (qualitatively and quantita­
tively) by use of Auger electron spectroscopy. 
Single-crystal silicon samples with low-Miller­
index surfaces will be exposed under ultrahigh 
vacuum conditions to various impurities. The effect 
of impurities on surface states will be studied by 
high resolution electron loss spectroscopy and 
photoelectron spectroscopy. 
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CHLOROPLAST MEMBRANE STRUCTURE AND * 
PHOTOSYNTHETIC ELECTRON TRANSPORT STABILITY 

G P . t . apageorglou, G. D. Case, S. Hansen, and L. Packer 

Hydrogen production from water and sunlight 
by the photosynthetic machinery of plants or 
algae could become a nondepletable and nonpolluting 
energy source suited for technological societies. 
However, the photosynthetic hydrogen production 
mechanisms demonstrated until now are not yet of 
proven suitability for light energy conversion 
systems. One of the main problems encountered is 
the instability of photosynthetic reactions, 
particularily the water splitting reaction. In the 
course of a project directed toward the develop­
ment of efficient and stable solar energy conver­
sion sys tems based on photosynthesis, we have 
addressed this problem. In particular, we have 
conducted investigations related to the stability 
of chloroplast membranes. 

There is a growing awareness of the importance 
of chloroplast membrane structure to photosynthetic 
electron transport reactions and to the stability 
of photosynthetic functions. Electrochemical gradi­
ents across thylakoid membranes are implicatedl,Z 
in photosynthetic energy conservation, which can be 
driven by either cyclic or non-cyclic electron 
transfer . However, the formation of reducing equiv­
alents from HZO requires non-cyclic electron flow 
through two light reactions, which are separated 
spatially from one another in the membrane. Spatial 
separation may be advantageous because photolyti­
cally generated Oz may oxidize and inactivate many 
low-potential iron sulfur centers such as ferre­
doxin and hydrogenase. 3 Other del eterious effects 
of oxygen on membrane lipids have also been re­
ported. 4 Separation of the photosystems may confer 
increased stability to system I relative to system 
II, if Oz effects represent an important mechanism 
of chloroplast deterioration. The chloroplast 
membranes may also provide a two-dimensional "solid 
state" matrix for the electron transfer reaction. 
Changes in the spatial arrangement of membrane 
components may therefore generate changes in photo­
synthetic functions. 

We are examining the effects of agents that 
alter the structure and integrity of chloroplast 
membranes on the stability of various photosyn-

thetic functions. It is already known that anti­
oxidants, fatty acid scavengers,S and cross­
linking agents such as glutaraldehyde and imidoi­
esters5,7 can prolong the useful life of chloro­
plasts in vitro. The results presented here extend 
these ooservations in order to ascertain the inter­
relationship of membrane structure and membrane 
function more directly. 

Chloroplasts were prepared from fresh market 
spinach according to established procedures. Cross­
linking with dimethyl suberimidate (DMS) was car­
ried out either with 0.01 mmole DMS/mg chlorophyll 
for 15 min at Z5°C (Table 1), or with higher levels 
of fixative at 4°C overnight. Light-induced en­
ergization of chloroplasts was followed by mea­
surements of atebrine fluorescence quenching, and 
light induced osmotic responses by light-scattering 
at 546 nm. Electron transport through photosystem 
II was monitored spectrophotometrically as 
K3Fe(CN)6 or DCPIP reduction, or polarographically 
as Oz evolution. Electron transport through photo­
system I was determined polarographically as Oz 
uptake in the presence of 4 mM ascorbate, Z6 ~m 
DCPIP, Z mM NaN3 , ZO ~M DCMU, and 100 ~M methyl 
vio1ogen. 

Table 1 presents a preliminary experiment on 
the effects of DMS on photosystem II electron 
transport with either a physiological electron 
donor (HZO) or an artificial one (1,5- diphenyl­
carbazide; DPC). The data clearly demonstrate the 
instability of the water splitting reaction, and • 
the apparent ability of DMS to prolong it. Photo ­
reaction II alone is a good deal more stable than 
the water splitting reaction (Table 1), as is the 
photosystem I (P700) light reaction (data not shown). 
Experiments using K3Fe(CN)6 as electron acceptor 
gave results similar to those shown in Table 1. 

Fixation at room temperature at levels in ex­
cess of 0.01 mmole DMS/mg chlorophyll obliterates 
both the water-splitting reaction and the osmotic 
response of chloroplasts. On the other hand, chloro­
plasts reacted overnight at 0-4°C with DMS levels as 
high as O.Z mmoles/mg chlorophyll retain their 
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Table 1 . DCPIP photoreduction from H20 or diphenyl ­
carbazide 

Storage time 
at 25° C (min) 

o 
120 

-1 DCPIP reduced []1moles (min mg cM) 1 
from H20 from DPC 

+ 00-- -=DMS + DMS -DMS 

6.8 
1.8 

4.8 
0. 0 

4.8 
4.8 

3 .0 
3.6 

ability for photoinduced electron transport across 
- photosystem II and photosystem I, although they 

have lost their osmotic response completely. In­
deed, such preparations are characterized by elec­
tron transport rates higher than those of the un­
fixed controls, suggesting the possibility that 
either DMS, or one of its hydrolysis products, may 
be an uncoupler. 

Chloroplasts fixed with DMS at low tempera­
ture continue to transport ~ ions across the 
thylakoid membrane, as indicated by their ability 
to quench the f l uorescence of atebrine when illum­
inated with strong actinic light. Concentrat ion 
curves show that electron transport, atebrin 
fluorescence quenching, and loss of osmotic re­
sponse are maximized at a level of 0. 05 mmoles 
DMS/mg chlorophyll (molar ratio, DMS/chlorophyll 
- 1/20) . 

Stable as photosystem I electron transport is, 
its requirement for an intact membrane system is 
apparent from Fig. 1. This experiment demonstrates 
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Fig. 1. Polarogram showing the effects of the ca­
tionic detergent CTAB and the anionic detergent 
SDS on photosystem I el ectron transport of DMS ­
immobilized chloroplasts. The reaction mixture con­
tained 16 ]1g Chl/ml; sodium ascorbate, 4 mM; 
DCPIP, 26 ]1M; NaN3, 2 mM; DCMU, 20 11M; plus the 
indicated concentrations of the detergents. The 
ordinate indicates the amount of light driven O2 
uptake from ascorbate. On and off arrows demarcate 
light and dark periods. Dashed lines indicat e times 
of detergent addition. Mter each addition the re­
action mixture was incubated for 1 minute in the 
dark. The rate of 02 uptake decreases upon addition 
of detergent; effect is reversed by addition of a 
counter-ion detergent. (XBL 751 -4651) 
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the reversibility of certqin structural perturba­
tions in biological membranes. On the addition of 
cationic detergent cetyl trimethyl ammonium bromide 
(CTAB) , photosystem I activity of fixed chloroplasts 
is diminished by about 60 %. On subsequent addition 
of the anionic detergent sodium dodecyl sulfate 
(SDS) the activity is restored to even higher 
levels. One can repeat this cycle several times, 
but eventually a point is reached beyond which the 
detergent counter-ion reversal is no longer pos­
sible. Detergent effects on photosystem II reactions 
are currently being investigated . These effects 
emphasize the importance of the lipid part of the 
membrane in the overall expression of such complex 
functions as the photosynthetic electron transport. 
Provided that the detergent solubilization of 
membrane lipids is not extensive, the original 
function can be restored by neutralizing the per ­
turbant with a detergent counter-ion . Similar ob­
servations from this laboratory8 with other bio­
logical membranes suggest that the cation-anion 
detergent complex remains in the reconstituted 
membrane . 

At lower concentrations (ca. 20 - 30 11M) CTAB 
.quenches chlorophyll a fluorescence . This effect, 
which is not reversed-by SDS, indicates that the 
cationic detergent can penetrate to the pigment 
phase, where it quenches by functioning as an ex­
citation sink . This property is common to many 
electron deficient agents, such as oxygen, 
quinones, nitroaromatic compounds, and quaternary 
ammonium cations. 

In summary, we have demonstrated the impor­
t ance of an intact membrane structure in photo­
synthetic electron transport . We have also shown 
that immobilization of chloroplasts with cross­
linking agents increases the stability of photo­
synthetic functions . We are presently investigating 
the molecular mechanisms of chloroplast photosyn­
thetic instability, and the mechanism of action of 
immobilization. 

FOOTNOTES AND REFERENCES 

* Condensed, in part, from LBL-32l3. 

tOn leave from the Nucl ear Research Center 
"Democritus", Athens, Greece. 

1. P. Mitchel l , Chemiosmotic Coupling i n Oxidative 
and Photosynthetic Phosphorylation, Glynn Re­
search Ltd., Bodwin, Cornwall (1966). 

2. D. W. Deamer, A. R.Crofts, and L. Packers, Bio­
chim. Biophys. Acta 131, 81 (1967) . 

3. J. R. Beneman, J. A. Berenson, N. O. Kaplan, and 
M. D. Kamen, Proc. Nat1. Acad. Sci. u.S. 70, 
2317 (1973). --

4. R. L. Heath and L. Packer, Arch . Biochem. Bio­
phys. 125, 189; 850 (1968). 

5. T. Takaoki, J. Torres -Pereira, and L. Packer, 
Biochim. Biophys. Acta 352, 260 (1974). 

6. J. West and L. Packer, Bioenergetics 1, 405 
(1970) . -

7. L. Packer, J. Torres-Pereira, P. Chung, and 
S. Hansen, Proceed. 3rd Intern . Congress of 
Photosynthesis, Rehovot, Israel (1974). 

8. R. Mehlhorn and L. Packer, t his report (1975). 



32 

SOLAR HEATING AND COOLING OF BUILDINGS* 

M. Wahlig, E. Binnall, R. Graven, F. Selph, R. Shaw, 
M. Sinrrnons, J. Tanabe, and R. Wolgast 

The primary objective of this project is the 
development of an inexpensive electronic control 
system that will operate a solar combined heating 
and cooling system in an optimized way. This con­
troller would replace the simple thermostat con­
trol of conventional heating and cooling (H/C) 
systems. A second objective is the development of 
an ammonia-water absorption air conditioner that 
will provide the cooling for the combined HIC 
system. And a third objective is the establish­
ment of a network of solar radiation measurement 
stations that will accumulate data on the incident 
solar flux (insolation) at various locations in 
the central and northern California area serviced 
by the Pacific Gas and Electric Company (PG&E). 
These measurements, being carried out in collabora­
tion with PG&E, will provide data necessary for 
calculating the economic feasibility of sol ar 
HIC systems in this area. 

Different solar HIC configurations and dif­
ferent operating strategies will be optimal for 
different climatic regions. To ensure widespread 
applicability of the control system, it is being 
designed to operate essentially all practical HIC 
system configurations simply by interchanging 
replaceable modular units in the circuitry. 

Such an experimental HIC system, the main 
purpose of which is to allow testing and exercise 
of the controller, has been designed to be operated 

Co rrosion lesl ce ll 

in all practical configurations . The main system, 
shown schematically in Fig. 1, has 26 different 
practical operating configurations. Any of these 
can be selected electronically (by the controller) 
by choosing the st ates of the solenoid valves 
(VI, V2, etc.), the pumps (PI, P2), and the 
auxiliary heater (AI). This system is being in­
stalled at LBL in Building 25A, with its solar 
collectors on the roof, the storage tank on the 
main floor, and most of the plumbing and controls 
on the balcony. This building was chosen primarily 
because its roof offers the Laboratory's best solar 
exposure for the collectors, and ~econdarily because 
the large interior volume allows free experimenta­
tion with the solar system, without appreciably dis­
turbing the working environment of the building. 

The collectors consis t of 18 separate panels 
comprising a total of approximately 320 ft2 (pur­
chased from PPG Industries, Inc.). They are mounted 
in such a way that their tilt may easily be set 
at any angle between 30° and 60° . The storage 
tank has a 3000 gallon capacity, and is of 16-
gauge galvani zed steel. The working fluid is 
water with corrosion inhibitors. Serious consider­
ation was given to using anti -freeze (ethylene 
glycol solution) as the collector fluid,with a 
heat exchanger beuveen the collectors and the 
storage tank. This idea was rejected because the 
controller operation would be identical with or 
without the heat exchanger, making the extra 
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Fig. 1. Main solar heating and cooling system. The system has 26 different 
operating configurations. Any of these can be selected by choosing 
the states of the solenoid valves (Vl,V2, etc.), the pumps (Pl,P2), 
and the auxiliary heater (AI). (XBL 751-2178) 
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expense unwarranted. However, the choice of water 
as the collector fluid requires the development 
of a fool-proof drain sys t em to prevent freezing 
damage. The restriction shown on the left in 
Fig . 1 was designed for this purpose, and will be 
thoroughly tested. Normal water f low rates through 
pumps PI and P2 will be about 10 gallons per 
minute. 
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Since the primary purpose of the experimental 
system is to test the controller, we decided not to 
use a complete set (typically 800 ft 2) of collec­
tors. Instead, only about 1/3 of the flow passes 
through the collectors, and about 2/3 passes 
through the "pseudo-collectors." A separate, self­
contained control system manages the flow through 
the boiler in the pseudo-collector line, pro­
ducing an output fluid temperature that can dupli­
cate that of the collectors, or it can boost the 
collector fluid output t emperature if desired. 
This pseudo-collector feature not only reduces 
by a factor of 3 the roof collector area that must 
be maintained, but more importantly allows exper­
imentation with the r est of the system and the 
controller even when there is no sunshine. It 
should be emphasized that this pseudo-collector 
circuit is only an experimental tool; it would 
not exist in an actual residential solar H/ C 
system, and it does not interact with the con­
troller. 

The loads on the main system are subsystems 
for heating and cooling the building air and a 
subsystem for heating the domestic hot water. The 

Cold. water 
In 

Flow­
actuated 

7 9 

domestic hot water system shown in Fig. 2 can be 
operated by using only one tank (HWl ) or both 
tanks . In the latter case, gas heat would be used, 
when necessary, to boost the temperature of only 
the second tank, HW2; the first tank would then 
be used only as a solar preheater. Control algor­
ithms have been formulated to run both the one­
tank and two-tank ~onfigurations. The relative 
economics of the two methods will be determined 
experimentally. 

In order to assess the system's air heating 
and cooling performance accurately, controlled 
load (pseudo-load) systems have been devised. 
These are shown in Fig. 3. The first of these 
s.imulates the building air flow system and allows, 
in a controlled and measurable fashion, the trans­
fer of heat from the heating coil or to the cooling 
coil. The second pseudo-load system simulates the 
outside air, and permits controlled air flows 
across the absorber and condenser coils of the air 
conditioner. This allows det ermination of the air 
conditioner performance under standard test con­
ditions of indoor and outdoor air temperatures. 

The air conditioner is an Arkla gas -fired 
ammonia-water chiller, modified for operation 
with solar -heated water. We decided that such 
modification of an existing commercial unit was 
more practical, given constraints of the present 
contract, than the fabrication from scratch of a 
complete solar-driven air conditioner . However, 
much of the design for a complete unit has been 
done and is contained in LBL Engineering Notes. l 
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Fig. 2. Solar heated domestic hot water system. The system can be operated 
using only one tank (HWl) or using both tanks. When both tanks are 
used, auxiliary heat is applied to HW2 when necessary; HWI is used 
as a solar preheater only. (XBL 751-2179) 
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Fig. 3. Control l ed load (pseudo-load) solar air heating and cooling systems. 
System (a) simulates the building air flow system and al l ows the trans ­
fer of heat from the heating coil or to the cooling coil. Sys t em (b) 
simulat es the outside air and permits controlled air flows across the 
absorber and condenser coils of the air conditioner. (XBL 751-2179) 

At present, all major pieces of equipment 
have been ordered and most are already on hand . 
The collector support structure has been designed 
and collectors are being installed on the roof. 
The storage tank has been modified for extra out ­
lets, and is being installed and foam- insulated on 
the floor of Building 25A. The system is being 
completely instrumented with temperature, pres ­
sure, and flow indicators to monitor sys t em per­
formance . 

The generalized HIC system of Figs. 1,2, 
and 3 contains well -defined control units (pumps, 
valves , auxiliary heaters) that will serve as 
the output devices of the el ectronic controller. 
Solid-state temperature sensors will be installed 
at critical (i.e., decision-making) l ocations in 
the system and will serve as inputs to the con­
troller; our current design calls for nine of 
these . Algorithms are being developed that will 
define the logical operation of the controller. 
The al gori thms will be provided to the controller 
circuit in the form of programmable read-only­
memory chips, facilitating the use of different 
algorithms to run the experimental HIC system in 
different configurations. A single residential 

system in a given climate region would operate 
only according to a single algorithm and would 
only include a small subset of the temperature 
sensors and control valves shown in our generalized 
experimental system. The input and output units 
for the controller have been fully specified, and 
the electronic hardware for the processor is now 
being designed. 

Plans for the solar insolation measurement 
stations include the use of home-made and com­
mercial pyranometers, LBL-designed and fabricat ed 
interface circuits, and PG&E recorders. For the 
initial set of six stations, we decided to use 
Eppley Black and White Pyranometers, and these 
have been procured. PG&E is providing some of 
their billing r atemeters for the data recording. 
Most or all of these will use slow-speed, two­
track magnetic tapes, with a time mark on one 
track and the solar insolation data on the other. 
The interface circuit feeds the pyranometer output 
level into a voltage - to-frequency converter, the 
output of which is written onto the magnetic 
t ape. This int erface has been des igned, and a 
prototype unit has been fabricated and debugged, 
and is now undergoing temperature-stability tests. 
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After the six solar insolation stations have 

been set up, the magnetic tapes will be collected 
periodically and shipped to PG&E in San Francisco 
for initial processing of the data onto standard 
digital magnetic tapes. Final data analysis will 
then be done at LBL. The tentative l ocations for the 
first six measurement stations are LBL, Oakland, 
Fresno, Bakersfield, Redding and Sacramento. 
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* NITINOL ENGINE PROJECT 

R. Banks, J. Gunn, P. Hernandez, D. Johnson, H. Mohamed 
R. Nickerson, D. Norgren, J. Washburn, O. Weres 

INTRODUCTION 

The purpose of this project is the develop­
ment of the technology required for constructing 
practical heat engines capable of operating on 
small temperature differences at near ambient 
temperature. Our efforts have been focused on 
solid-state engines that depend for their opera­
tion on the thermally related shape memory prop­
erties of certain nickel-titanium alloys. The 
first successful application of these mater ials 
to a continuously operating heat engine was dem­
onstrated at the Lawrence Berkeley Laboratory in 
August 1973. 1 Since that time parallel programs 
in materials study, thermodynamic analysis, pro­
totype concepts and design of Ni-Ti heat engines 
have been initiated at LBL. 

NITINOL 

The series of near equiatomic Nickel­
Titanium intermetallic compounds known as 55 
Nitino1 2 have been known for several years to ex­
hibit energetic mechanical shape-memory responses 
related to a solid-state phase transformation 
triggered by either thermal or mechanical (stress) 
influences. The two phases of particular interest, 
designated as Ni-Ti II and Ni-Ti III--or, with ref­
erence to analogous formations in steels, as the 
austenitic and martensitic phases--are distinguised 
by differences in crystalline structure that are 
interconverted via a diffusionless shear mechanism. 

The cumulative effect of these shear-dis­
placements produces macroscopic changes in the 
mechanical (as well as many other) properties 
of the material such that in the lower temperature 
state it may be readily deformed, while at higher 
temperatures it exhibits a normal degree of elastic­
ity. In the higher-temperature phase a specimen may 
be imprinted with a physical shape "memory" by heat 
treatment, and will spontaneously return to that 
shape on heating above the Ni-Ti II threshold. When 
the material is deformed at the low temperature, 
heated and allowed to return to its imprinted shape, 
net mechanical work is produced. 3 This phenomenon 
enables 55-Nitinol to act as a solid state thermo­
mechanical transducer. After an engine element has 
been cycled for several hundred (or thousand, de­
pending on the engine) cycles, it begins to return 
to a definite cold temperature shape without the 
application of stress. In other words, in addition 
to a hot shape memory, it also develops a cold shape 
memory. This behavior, which we call "double 
training." is very desirable in engine elements. 

MATERIALS STUDY 

Selected-area electron diffraction and 
transmission microscopy were used to study the 
Ni -Ti II/Ni-Ti III transformation. All investiga­
tors have agreed that the high-temperature phase 
has a simple CsCl structure, but regarding the low­
t emperature phase (martensite) there has been a 
great deal of uncertainty. The selected-area dif­
frac tion patterns obtained from martensitic domains 
sugges t that the unit cell has orthorhombic sym­
metry and thus there are six equivalent Bain dis­
tortions. This implies that the martensite will 
form with many variants which are crystallographi­
cally equivalent and randomly oriented. Figure 1 is 
an example of the general appearance of the micro­
structure; it can be seen that the martensite do­
mains are randomly oriented. 

The bands within each martensite plate were 
proved to be twin related (i.e., twinning rather 
than slip furnishes the lattice invariant deforma­
tion in a partially transformed material); it can 
be seen in Fig. 1 that some of the twin related do-

Fig. 1. General appearance of the microstructure. 
notice the random distribution of the martensite 
plates. (XBB 751 -555) 



mains grew at the expense of others. This observa­
tion and the observation that the lattice invari­
ant deformation is provided by twinning suggest 
that the martensite deforms by twinning at least 
in the early stages of deformation. Further, since 
the structure is ordered, deformation by motion 
of the dislocations would be difficult since it 
requires high stress to create the large areas of 
stacking faults that are associated with dislo­
cation motion. No evidence for the presence of 
dislocations or twins in the surrounding matrix 
was observed and this suggests that the matrix 
(high temperature phase) is highly elastic . There­
fore, the transformation distortion should be 
accommodated by the matrix only elastically. 

To correlate the microstructure with the 
memory effect, specimens given various heat treat­
ments were compared. Figure 2 is an example. The 
specimen in (a) was annealed at 300°C for 24 
hours after cold rolling (_ 50% reduction) and 
then quenched in iced water. It can be seen that 
the dislocation density was relatively high (these 
dislocations were introduced during the severe 
cold rolling). This specimen was very hard and 
stiff and it had negligible memory. In (b) the 
specimen was annealed at 600°C for 24 hours. It 
can be seen that the structure was relatively 
clear of dislocations. This specimen was very soft 
and it had good memory. This observation suggests 
that the dislocations already present will impede 
the motion of twin boundaries. This is probably 
why the specimen in (a) was very hard. 

Since the twinning shear occurs only along 
a certain direction (in contrast to slip) the 
strain consumed in growing a twin will be re­
gained when the twin shrinks. Accordingly, when 
the reverse transformation occurs and the twins 
(whether those associated with the transforma­
tion or those introduced mechanically) annihilate, 
the strain associated with these twins will be 
recovered. When a stress that is sufficient to 
initiate dislocation motion is applied, a de­
crease in the memory is expected since the strain 
associated with the motion of these dislocations 
is not reversible. This may explain the presence 
of a critical strain in the neighborhood of 6-7%. 

THERMJDYNAMI CS 

A rigorou4 theory of the thermodynamic prop­
erties Nitinol explains the stress-strain temper­
ature relationship of the metal in terms of an 
equilibrium between the cubic and orthorhombic 
forms. Under applied stress, the transition be­
tween the phases is first order, as is evidenced 
by the flat portions shown on the "idealized" 
stress-strain curves of Fig. 3, which indicate re­
gions of coexistence of the two phases. Depending 
on the direction, this process is accompanied by 
the emission or absorption of latent heat. As the 
equilibrium stress is lowered by lowering the 
temperature, the flat portion of the stress-strain 
curve decreases in extent, and finally vanishes 
at zero stress. At this zero stress-equilibrium 
point (critical point) the transition is higher 
order and no latent heat is involved. This is 
why the transition has until now generally been 
considered to be second order. This theory seems 
to be consistent with all available experimental 
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Fig. 2. Effect of thermal history on the micro­
structure. 

(a) Specimen annealed at 300°C for 24 hours 
and quenched in iced water. Notice the high density 
of disolocations. 

(b) Specimen annealed at 600°C 
Notice that the structure is almost 
locations . 

for 24 hours. 
free of dis­

(XBB 7 51- 553) 

data, and has the virtue of allowing engine cycle 
thermodynamics to be rigorously analyzed. 

In Fig. 3 we have sketched two possible 
engine cycles, one of which is a Carnot cycle. In 
reality, a Nitinol Carnot cycle would not be very 
practical because of the rather small area and 
inconvenient shape. However, the fact that it is 
conceivable is extremely important. It signifies 
that the potential efficiency of Nitinol engines 
is limited only by the absolute thel1nodynamic 
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Fig . 3. Idealized stress-strain diagram. These 
stress-strain curves are based on experiment, 
but have been "idealized" with a theorist's touch. 
They are meant to illustrate qualitatively the 
properties of an "ideal" or "perfect" specimen 
which, unfortunately, does not yet exist. Two 
possible engine cycles are indicated . The one out­
lined with the dotted line is a typical Carnot 
cycle . (XBL 751-2033) 

Camot limit. TIle strong dependence of equilibrium 
stress on temperature and the large "working 
strain" are what make the shape memory effect gen­
uinely practical for heat engines while the super­
ficially similar thermal expansion and thermoelas­
tic effects (in other materials) are not. 

ENG INE DEVELOPMENT 

Test Bed Engine 

The major effort has been placed on the con­
struction of a linear-tension test-bed that could 
be converted into a l-kW power module. The test 
bed incorporates 70 em long Nitinol wire elements 
(multiplicities of 0.5 mm diameter wires) in ten­
sion, which are supported between two non-parallel. 

._ disks or "wobble-plates." Synchronous rotation of 
these plates increases the distance between cor­
responding points of attachment on their peri­
meters during one half revolution (the cold-deform 
8ide of the engine cycle), and decreases the dis­
t ance between them during the other (hot) half 
revolution. During the hot cycle the wires are 
sprayed with hot water which causes them to shorten 
and forcefully advance the rotation of the system 
(seek the l east energy position between the non­
parallel plates). The angle between the wobble 
plates is adjustable permitting elongation of the 
Nitinol between the limits of 0 to 7.0%. The test 
bed has been provided with a direct readout of 
force and strain (work) developed in a particular 
working element by means of electronic instrumen­
tation. Torque output can also be measured by means 
of a Prony brake. The test bed can be operated as 
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an engine or power can be supplied to the machine 
by Ineans of an electric motor to facilitate study 
of wire elements as they go through the heating­
cooling cycle (Fig . 4). The work per cycle ob­
tained in prelulinary measurements at 3% elonga­
tion has been above 500 joules/kg consistently. 
Creep and fatigue tests are planned and are needed 
to prove the feasibility of continuously operating 
Nitinol heat engines at high elongations. 

Continuous Band Engines 

A series of engines that directly utilize 
the stress differential between hot and cold Nit­
inol wires is also being developed. Successful 
prototypes based on this principle of a few watts 
output have been demonstrated . This concept em­
ploys two coupled drive pulleys of differing dia­
meters over which a continuous wire passes . Idler 
pulleys transport the wires into hot and cold 
baths and a torque differential is developed which 
results in a continuous translation of of wire over 
the system of pulleys. Continuous band engines 
have been operated with a single Nitinol wire loop 
in tension and others with a Nitinol wire helical 
spring formed into a continuous loop. Efficiency 
of these engines is improved by incorporating a re­
generative cycle. The Nitinol element passes 
through a tube as it travels between the hot and 

Wire 
stress 

RS.l. 

\ 

"'" 

Nitinal wire elements 

J 
B (LONGEST LENGTHl 

/ 
Cold water 

Fig. 4. Nitinol test bed. "Wobble plate" test bed . 
Only one test Nitinol element is shown . Heated 
Nitinol in its high strength cubic state con­
tracts rotating the drive shafts to the miniml.Dll 
energy position. Simultaneously, the opposite 
cooled Nitinol element (not shown) is strained in 
its low strength orthorhombic state . The measured 
stress-strain behavior of a Nitinol element is 
shown above . (XBL 751 - 2051) 



cold pulleys and again on its return exchanging the 
sensible heat. Measurement of engine efficiencies 
will result from calorimetric studies. To increase 
the power of this type of engine, we have begun con­
struction of a woven belt -like band containing 
Nitinol. 

OTHER RESEARCH 

Nitinol has also been studied through com­
puter simulation of engine cycling and by stress­
strain measurements. The computer program i s cap­
able of varying such parameters as elongation, 
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Fig. 5. Stress-strain diagram. Test data reported 
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cooling/heating phase angle, and the various tem­
peratures. Computer parametric studies have been 
effective in identifying the sensitive parameters 
and test bed engine settings. Stress-strain tensile 
tests have been performed5,6 that confirm the pub­
lished data of other investigators and characterize 
the materials currently being incorporated in LBL 
prototypes (Fig. 5). Further metallurgical studies 
include the effects of various welding and an­
nealing techniques on the crystal structure and 
performance of the Ni-Ti material. 
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* STUDIES OF CELLULOSE AS A CHEMICAL AND ENERGY RESOlmCE 

Charles R. Wilke, Paul Carroad, Gerald R. Cysewski, Malcolm Evett, Raymond Freitas, 
Gautam ~tra, Beverly Rubik, Albert Sciamenna, Yoshio Yamanaka, R. D. Yang 

INTRODUCTION 

Cellulose, in combination with lesser 
quantities of other polysaccharides and lignin, 
is the major structural constituent of all plants. 
These substances represent a vast source of stored 
chemical energy that has been obtained from the 
sun by photosynthesis. A portion of this energy 
can be made available in convenient form by bio­
chemical conversion of cellulose to energy-rich 
compounds. Conversion of the non-cellulosic con­
stituents offers further potential. A particularly 
promising pathway for cellulose utilization is its 
conversion to glucose and other reducing sugars 
by enzymatic hydrolysis and then to ethyl alcohol 
or other products by fermentation. Glucose also 

can be used directly as food for humans and ~ni ­
mals or indirectly as a raw material for microbial 
protein. Alcohol is an excellent motor fuel. 
Ethylene can be made by dehydration of alcohol. 
In terms of available energy expressed either as 
the heat of combustion of cellulose, or of the 
glucose or alcohol theoretically obtained from it, 
a pound of cellulose is roughly equivalent to 
0.35 lb. of gasoline (7200 Btu). 

While limitations of technology and current 
economic factors preclude direct utilization of 
most cellulose as an energy resource, certain 
sources of cellulose do appear within range of cur­
rent technology for economic processing. Two hun­
dred ninty million tons per year of residential, 

-. 
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institutional, and commercial solid wastes con­
taining approximately 50 % paper or other cellulosic 
materials are produced annually in the United 
States. In addition, there are on the order of 115 
million tons of cellulosic wastes from wood manu­
facturing and sugar cane. The necessity for col­
lection and disposal of such wastes provides a 
potential opportunity for hydrolysis of the cellu­
lose fraction. 

As a longer range source, there are pro­
duced in the U. S. approximately two billion tons 
per year of agricultural wastes which have a high 

-cellulose content. Planned coordination of food 
production with cellulosic processing could be an 
effective way of utilizing a part of this material. 
In case of sufficient need, farming lnight be con­
ducted specifically to provide cellulose. 

As hydrocarbon resources become depleted, 
a new chemical-energy industry based on cellulose 
can be visualized as one of the alternatives. 

A PROPOSED PROCESS FOR ENZYMATIC HYDROLYSIS OF 
CELLULOSE 

Background 

Hydrolysis of cellulose theoretically pro­
duces glucose according to the reaction: 

Mineral acids or enzymes in aqueous solution can 
serve as catalysts. Hydrolysis of the polysac­
charides of wood yields, in addition to glucose, 
generally minor quantities of other reducing sugars 
including mannose, galactose, fructose, xylose, 
and aribinose. Reducing sugars are of particular 
interest as a potential carbon and energy source 
for fermentation processes . 

Most early efforts to produce sugars from 
wood employed acid hydrolysis, the most notable 
being the Bergius process with hydrochloric acid 
in the 1930's. The acid processes have not proved 
economically feasible because of acid losses, 
costly materials needed in construction, and 
corrosion. 

In recent years interest has developed in 
enzymatic hydrolysis, particularly through the 

--efforts of Reese, Mandels, and others at the U. S. 
Army Natick Laboratories. Through extensive 
screening and mutation, organisms have been found 
that produce enzymes that are highly effective in 
l1ydrolyzing cellulose under non-corrosive condi­
tions. Over the past several years in our program 
at Berkeley we have expanded upon the basic findings 
of the Natick group to develop several original 
processing procedures that are incorporated in a 
tentative new process for cellulose hydrolysis, 
briefly described below. Additional details are 
available in recent publications. 1-3 

Process Description 

A preliminary design has been prepared for 
processing paper waste with enzymes produced by the 
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fungus Trichoderma viride QM 9414, a mutant de­
veloped by the Natick group (see Fig. 1) The feed 
stock is assumed to contain 61% cellulose of which 
52% is converted to glucose by digestion with 
aqueous enzyme solution. The flow diagram (Fig. 2) 
indicates the major processing steps for a typical 
operation. Facilities for feed preparation and 
combustion oJ the residual solids are not shown. 

Waste paper at a rate of 833 tons per day 
(dry basis), 6% moisture content, is passed through 
a shredder, milled to -20 mesh and fed through an 
adsorption system to the hydrolysis vessels. In the 
hydrolysis system the ground paper at a concentra­
tion of 5% wt. is held for 40 hours with aqueous 
enzyme solution. 

Fresh make-up enzyme is produced by the fun­
gus in a two-stage fermentation system. Rapid cell 
growth on a medium consisting of superphosphate, 
Proflo oil, and flucose plus minor minerals occurs 
in the first stage. In the second stage plant feed 
solids are added to induce enzyme synthesis. A re­
cycle stremn of cells to the induction vessels in­
creases the productivity. The cells and undigested 
cellulose are removed from the solution by a pres­
sure filter. 

The hydrolyzer effluent is passed through a 
pre-coat rotary vacuum filter from which the resid­
ual solids are fed to a f urnace to provide distilla­
tion heat and steam and the solution is fed to the 
enzyme recovery section. Approximately 95% of the 
enzyme in the sugar solution is removed in three 
adsorption stages. A small portion of the glucose 
solution is returned to the first fermentation stage 
and the remainder comprises the final plant pro­
duction. 

Fig. 1. Microphotograph of T. viride fungus which 
produces cellulase enzyme. The mycelium is approxi ­
mately 1 micron in diameter. (XBB 744-2517) 
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Fig. 2. Process flow diagram of enzymatic hydrolysis of newsprint. 3 

A very preliminary cost analysis indicates 
that it may be possible to produce sugars in this 
manner at a cost competitive with alternate sugar 
sources. However, additional basic research is 
needed to verify some of the major assumptions 
of the present process and to seek further improve­
ment. It will also be desirable to test these pro­
cessing methods in a pilot plant operation on 
typical cellulosic materials. 

ALCOHOL FERMENTATION STUDIES 

One of the more promising uses of the sugars 
produced by enzymatic hydrolysis is their fermenta­
tion to ethyl alcohol. Approximately one million 
tons per year of industrial alcohol are produced 
annually in the U. S., largely from petrochemical 
raw materials. A study of alcohol fermentation 
has been initiated in an effort to assess the feasi­
bility of using the hydrolysis product and to seek 
possible improvement in the existing technology 
for alcohol production. A novel technique of fer­
mentation under vacuum is currently under develop­
ment. This method avoids product inhibition by 
boiling the alcohol directly off the yeast suspen­
sion under low pressure as the fermentation pro­
ceeds. Preliminary engineering analysis, based on 
limited data from our laboratory, indicates that 
significant economies in cost and energy con­
sumption may be possible with the vacuum operation. 
Further laboratory work leading to a pilot plant 
study is in progress. 

CURRENT FUNDAMENTAL STUDIES 

In addition to continued development of the 
cellulose hydrolysis and alcohol fermentation pro­
cesses described above, a general program of re-

(XBL 752 - 2392) 

lated fundamental studies is under way. Hopefully, 
these studies will increase our fundamental know­
ledge of microbial and enzymatic processes and 
lead to new and improved concepts for utilization 
of cellulose. Among projects that are currently 
in progress or planned for the near tuture, are 
(1) a study of the enzymatic degradation of lignin 
as a possible aid to cellulose hydrolysis, 
(2) a study of the use of 8 glucosidase, an enzyme 
that converts cellobiose to glucose, to improve 
the rate of hydrolysis and to increase the yield 
of glucose, (3) use of dense cell cultures to im­
prove the productivity of microbial r eactors, 
(4) utilization of hemi-cellulose, (5) study of 
chemical pretreatment of cellulosic materials 
as an alternative to milling, (6) a study of acid 
hydrolysis in comparison with the enzymatic method, 
(7) investigation of new sources of enzymes for 
cellulose hydrolysis and (8) evaluation of various 
alternative sources of cellulose with respect to 
their supply, cost and susceptibil ity to hydrolysis. 
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MEASUREMENT OF CIRCUMSOLAR RADIATION*t 

D. F. Grether, J. E. Nelson, and M. Wahlig 

This project is concerned with the measure­
ment of the flux of energy from the sun and from the 
circumsolar region (the small - angle region around 
the sun) as a function of angle, wavelength, and at­
mospheric conditions. These measurements will provide 
accurate predictions of the performance of solar 
t hermal conversion systems using focusing collectors. 

Current and proposed research projects on 
the conversion of solar energy to thermal energy, 
usually for the generation of electricity, generally 
involve focusing mirrors of lenses to concentrate 
the incident energy on a receiver. The use of such 
collectors results in high-temperature operation of 
the receiver, in turn allowing a conversion effic­
iency from heat to electricity comparable to that 
of conventional generating stations. 

Presently, calculations of the expected 
system performance of ground-based focusing collec­
tors assume that the solar flux is contained within 
the 1/2° angle sub tended by the sun. This assump­
tion would be justified if the only atmospheric 
effect were absorption of sunlight . However, such 
is not the case. The sunlight is also scattered by 
molecules (Rayleigh scattering) and by suspended 
particles and aerosols (Mie scattering). While the 
molecular scattering is nearly isotropic, the parti­
cles and aerosols scatter sunlight predominantly 
through small angles, resulting in circumsolar 
radiation (also referred to as the solar aureole). 
Pyrheliometers, the standard instruments used to 
measure the "direct" solar flux, typically have a 
6° field of view. Thus circumsolar radiation is 
included in the measurement of the pyrheliometers, 
overestimating the amount of energy that would be 
collected by focusing devices. 

Since accurate measurements of the circum­
solar/solar intensity ratio are not available, 
this project has undertaken an effort to provide 
data on solar and circumsolar radiation through 
the development of suitable instrumentation and a 
comprehensive measurement program. For that phase 
of the project reported here, the objectives were 
to design, construct and test an instrument with: 
(1) the ability to determine the spatial (angular) 
distribution of the solar and circumsolar radia­
tion with sufficient resolution and accuracy that 
the determination may be usefully applied to per­
formance calculations of solar thermal conversion 
systems, and (2) the ability to measure the amount 
of circumsolar radiation between the edge of the 
~un ' s disc and a 3° radius circle, and thus the 
adequacy of existing pyrheliometers as measurers 
of the "direct" solar radiation. 

A number of instrumental design criteria 
were established to meet these objectives. The in­
strument had to be able to measure the angular 
distribution of the solar and circumsolar radiation 
within a field of view of 6° (corresponding to 
that of typical pyrheliometers) centered on the 
sun. A basic angular resolution of - 1/10 the 
diameter of the sun was required to permit adequate 
measurements near the edge of the sun. Circumsolar 
radiation from the edge of the sun out to 3° from 

the center had to be measurable when its integra~eu 
intensity was 1% or more of that coming from the 
sun ' s disc. This criterion set limits on the amount 
of direct sunlight that could be scattered from 
the optical and non-optical elements of the tele­
scope. To make satisfactory measurements over the 
entire solar spectrum, the instrument had to be 
able to make nearly wavelength-independent measure­
ments. For determination of the wavelength depen­
dence of circumsolar radiation, measurements using 
broadband filters were deemed adequate. 

The instrument was designed for absolute 
calibration by making simultaneous measurements 
with a pyrheliometer and equating the l atter's 
measurement to the integral (over the field of 
view of the pyrheliometer) of the instrument's 
measurement. Other requirements were that the in­
strument system be transportabl e in a small van 
type vehicle, that the data be recorded in a form 
suitable for computer processing, and that the 
system be capable of unattended operation during 
the course of a day. 

The resulting instrument system consists of 
a "scanning telescope", designed and fabricated 
at LBL, some conventional solar instruments, and a 
digital electronics control system. The design 
of the scanning telescope is presented in Fig. 1. 

Entrance 1 1 
aperture",,1 I 
Fused 
silica l l 

Basic telescope design 

win dow 1--=<=-........ --.,.1 
Detector assembly 
(filter wheel, chopper, 
pyroelectric, mirrors) 

1m 

7.5c';' 

Detector aperture 

Image plane 

ZC(~~i~~Sn jO center 

Telescope 
barrel 

y 

Off -axis 
spherical mirror 

Light trap 

Fig. 1. Design of the scanning t elescope for mea­
suring circumsolar radiation. The basic optical 
element is an off axis mirror of 7.Scm diameter 
and one meter focal length. The mirror forms an 
image of the sun and adjacent sky on a plate off 
to the side of the incoming light. A small hole 
in this plate, the detector aperture, defines the 
angular resolution. The amount of light passing 
through the aperture into the detector assembly 
constitutes the fundamental measurement. 

(XBL 749-4243) 



The basic optical element is an off-axis mirror of 
7.5 em diameter and one lneter focal length. A 
fused silica window protects the mirror from the 
environment. The lnirror forms an image of the sun 
and adjacent sky on a plate off to the side of the 
incoming light. A small hole in this plate, the de­
tector aperature, defines the angular resolution 
(1/20 the solar diameter), and the amount of l ight 
passing through the aperture into the detector 
assembly constitutes the fundamental measurement. 
In the detector assembly, the light is mechanically 
chopped, optically filtered, and focused onto a 
pyroelectric detector, a type of thermal detector. 
Included in a complete set of data are one wave­
length- independent (no filter) measurement and 
eight wavelength-dependent measurements, using 
filters that divide the solar spectrum into eight 
bands of roughly equal energy content. 

As illustrated in Fig. 2, the t elescope is 
mounted on a solar tracker that keeps a reference 
platform pointed at the center of the sun. The 
angular mea.surements are made by rotating the 
telescope barrel through a 6° angle about a pivot 
point on the platform. An active cavity radiometer, 
a type of pyrheliometer that is self-calibrated in 
electrical units,l was acquired to provide the cal ­
ibration for the scanning telescope, as well as the 
usual "normal incidence" measurement. Other mea­
sures of the solar radiation are provided by two 
pyranometers2 (one mounted in the usual horizontal 
position and one tracking the sun), and by a sun 
photometer. 3 

The operation of the instrument is con­
trolled by a digital electronics system. This con-
trol system drives the various mechanical motions, 
synchronizes and digitizes the various analog out­
put signals from the detectors, and records the 
data on magnet ic tape. 

Preliminary tests with the scanning tele­
scope have been directed tm.,rard meeting the most 
difficult criterion: the ability to measure cir­
cumsolar radiation at intensity levels less than 
1% of that coming from the disc of the sun. Fig­
ure 3 shows a measurement for a clear day and, 
for comparison, a day with light haze. The clear 
day measurement gave a circumsolar/solar inte­
grated intensity ratio of 0.28%, comfortably be­
low the requirement. Whether this measurement 
represented atmospheric scattering or scattering 
within the instrument itself has not yet been de­
termined. Work during the next phase of the pro­
ject may well lower yet further the limit of cir­
cumsolar levels that are measurable with this in­
strument. 

Now that the telescope has been fabricated 
and has undergone preliminary testing, the next 
phase of the project will include evaluation of 
the instrument system during a measurement pro­
gram in the San Francisco Bay Area. It will then 
be used in other geographic areas, under a variety 
of atmospheric conditions. Three additional sys ­
tems will be constructed for deployment at po­
tential sites for future solar thermal conversion 
installations. 
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Fig. 2. Scanning telescope mounted on a solar 
tracker: (a) schematic and (b) photograph. 
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Fig. 3. Results from preliminary tests with the 
scanning telescope. The relative intensity of the 
incident radiation is measured as a function of 
the angle from the center of the sun. The clear 
day circumso1ar/so1ar integrated intensity ratio 
is 0.28% and the light haze day ratio is 1.2%. 
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Instrumentation and Measurement 

INTRODUCTION 

Energy production and its utilization result 
in the emission of contaminants that maybe harm­
ful to man and many of his activities. It is there­
fore necessary that means be provided to measure 
the contaminants produced, to understand their be­
havior including their chemistry, and to determine 
their effects, particularly on health but also on 
other human activities such as agriculture and 
fisheries. In order to acquire understanding of 
and control of harmful contaminants, adequate 
methods to monitor the level of various substances 
(often present at low concentrations) are required. 
The Energy and Environment Division's program on 
instrumentation and measurement is directed towards 
meeting these needs. 

An emphasis of the program is on the develop­
ment of physical methods as opposed to conventional 
chemical analysis techniques. The advantages of 
physical methods, now widely recognized, include 
ease of operation and minimal sample preparation. 
In some cases physical methods can provide multi-

parameter measurements, and frequently they pro­
vide the only means of attaining the sensitivity 
necessary for the detection of trace contaminants. 

The program includes research on and develop­
ment of both instrumentation and analytical pro­
cedures. Among the topics now being investigated 
in instrumentation are microwave spectroscopy, 
materials for radiation detectors, x-ray fluores­
cence spectroscopy, resonance Raman spectroscopy, 
liquid crystal detectors, atomic absorption spec­
troscopy, and electroanalytical chemistry. 

While environmental problems provide the cen­
tral focus for our work on instrumentation and 
measurement, we are. also working in other areas 
that are relevant to energy production and use. 
Two of these areas are combustion research and the 
geosciences (especially geochemical exploration). 
Work in these areas has only recently been·initi­
ated; future annual reports can be expected to 
contain more on these topics. 

THE SURVEY OF INSTRUMENTATION FOR ENVIRONMENTAL MONITORING* 

D. A. Mack, N. M. Amer, R. J. Budnitz, R. M. Graven, 
C. C. Hollowell, M. J. Kland, R. A. McLaughlin, W. D. MacLeod, 

G. A. MOrton, S. L. Phillips, J. A. Stokes 

It is essential to the Nation's program of 
environmental improvement that accurate and effic­
ient measurements be made of the parameters affect­
ing the environment. To aid in this task, the 
Division's Environmental Instrumentation Group has 
been conducting and updating a comprehensive Survey 
of Instrumentation for Environmental Monitoring 
since 1971. 

The Survey is a critical in-depth examination 
of instrumentation suitable for monitoring important 
pollutants and parameters in the environment. It 
is organized into four sections, which cover air, 
water, radiation, and biomedical instrumentation. 
Each section is published in a large loose-leaf 
binder (the Air section now fills two such binders) 
to facilitate periodic revision. Table 1 lists 
some of the topics covered in the Survey. 

For each parameter or pollutant studied, the· 
Survey has two parts: a review of the state of the 
art of monitoring, followed by Instrument Notes 
containing specifications and critical information 
about individual instruments, primarily those 
commercially-available. 

In addition to filling "information gaps" by 
compiling and disseminating current information, 
the Survey makes it possible to examine and then 
recommend new methods of detection and analysis. 
Recommendations are also made for the exploration 

and development of techniques which are utilized 
in other disciplines and appear to be applicable 
to environmental problems. 

At the present time, it is clear that in a 
number of areas the state-of-the-art of instrumen­
tation for environmental monitoring is inadequate. 
For example, a great deal of commercially availabie­
equipment is sensitive to interferring parameters, 
analysis may be time-consuming or expensive, differ­
ent chemical or physical forms of a pollutant may 
not be differentiated, and often sampling techniques 
are not well developed. In many such cases, the 
Survey has made specific recommendations to allev- , 
iate the deficiencies. 

At this time, the initial tasks of the Survey 
are essentially complete. Within the last year th~ 
issue of calibration of air and water instruments 
has been addressed in greater detail. During FY 76, 
the Survey group will concentrate on the issue of 
sampling methods for air and water analysis along 
with its on-going task of up-dating the various 
sections of the Survey. This latter task is vital 
because of significant changes which are constantly 
occurring as the result of new technology, new 
instruments, and new regulations and standards. 

Over 3,500 volumes are now in use throughout 
the world. The wide acceptance of the Survey is 
due partly to the generous contributions of scores 
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TABLE 1. Pollutants and parameters covered in Survey of Instrumentation 
for Environmental Monitoring. 

SOZ 

Vol. I 
AIR 

NO and NOZ 
Oxidants 

co 

Hydrocarbons 

Particulates 
Mass 

Size 

Opacity 

Composition 

Mercury 

Asbestos 

Beryllium 

Lead 

Noise 

Vol. II 
WATER 

Metals 

Nitrogen 

Phosphorus . 

Sulfur 

Biological Oxygen 
Demand 

Chemical Oxygen 
Demand 

Dissolved Oxygen 

Total Organic Carbon 

Pesticides 

Phenolics 

Petrochemicals 

Oil and Grease 
pH 

TurbiditY 

Temperature 

of experienced workers throughout the country. 
For example, the Radiation volume alone lists 79 
persons who have made contributions to that phase 
of the Survey, mostly as expert reviewers of the 
various sections. A great many other scientists 
and engineers have contributed to the reviews of 

Vol. III 
RADIATION 

Alpha Radiation 

Beta Radiation 

X and Garrnna 
Radiation 

Gamma Spectroscopy 

Neutrons 

Personnel Dosimetry 

Radionuc1ides 

Tritrium 

Krypton-85 
Strontium-89 and -90 

Iodine-lZ9 and -131 

Radon-ZZZ and its 
daughters 

Radium 
Uranium 

Plutonium 
Microwaves 

Lasers 
. Ultraviolet 

Vol. IV 
BIOMEDICAL 

CO 

SOZ 

Asbestos 

Mercury 

Cadmium 

Lead 

Radiation 

instruments described in the Instrument Notes. 

Footnote 

*Research supported by the National Science 
Foundation; Research Applied to National Needs. 

DETECTION AND MEASUREMENTS OF AIR POLLUTANTS BY 
MICROWAVE ROTATIONAL SPECTROSCOPY 

B. Leskovar, W. F. Kolbe, and D. B. Hopkins 
: 

The technique 6f microwave rotational spec­
troscopy offers a highly specific and sensitive 
e.xperimental research method for studying chemical 

• kinetics and monitoring gaseous pollutants in the 
environment. For this project a new high-sensitivity 
laboratory-type microwave spectrometer with multi­
parameter capabilities is under development. Our 
initial action was the investigation of the micro­
wave frequency spectrum and pertinent absorption 
coefficient values of the sulfur dioxide polar 
molecule. Also, in order to establish design 
criteria, we have examined factors which cause the 
introduction of noise during the generation of 
microwave radiation. 

Although the microwave spectrum of 32S1602 has 

been extensively studied and compilations of mea­
sured and calculated frequencies have been made, 
calculations of the absorption coefficient values 
corresponding to these transitions are not avail­
able. Similarly, absorption coefficient values have 
been measured only for a limited number of trans­
itions in a frequency range from 19.6 to 39.4 GHz. l 
In order to obtain accurate and complete informa­
tion, a computer program was written to calculate 
both the rotational transition frequencies and 
pertinent absorption coefficient values. 

The microwave spectrum of 32S1602 was calcu­
lated using the Kirchhoff formalism, which includes 
the Watson ~reatment of the molecular centrifugal 
distortion. The Wang-transformed prolate symmetric 



rotor basis set was used and the resulting sub­
matrices, obtained for each value of the rotational 
quantum number, J, were diagonalized exactly by 
computer. 

Peak values of the absorption coefficient, 
y' ,for each transition, were calculated from 
~gxmodified Van Vleck-Weisskopf equation,3 
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where fo is the resonant frequency, B is the frac­
tionof the molecules in the vibrational state 
involved, k is Boltzmann's constant, T is the 
absolute tel1lJ?~rature, J is the rotational quantum 
number, l~i;1 is the square of the dipole moment 
matrix elem~nt for the transition considered, N is 
the number of molecules per unit volume, 6f is the 
absorption line half-width at half-maximum intensity, 
and W is the energy of the lower state. For 
32S1602 the rotational partition function 
Qr = (l/o)[(n/(ABC) (kT/h)3]Yz, where A, B, and 
C are the rotational constants, and the symmetry 
number (J = 2. 

Absorption coefficient peak values were cal­
culated for each transition using the direction 
cosine matrix elements derived by Schwendeman4 
and the wave functions obtained by diagonalizing 
the energy matrices. 

The transition frequencies and absorption 
coefficient values were calculated for all transi­
tions up to J = 40 that had a coefficient value 
greater than 10- lo cm- 1 in the frequency range 
from 8 to 200 GHz. The results of the calculations 
are shown in Fig. 1 for frequencies up to 140 GHz. 
The comparison with available experimental data in 
the frequency region from 19.66 to 39.4 GHz is also 
shown. The agreement between calculated values and 
experimentally obtained data is very good, particu­
larly for frequencies above 26 GHz. However, 
additional measurements are necessary at fre­
quencies above 40 GHz and tlleywill be made-, -
particularly in the vicinity of 70 GHz, on the new 
spectrometer. Calculations show that the 32S1602 
transition at 68.9721 GHz, between the 6(0,6) and 
6(1,5) levels, has a coefficient peak value of 
ymax = 4.3x10- 4cm- l . This amount is a factor of 
ten greater than for any transition between 8 and 
40 GHz. 

Since the sensitivity of the tunable high-Q 
resonant cavity spectrometer is essentially deter­
mined by the total noise introduced during genera­
tion of the microwave radiation, the absorption 
process in the resonant cavity, and the detection 
and amplification of a spectral line signal, the 
spectrometer must be analyzed in detail with re­
spect to various noise sources. The effective micro­
wave source noise temperature was calculated 
according to the equation: 
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Fig. 1. Absorption line intensities for 3 2S 160 2 as 
a function of frequency. (XBL 751-86) 

where Po is the carrier power level, 6B", is the 
1?andwidth over which (NAM/C)nSB and (6f'~/f ) 
were orginally measured, (NAM/c)nSB is the ra'rio of 
double sideband AM noise power to carrier power in 
a bandwidth (BW) measured at a distance fm from the 
carrier, 6frms is the noisiness of the carrier, 
defined by the-rmsnoise deviationLwht~h ~s mea­
sured in a bandwidth at the output of an PM diS­
criminator with a microwave oscillator at its input,. 
where Po is the carrier power level, 6Bm is the 
bandwidth over which (NAM/C)nSB and (M /fm) 
were originally measured, (NAM/C)nSB is~e ratio 
of double sideband AM noise power to carrier power _ 
in a bandwidth (BW) measured at a distance fm from . 
the carrier, 6frms is the noisiness of the carrier, 
defined by the rms noise deviation which is measured 
in a bandwidth at the output of an PM discriminator 
with a microwave oscillator at its input, fm is the" 
modulation frequency, and T and n are AM transmis­
sion and PM-AM conversion factors, respectively. 
The transmission-factor T = r~ + (Q ~/F 0) 2 is 
determined by the cavity resonant ~requency, Fo' 
and the factor, r , which depends upon the canty 
coupling, as dete~ined by the ratio of the 
external and unloaded Q factors. The conversion 
factor n = Q~S2 + <j>2T is determined by the long-
term frequency stability S, the relative phase 
stability <j> between the signal and reference wave, 
and the Q and T factors. The effective noise 
temperatu}e, as a function of carrier frequency 
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Fig. 2. Effective noise temperature of the micro­
wave source as a function of carrier frequency 
with the carrier frequency stability S, the 
phase stabilitycp and the modulation frequency 
fm as parameters, for a carrier power level 
P = 100~JW and a resonant cavity Q-factor =10 . 

(XBL 751-87)' 
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wi th fm, S, and cp as parameters, has been calcu­
lated and is plotted over a wide range of operating 
conditions in Fig. 2. The curves were calculated 
for a carrier power level Po =100 ~W, and a 
reflection cavity Qo-factor of 10 4

, assuming 
that r~ = (Qofm/Fo)2. 

The curves in Fig. 2 show that the effective 
noise temperature substantially depends upon the 
carrier frequency stability S and the phase stabil­
ity cp. For,.S = 10- 8

, the proper choice of cp and 
fm minimizes the effective noise temperature. For 
S = 10- 6

, the noise temperature depends primarily 
upon the carrier frequency value. 

A comparison of the microwave source noise 
with the absorption cell noise and the microwave 
receiver noise shows that the microwave source 
noise contributes significantly to the total spec­
trometer noise and ultimately limits the achievable 
spectrometer sensitivity. It is of particular inter­
est now to further investigate the influence of 
microwave source noise in a high-sensitivity micro­
wave spectrometer incorporating a phase-sensitive 
detection system. 6 These studies will give direction 
for the development of an optimized spectrometer, 
particularly suitable for measurements Qf extremely 
weak absorption lines and studies of the molecular 
properties of short-lived transient chemical species. 
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HIGH PURITY GERMANIUM* 

William L. Hansen and Eugene E. Haller 

INTRODUCTION 

Our work on the development of high purity" 
germanium as a radiation detector material has now 
p~ogressed enough that some general statements can 

'be made about our present understanding and the 
areas where further research is needed can be 
rather sharply defined. The recent application of 
Fourier Transform IR Spectroscopy has led to the 
identification of all the important impurities. 
Several hundred detectors of all sizes have been 
made and, in the process, crystal properties im­
portant to device performance have been illuminated. 
The evolution of our present understanding can be 
divided roughly into three areas: 1) the role of 
excess vacancies, 2) impurities and impurity dis­
tributions and 3) the concern for dislocations 
and structural defects. 

THE ROLE OF EXCESS VACANCIES 

An important acceptor level in high purity 
germanium can be" produced by an excess of vacancies 
over the ambient temperature equilibrium value. 
Crystals grown from a melt incorporate a concentra­
tion of vacancies equivalent to their solubility 
at the melting temperature. As the crystal cools 
it becomes strongly super-saturated unless some 
low energy condensation nuclei are present. In 
germanium the vacancy solubility at the melting 
point is > 1015/cm3 and at room temperature it is 
insignificant. 

If no condensation nuclei are present (e.g., 
dislocations), the strong super-saturation of 
vacancies causes their precipitation as vacancy 
clusters or voids. These vacancy clusters, which 



can be revealed by chemical etching (Fig, 1), are 
always accompanied by acceptor centers with an 
activation energy of about 80 meV and a concentra­
tion of 2 to 4 1011jcm3 (Fig. 2). Centers with this 
activation energy are efficient traps at 77 K and 
as a result, detectors containing vacancy clusters 
give completely unacceptable performance. 

Fig. 1. Photograph of etch pits at the boundary of 
a dislocated and undislocated region of a 
crystal slice. In the upper portion are 
large pits due to disolocations and the 
lower, small pits due to vacancy. clusters. 
The boundary region is free of pits. 

(XBB 7310-6167) 
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Fig. 2. Acceptor concentration vs. temperature for 
a dislocation free crystal. The energy level 
at 79 MeV is associated with vacancy cluster~ 
and the level at 10.5 MeV has been determined 
by FTS as being due to aluminum. 

(XBL 7310-1380) 
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IMPURITIES AND IMPURITY DISTRIBUTIONS 

Most of our crystals have a background donor 
impurity that segregates toward the tail end so 
that this end is usually n-type. Many crystals ex­
hibit a uniform net acceptor concentration along 
most of the length with the tail becoming n-type. 
Analysis of these crystals by Fourier Transform 
Spectroscopy (FTS) has shown that the n-type im­
purity is phosphorus and the p-type is aluminum. 
A high concentration is sometimes found at the head 
ends of crystals. FTS shows that this is due to 
boron which always segregates to this end. Further-. 
more, these crystals have all been grown from the 
head ends of.zone refined bars. Occasionally crys­
tals are found in which the acceptor concentration 
increases from the head to the tail. FTS shows 
that this impurity is gallium or, in a few cases, 
indium. On the basis of the distribution of the 
four impurities, we can explain all of our re­
sistivity profiles. Indeed, from an examination of 
the profile, we can usually infer the nature of the 
impurities in a given crystal. 

TIfE ROLE OF ALUMINUM 

Having taken into account the ·effects of ex­
cess vacancies, the most common type of impurity 
distribution that needs explaining is shown 
by the examples in Fig. 3. As can be seen in this 
figure, the conductivity of the crystals appears 
to be dominated by an acceptor with a segregation 
coefficient very close to 1.0. Low temperature mea­
surements give an activation energy near 10 meV 
for this acceptor. All of the group III and V 
impurities have activation energies near 10 meV 
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Fig. 3. A selection of crystal profiles which show 
the common constant impurity concentrations 
which have been shown by FTS as due to alum­
inum. The n-type portions are not shown. The 
lower dashed profile is of an n-type crystal 
which apparently contains little aluminum. 

(XBL 7310-1341) 
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but have segregation coefficients far from 1.0 
under our crystal growing conditions. The segre­
gation coefficients of other common elements are 
mown in germanium, and all are very far· from 1. 
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Application of FrS to crystals exhibiting 
the non-segregating impurity proved that this im­
purity was always aluminum -- even in the purest 
crystals. Since ·low temperature conductivity mea­
surements indicated that the total impurity con­
centration was due to levels near 10 meV, and FrS 
showed only the single dominant spectrum· of alUmi~ 

_ num, virtually all the electrical activity is 
accounted for without the need to invoke other 
sources such as vacancies, dislocations, strain, 
etc. 

CRYSTAL PERFECTION AND GROWING CONDITIONS 

A strong correlation has been observed be­
tween poor charge collection in detectors and dis­
location density. When the crystal contains >104/ 
cm2 dislocations, detectable trapping appears that 
increases with dislocation density. The limits on 
dislocation density for crystals to make high 
quality detectors appear to be about 500 to 
5000/cm2 and these must be reasonably uniformly 
distributed. The high or uneven distribution of dis­
locations is due to poor thermal conditions in 
the crystal grower. Enough is mown historically 
about how to grow high-quality germanium crystals 
except for the fact that we are constrained to grow 
in hydrogen gas as the only ambient that will 
produce crystals free of trapping. Hydrogen has a 
very high thermal conductivity and a low viscosity 
so it is a source 6f strong thermal convection and 
surface cooling of the growing crystal. 

DETECTORS 

The process of making detectors from high­
purity germanium is remarkably free of art and 
complications when compared with making lithium­
drift devices. Stated simply, good germanium makes 
good detectors - any fussing with the fabrication 
is usually an attempt to compensate for some de­
fect in the crystal. 

If a crystal has sufficient purity to be de­
pleted at a reasonable voltage, we find the device 
performance to be quite indifferent to typeness 
or even if of mixed typeness (e.g., an n-type core 
in a p-type crystal). Since the field at the metal 
surface-barrier is lower with p-type crystals these 
often make devices capable of sustaining higher 
reverse bias than n-type. This may allow using 
~poorer quality p-type than n-type crystals, but good 
quality crystals do not require high voltage. On 
the other hand, effectively thinner entry windows 
in X-ray detectors result from using n-type ma­
terial. 

As larger detectors are made, the crystal 
quality requirements become more stringent. Since 
spectral line widths are much more sensitive to 
differential than absolute charge collection 
efficiency, the inclusion of regions having a 
greater range of efficiencies in large devices makes 
their performance much poorer than small devices 
made from the same material. . 
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In addition to the problem of material selec­
tion, coaxial detector fabrication presents more 
problems than do planar detectors due to the geom­
etry of the surface barrier. Despite this, our group 
has made large coaxial detectors. Figure 4 shows a 
full energy spectrum of 60Co made with a 43 cm3 
coax detector with an external surface barrier and 
a lithium-diffused core. 
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Fig. 4. Portion of a 60Co spectrum taken with a 
43 cm3 coaxial high-purity germanium detec­
tor. Resolution and peak-to-Compton ratio 
were determined from expanded plots of this 
spectrum. (XBL 7310-1372) 

CONCLUSIONS 

- The principal source of contamination in much 
'of our high-purity germanium has been shown to be 
.alum~n~ in the starting material. Fourier Trans­
"form'Spectroscopy permits analysis of polycrys-
talline germanium for very low concentrations of 
p-type impurities, so we are confident that the 
aluminum impurity can be controlled in the future. 

" Dislocation densities greater than about 
104/cm2 result in detectors with noticeable trap­
ping; consequently crystals used to make high quality 
detectors should have a dislocation density of 500 
to 5000/cm2 with reasonably uniform distribution. 

As to detectors, the fabrication process 
presents no fundamental problems and the particu­
ular methods used are not by any means as critical 
as the choice of material. Excellent small detec­
tors can be made from most high-purity germanium 
but routine production of large detectors such as 
coaxial units of > 50 cc volume awaits sufficient 
supply of crystals with good structural perfection 
over large volumes. 

While the main problems in producing high­
purity germanium for high quality detectors are 
now clearly delineated, we do not wish to imply 
that the solution of these problems will be easy. 
In fact, we anticipate that considerable work will 
be needed to develop processes capable of producing 
substantial quantities of large diameter material 
suitable for ~arge (50 cm3) detectors. 

Footnote 

* Condensed from LBL-2435; published in IEEE Trans. 
Nucl. Sci. ~, 251 (1974). 
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IMPURITIES IN HIGH-PURITI GERMANIUM AS DETERMINED 
. BY FOURIER TRANSFORM SPECTROSCOPY* 

Eugene E. Haller and William L. Hansen 

INTRODUCTION 

During the last few years a great deal of 
work has accumulated toward characterizing high­
purity germanium in respect to the fabrication 
of radiation detectors. Many techniques were 
adapted and modified to complete this rather dif­
ficult task. Hall effect, conductivity measure­
ments, and metal-P9int probing on bulk material 
as well as capacity-voltage dependences and alpha­
particle probing of detectors and detector arrays 
helped to find the axial and radial distribution 
of donors and acceptors. l ,2 However, very little 
work was done on analysis to identify the im­
purities. The main reason was the lack of a method 
useful at net-concentrations below 1010/em3. Since 
the remaining impurities are usually accidental 
(i.e., not added intentionally) it is of crucial 
interest to find their nature and hence, perhaps, 
their source. 3 

Photothermal ionization of neutral accep­
tors/donors as discovered by Russian scientists,4-6 
combined with Infrared Fourier Transform Spectros­
copy (FTS) takes advantage of the properties of 
high-purity germanium in a unique·way. This was 
shown by S. D. Seccombe and D. M. Korn7 with n­
type material produced by R. N. Hall at General 
Electric Research Center, Schenectady, New York. 
We have now applied the same method to p-type 
material down to net-acceptor concentrations of 
below 109/cm3. 

It was shown theoretically and experimentally 
that impurities in semiconductors have more than 
one bound state for their holes/electrons and 
produce "hydrogen-like" excitation spectra. 
Figure 1 presents the experimentally determined 
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Fig. 1. The bound states of the group III im­
purities in germanium. Energies of the states 
and the labeling of the transitions are the 
same as in Ref. 8. (XBL 7310-1399) 

level schemes for neutral acceptors in germanium. 8 
Similar sets of excited states are produced by 
group V impurities in n-type germanium9 as well 
as in any other electrically active centers. 

THE MEASUREMENT OF IMPURITIES 

Use of an interferometer instead of a spec­
trograph makes possible measurements of the re­
quired sensitivity in a short time. Interfero­
grams are converted into frequency spectra by 
Fourier transformation. The signal processing and 
data handling systems are shown schematically 
in Fig. 2B. Chopped infrared radiation enters 
the germanium sample causing photothermal excita­
tion which changes the free carrier concentration. 
The change in voltage across the symmetrically 
biased sample is amplified with high common-mode 
rejection and fed into a conventional phase-lock 
amplifier (PAR model H-8). This unit filters, 
amplifies ·and synchronously rectifies the signal, 
as well as controlling the chopper motor. A voltage 
to frequency converter produces a frequency pro­
portional to the signal. 

The lower half of Fig. 2A shows a typical 
interferogram produced by a cube-shaped (0.57 em3) 
sample #313-002. The net acceptor concentration 
was about 101 /CIT,3. Because we do not understand 
details of the signal formation process in the 
detector we can only state some experimental ob­
servations. In general the signal rises with in­
creasing bias across the sample. We attribute this 
to multiple refilling and excitation of the acceptor 
states during the time light enters the sample. 
However, at a certain bias, .breakdown occurs and 
the signal becomes very noisy. The critical value 
of the bias depends on the net-carrier concentra­
tion, sample surface preparation and on the tempera­
ture; a few hundred millivolts is a typical value 
for 8-mm thick samples. The signal amplitude 
does not depend on chopping frequency from a few 
cycles per second up to 100 Hz, the limit for the 
chopper motor. This means that carrier relaxation 
times in the· sample are shorter than _1 ms (We ~ 1). 

Aluminum plays the most important role as 
an impurity in our high-purity germanium. 3 It 
was found to be the only important impurity in 
many crystals with net-acceptor concentrations 
ranging from > 1011/ cm3 down to a few times 109/ em3 . 
A spectrum of the sample #313-0.2 containing mostly. 
aluminum is displayed in Fig. 3. The lines of 
Al(A-G),B(A-G) and Ga(A-G) correspond to those 
published by R. L. Jones and P. Fisher8 within 
their experimental errors (_0.2%). The continuum 
of Al starting at about 10.8 meV is produced by 
holes which are excited directly from the ground 
state into the valence band. 

The line-widths at half-maximum are limited 
by the instrument since the total mirror-advance 
is 2 em. As can be seen in Fig. 2, the amplitude 
of the interferogram for this same sample does 
not decay to zero even at x = 2 em·. This means 

. . 
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Fig. 2. Interferogram obtained from sample #313-.2. Sample volume = .57 cm3; 
NKND = 1010/cm3; T = 8.0o K; 1000 sampling points were recordedin approxi­
mately 30 minutes. The "beat" character.of the interferogram is produced 
by the strong Al(C) and Al(D) lines. 

Fig. 

Signal processing and data handling system used in connection with the 
interferometer. The germanium sample simultaneously acts as absorber ~ld 
detector of IR-radiation.· (XBL 7311-1401) 
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3. Spectrum of sample #313-.2. The labeling of ljhe lines is the same as 
in Ref. 8. Sample volume = .57 cm3; NA-ND = 101 /crn3; T = 8.0o K; 1000 
sampling points were recorded in approximately 30 minutes. A region be­
low the Al(D) line is magnified by a factor of four with the baseline 
shifted. The aluminum concentration exceeds all other impurities (B, Ga) 
by a factor of more than 20. The explanation for the lines L1 through 
L5 is given in the text. (XBL 7310-1392) 



that the natural line-width of some lines is 
smaller. than 0'. 25/an. 

The ratio of corresponding lines of different 
impurities approximately represents the ratio of 
their concentrations although a correction must 
be applied because of the variation of intensity 
of the exciting light with the wave number. This 
dependence is weak in the spectral region of the 
strong D and Clines. 

Using this simple fact together with Hall­
effect measurements of the samples we can observe 
the segregation of all impurities separately along 
the length of the crystal. The segregation coeffi­
cients for boron and gallium are very reasonable 
for the particular crystal growing parameters. 
The anomalous behavior of aluminum once again 
is evident. 

The quality of spectra obtained with the 
full resolving power of the instrument is illus­
trated in Fig. 4 where four impurities are present 
(sample #291-14.0). The Al(C) , In(D) and'the 
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A second unknown shallow acceptor (impurity 
Y) was first observed in a polycrystalline sample 
from a very high-purity zone refined germanium 
bar and later in two crystals pulled from a quartz, 
and in one crystal grown from a carbon crUcible. 
In the latter crystal the impurity Y was present 
at a rather high concentration of _ 1010 an- 3. 
From Hall effect and IR-measurements we found the 
segregation coefficient of Yto be ky = 0.9 ± 0.1. 
This means that Y is nearly non-segregating in 
contrast to the dominant impurity aluminum, which 
segregates normally in crystals grm'in from carbon 
crucibles. This behavior could be explained by 
an impurity which diffuses out of the carbon 
crucible into the Ge-melt and quickly reaches its 
rather low maximum solubility. 

The spectrum of an n-type sample #296-15.0 
is shown in Fig. 5. InGa contacts rubbed onto 
opposite surfaces of the polish-etched cubic sample 
were used. All the lines can be explained on the 
basis of phosphorus as an impurity.9 Noise in the 
spectrum is due to current injection noise. Al­
most no improvement in current injection resulted 
from using lightly lithium-doped contacts, but this 
introduced the Li-lines. Only in Hoboken ,LMC 
material which was n-'type did we find lines corre­
sponding to antimony and to lithium without ex­
posing the material to any heat treatment. 

We were pleasantly' surprised to,discover 

Ga(C) lines are clearly separated. Their relative 
spacings are below O.lmeV. In addition to the im­
purities Al, In and Ga, a new unknown shallow 
acceptor X appears. The relative spacings between 
the (D), (C) and (B) lines of X are in agreement 
with the other shallow acceptor lines. We deter­
mined the ground state energy Eg.s as 0.18meV 
above the ground state of boron, i.e., (10.47 
+ 0.18) meV. From measurements of several samples 
along crystal #291 we conclude that the segrega­
tion coefficient of X is somewhat smaller than 
that of Gallium and probably lies around 0.05. An 
n-type core makes a more precise estimate based 

that the method works also for polycrystalline 
material. Line splitting is observed in some· 
samples,most probably due to stress, but it is not 
severe enough to make the analysis of the impurities 
questionable. 

on this particular crystal impossible. . In order to test the method for "deep" 
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Fig. 4. Spectrum of sample #291-14.0. Sample volume = .47 cm3; NA-ND = 1011/cm3; 
T = 8.00 K; 1024 sampling points were recorded in 30 minutes. Four impurities 
are present: X (unknown), A1, Ga and In. The resolution allows the separation 
of the Ga(C) and In (D) lines. (XBL 7310-1396) 
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Fig. S.,Spectrum of the n-type sample #296-15.0. Sample volume = .42 em3; ND-NA 
=" 6 101 /em3; T = 6.5°K; 700 sampling points were recorded in approximately 
30 minutes. Phosphorus is the only detectable donor imputity in our n-type 
material. (XBL 7310-1395) 

acceptors we measured the photothermal response 
of high-purity, dislocation-free germanium up to 
a wave 'number of 500/em (=61.8 meV). This is the 
upper limit for the 'instrument available to us. 
We were able to detect neutral berylliumlO in 
dislocation-free material. 

CONCLUSIONS 

We have shown experimentally that the com­
bination of Fourier Transform Spectroscopy (FTS) 
together with photothermal ionization of neutral 
impurities makes possible the analysis of acceptors 
and donors in high-purity germanium down to net­
concentrations of _109/em3 with a signal to noise 
ratio > 100. With the instrument available to us 
we did not reach a resolution comparable to the 
natural line-width of shallow acceptors. We be­
lieve, however, that a better resolution will not 
improve the analytical power of the method. To­
gether with Hall-effect; which is the best tool 
for the measurement of the net-concentrations, 
the segregation of each impurity separately along 

.. the axis of a crystal can be determined. That the 
method works especially well for shallow acceptors 
and donors is partially due to the fact that both 
the current through the sample and the temperatures 
lnvolved are low. The only deep acceptor detected 
was neutral beryllium (Eg .s . = 24.3 meV). Whether 
the method will be applicable to deeper levels re­
mains an unanswered question until instruments 
with a higher maximum wave number Vrnax are used. 

From measurements of over SO samples we found 
that aluminum is the main impurity in p-type mater­
ial. The presence of boron at the seed-end of some 
crystals can be predicted from the shape of the 
concentration profile obtained from conductivity 
measurements. 

With the increase of the sample volume we 

would be able to analyze any impurities producing, 
shallow levels down to the 107/em3 range. 
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APPLICATION OF A LOW ENERGY X-RAY SPECTROMETER TO 
ANALYSES OF SUSPENDED AIR PARTICULATE MATTER* 

R. D. Giauque, R. B. Garrett, L. Y. Goda, 
J. M. Jaklevic, adn D. F. Malone 

The analytical technique of X-ray induced 
X-ray Fluorescence Analysis (XRFA) lends itself to 
the simultaneous determination of a broad range of 
elements in environmental specimens. Both energy 
dispersive and wavelength dispersive spectrom-
eters are presently employed at various laboratories 
for the analyses of air particulate specimens col­
lected on thin substrata. 

using AgL X-rays, and for high-Z elements using 
AgK X-rays. Transmission Ag filters are inserted 
to modify the X-ray tube output. Typical count 
rates are 5,000 - 10,000 counts/sec using a low­
power X-ray tube (40 watts). The detector, which 
has an effective area of 40 rrnn2, ~as been collimate.d • 
to an area of approximately 30 mm. This modifica­
tion enhances sensitivities att,inable when AgK 
X-rays are used for analyses: 6 , It minimizes the 
fraction of the high-energy radiation detected 

XRFA methods are ideal for the analysis of 
many of the heavier elements in air particulate 
samples. Characteristic X-rays from these elements 
are not absorbed within the sample (the sample is 
said to be "infinitely thin") and the elemental 
concentrations are directly proportional to intens­
ities of the characteristic X-ray lines. For the 
lighter elements (Z < 20), the characteristic 
X-rays undergo significant absorption within the 
sample. Absorption correction methods reported 
have been based on assumptions of the particle 
compositions and of the particle size distributions 
for nonsize segregated air particulate specimens. l ,2 
Models for deriving corrections for absorption 
effects due to particle penetration in the filter 
media have also been suggested. 2 ,3 

We have developed a technique for performing 
energy dispersive analysis of light elements in 
air particulate samples. An X-ray spectrometer 
especially designed for the detection of low-en­
ergy X-rays has been constructed and used to mea­
sure the concentration of both high and low (down 
to Mg) atomic number elements. A semi-empirical 
technique to compensate for particle size effects 
has been applied to the analysis. This technique 
makes use of multiple energies of X-ray excitation 
which act as variable depth probes when determining 
the concentration of the light elements. Our re-" 
suIts compare well with those obtained by Neutron 
Activation Analysis (NAA). 

INSTRUMENTATION 

A number of approaches have been used in 
previous X-ray systems to generate variable energies 
of excitation radiation, including multiple X-ray 
anodes4 and secondary fluorescence targets. 5,6 
As an alternative approach, we have designed a 
spectrometer which permits the use of both direct 
and indirect excitation radiation by using either 
transmission filters or secondary targets respec­
tively as shown in Figs. 1 and 7.. This design 
allows the excitation radiation to pass through 
the vacuum cryostat, giving very large solid angles 
and minimum X-ray attenuation. The air path length 
between the specimen and the detector window 
(0.002 em Be) is only 1.5 mm. This enhances sensi­
tivity for low-Z elements. Also, with this system, 
small total specimen areas, 1 em2, are required. 

In the direct excitation mode, high-excita­
tion efficiencies are achieved for low-Z elements 

near the periphery of the sensitive region of the 
detector, which otherwise would substantially . 
increase the background in the region of interest. 

PARTICLE SIZE EFFECTS 

When analyzing for elements such as AI, Si, 
S, Cl, K, and Ca, corrections must often be made 
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Fig. 1. X-ray spectrometer in direct excitation 
mode. (XBL 757-3419) 
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Fig. 2. Spectrometer in secondary excitation mode. 
(XBL 757-3420) 

'. 



{-11 t;tJ 0 0 \,) (' ; wi 2 0 ".) 
"' .. 

for particle size effects (mainly absorption ef­
fects). The characteristic X-rays from these ele­
ments are low iIi energy, < 4 keY, and the "infin­
itely thin" specimen criteria is usually not valid. 
In the method we use to make these corrections, 
relatively low-energy excitation radiations are 
generated separately from secondary targets in our 
spectrometer. These radiations act as variable 
depth probes as described below. 

The procedure we use is based on the analysis 
of the absorption effects in a single particle." 
The concentration of an element uncorrected for 
absorption effects, 2 (~g/cmZ) determined in a 
particle of average mass thickness m, can be apprOX7 
mated as:' 

2 = c {I - exp [- (~e + ~f)mJ}/ (~e + ~f)m (1) 

where c is the true concentration of the element, 
and ~ and ~ are the total mass absorption co­
effici~nts of fhe particle for the excitation and 
fluorescent radiations respectively. 

From Eq. 1, if two different energies of ex­
citation radiation are applied separately for 
analyses, the ratio of the two observed (uncor­
rected) concentrations is 

where 

{I - exp [ -r(~ + ~f)m]}/r e
l 

(Z) 

and the subscripts 1 and Z denote the two different 
exci tation energies. I f the value of r is known, 
the quantity (~el + ~f)iii may be ascertained once 
the quantity 2Z/2l is determined. This, in tum, 
is sufficient information to make an absorption 
correction as in Eq. (1). 

Large particles in atmospheric aerosols 
originate principally from mechanical processes 
(e.g. wind-blown soil dust) and usually consist of 
such minerals as kaolinite, anorthite, microline, 
and albite. S For specific excitation radiations 

"such as ZrL, AgL,and NiK X-rays, the total mass . 
absorption coefficients of these minerals are 
similar for Si and AI. Table 1 shows the ratio of 
the total mass absorption coefficients [r in Eq.(Z)l 

'for given pairs of these radiations. For these min­
erals, the value of r is relatively constant. " 

Figure 3 shows curves for r values which 
would be used for Si or Al mass concentration de­
terminations in a typical dust particle using ZrL 
and AgL excitation radiations. These curves plot 
the ratio of observed concentrations versus the cor­
rection term to be applied to compensate for ab­
sorption effects when analyzing with AgL X-rays. 
This procedure cannot be used if the particle is 
"infinitely thick" (i.e., the absorption correc­
tion term is > 4). 

'I :i, "J 0 
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Table 1. Total Mass Absorption Coefficient Ratios 

Excitation Raaiations 

Element of 

Mineral 

Kaolinite 
AlZ(SiP3) 

Anorthite 
CaAlZSiZOS 

Microline 
KAlSi30S 

Albite 
NaAlSi30S 

0.8 

N 
U 
'- 0.7 

N 
u 

0.6 

Interest 

(OH) 4 

ZrL7AgL NiK7AgL 

Al Si Al Si 

1.51 1.49 0.77 0.7S 

1.53 1.49 0.77 .0.79 

1.56 1.60 0.77 0.74 

1.53 1.5S 0.75 0.72 

1.0 2.0 3.0 4.0 

. (fLe,+fLdm/{l:"exP[-(fLetfLt)mJ} 

Fig. 3. Absorption correction curves for Si and Al 
mass concentration determination. 

(XBL 747-3756B) 

In practice, we do not perform analyses on 
single particles but rather, apply the procedure 
to a collection of particles; that is, we treat 
the collection as if it were a single particle of 
average mass thickness, m. In this case, the-pre­
cise physical meaning of the term ( ~e + ~f)m is 
somewhat obscure. However, our experience lndicates 



that the procedure works rather well because the 
bulk of the mass concentration is usually contained 
in a relatively limited size range of particles. 

For our determinations with ZrL and AgL X­
rays, we initially select an r'value of 1.55. We 
make an additional analysis, using NiK X-rays for 
excitation to verify that we have chosen the cor­
rect value of r. If many particles of "infinite 
thickness" are present, verification cannot be ob­
tained. In such a case, a minimum mass concentration 
is reported. 

The advantage of the semi-empirical method 
for particle size corrections derive from its re­
lative lack of assumptions regarding the size dis­
tribution of the collected particles. Size dis­
tribution models have limited applicability in gen­
eral usage, since meteorological conditions and 
sampling techniques can greatly change the results. 

SOME RESULTS 

Table 2 lists a comparison of results ac­
quired by X-ray fluorescence and neutron activation 
analyses on two-hour aerosol ,specimens collected 
during the California Aerosol Characterization 
Experiment in 1973. The neutron activation analyses 
were performed by R. Ragaini of the Lawrence 
Livermore Laboratory. Relatively good agreements 
were obtained by the two techniques for AI, Ca, and 
Br. The large uncertainty in the XRF Al value for 
specimen No. 2 reflects the uncertainty in the as­
certained absorption correction factor which was 

Table 2. Analysis of Aerosol Specimens 

No. Method Al Ca 2 . Br 2 
(llg/em2 (Ilg/em ) (Ilg/ em ) 

1 XRF 2.4±0.5 2.3±0.2 0.21±0.01 
NAA 2.3±0.1 2.1±0.4 0.19±0.01 

2 XRF 9.0±2.7 6.2±0.3 0.21±0.01 
NAA 5.7±0.1 5.3±1.9 0.18±0.01 

3 XRF 0.7±0.2 0.5±0.1 0.15±0.01 
NAA 1.1±0.1 0.8±0.3 0.11±0.01 

4 XRF O.3±0.2 0.3±0.1 0.15±0.01 
NAA 0.4±0.1 0.4±0.2 o .12±0. 01 
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2.9. As shown in Fig. 3, an uncertainty of three 
percent in the chosen r value could yield a 15 to 
30% error in the result for such a large ascertained 
absorption correction factor. 

We have applied our particle size correction 
technique to the analysis of specimens collected 
from a number of regions and presumably repre­
senting a considerable variation in particle com­
position. The results obtained have been in good 
agreement With NAA. 
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THE REMOTE DETECTION OF POLLUTANTS USING RESONANCE 
RAMAN SCATTERING* 

H. Rosen, P. Robrish, O. Chamberlain 

INTRODUCTION 

This research project is directed toward 
the development of a new analytical technique for 
remote, continuous monitoring of pollutant levels 
in ambient air and from localized sources such as 
smokestacks. The technique' is based on spectros­
copic analysis of laser light scattered from the 
atmosphere (Lidar). By directing a laser beam 
into the atmosphere and measuring the Raman back­
scattering, it is possible, in principle, to make 

a three dimensional map' of the concentrations of 
various molecular constituents. One can isolate 
the backscattered radiation from a specific small 
volume in the atmosphere (of the order of 10 m3) 
by requiring that the scattered radiation reach 
the detector after a time delay with respect to 
the laser pulse equal to the round-trip flight 
time of the light to the region of interest. Mo­
lecular species can be identified by measuring 
Raman scattering from the atmosphere, since each 
molecular species has a characteristic Raman spectrum. 
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Raman Lidar systems have been used for some 
time to study major atmospheric constituents. l 
However, the fact that Raman cross sections are 
quite small ( -10- 30 emZ/sr) has made this technique 
difficult to use to detect minor atmospheric con­
stituents such as pollutants. In spite of this dif­
ficulty, S. Nakahara et al. Z and Melfi et al. 3 
have reported detection of SOZ in power plant stack 
plumes at a range of ZOO m at night, and Hirschfeld 
et al. 4 using a powerful doubled ruby laser haVe 
been able to measure SOZ concentrations of 30 ppm 
at ZOO m in full daylight with a good signal-to-

• noise ratio. 

It is well known that Raman cross sections, 
are enhanced if the laser source is tuned close • 
to an absorption line in a gas. Such enhancements 
could dramatically increase the sensitivity of a 
Raman Lidar system. During the past year, we used 
a narrow-band dye laser (0.01 A) to investigate 
the magnitude of these enhancements in IZ vapor 
and NOZ' These,measurements, along with recent 
measurements5 of large enhancements in SOZ and 
calculations of resonance Raman cross sections, 
were used to estimate the sensitivity of a Lidar 
system based on the resonance Raman effect. 6 

RESONANCE RAMAN SCATTERING IN I Z 

We chose to investigate resonance Raman 
scattering in IZ vapor for our initial experiments. 
There have been several studies7 of resonance en­
hancements in iodine using the accidental co-, 
incidences between I Z absorption lines and argon 
and krypton laser wavelengths. These studies have 
given inconsistent results for the magnitude of 
the enhancements as 'well as for the quenching of 
the scattering with the addition of nitrogen. 
There has also been considerable debate on the 
distinction between resonance Raman scattering and 
fluorescence in gases. 7,8 It has been suggested 
that these are two separate quantum mechanical 
processes. 'Recently, Williams et al. 7 argued that 
fundamentally there is only one process involved, 
resonance Raman scattering, which has different 
properties on and off resonance and that these 
properties change in a continuous fashion as the 
exciting source is tuned across an absorption 
line in a gas. The measurements we have made sup­
port this point of view. 8 

We investigated resonance Raman scattering 
in IZ vapor for several of the strongest rotational 

: absorption lines in the 0-Z5 vibrational band of 
the B-X electronic transition with a narrow-band 
pulsed dye laser. 9 We chose to investigate this 
band because the product of the matrix elements 

-for absorption and inelastic re-emission is the 
largest of the B-X system. Our effort was con­
centrated on the 0"Z5 P(47) rotational line which 
is relatively isolated from other absorption 
lines. For this line we measured the resonance 
Raman cross section versus nitrogen buffer gas 
pressure for various laser frequencies. 

In Fig. l'we show a plot of the integrated 
intensity of the first Raman mode of IZ versus 
laser frequency. The spectrum was taken by cen­
tering the spectrometer bandpass (75 em-I) on the 
Stokes Raman mode at _ Z13 em-I and then tuning 
the laser. The sample cell contained IZ at its 

II 1 I 

0-25 
R(49) Laser 

bandwidth 
----J 14-

0-25 
P(47) 

0-25 
P (46) 0-25 

R(50) 

II 

.,JV '-~ ""--- \. A.. 
G,- J'j" 

1 I 
18291.00 18290.00 18289.00 

Laser frequency (em-I) 

1. Scattered intensity of Raman mode located 
at - Z13 em-I vs. laser frequency for I2 
vapor at a pressure of 0.Z8 rom with no buffer 
gas present. (XBL 743-Z658) 

room temperature vapor pre~sure (0.Z8 rom) with no 
buffer gas present. The laser beam was attenuated 
and defocus sed sufficiently to avoid saturation 
and heating effects. The peaks in the scattered 
intensity correspond within experimental error 
to peaks in the absorption spectrum. As one 
approaches an absorption line, the cross section 
increases dramatically. For example, at the peak 
of the 0-Z5 P(47) transition, the differential 
scattering cross section, (do/dQ), was measured 
to be 8.3xlO-Zl emZ/sr which is ten orders of 
magnitude greater than the Raman cross section for 
nitrogen at 5460 A. The cross sections presented 
here were calculated by using the cross section 
for the 99Z em-I mode of benzene as a standard and 
making small corrections for absorption and 
spectral efficiency .. 

We have investigated the quenching of the 
scattering cross section by nitrogen near the 
0-Z5 P(47) transition. This transition, in contrast 
to the 0-43 P(lZ), R(14) transitions investigated 
by previous authors,7 has very little structure 
within 0.4 em-I of its high-frequency side (see 
Fig. 1). In Fig. Z we show a plot of the resonance 
Raman cross section versus nitrogen pressure for 
several different laser frequencies. For all mea­
surements, both the incident laser beam and the 
scattered light accepted by the spectrometer were 
polarized perpendicular to the entrance slit. The 
bandpass of the spectrometer was set to 75 em-I. 
With the laser set on resonance, the cross section 
is quenched by over a factor of 1000 for a change 
in NZ pressure from Z rom to 730 rom. As one tunes 
off resonance; the quenching becomes progressively 
smaller until at O.Z em-I away from the absorp­
tion line there is virtually no quenching. 
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Fig. 2. Plot of the differential resonance Raman 
scattering cross section for the Raman mode 
located at 213 em-I vs. nitrogen buffer 
gas pressure for laser frequencies separated 
from the center of the 0.-25 P(47) rotational 
line by 0., 0..0.25, 0..0.5, 0..1 and 0..2 em-I. 

(XBL 743-2659) 

We can make a quantitative comparison of 
our data to theory, but the analysis is complicated 
by the Doppler and hyperfine broadening of the ab­
sorption line and the .linewidth of the laser. 
Near an isolated absorption line, the resonance 
Raman cross section in the impact approximation 
can be written as: 1D 

do cc r T 
(lIT r-r T e 

00 

where G(v - va) is the line shape of the reso­
nance duerto Doppler and hyperfine broadening 
centered at VO and S(v

t
- v~) is the line shape 

of the laser c~ntered at v~. .fT is the linewidth 
due to collisions and natural damping and re is 
the contribution to the line width from elastic 
collisions. In order to evaluate the dependence of 
(do/dn) on pressure, P, and ~v = VO - va, we 
assume that G and S are Gaussian ana userFourier 
transforms to reduce the double integral to a 
single integral. We then neglect natural damping, 
assume the r's vary linearly with P, and evaluate 
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the integral numerically as a function of 6V and 
P. The results of such a calculation are shown 
as the curves in Fi~. 2, where we have assumed 
that fT = (1.4xlD- em- 1/mm)xP and that the con­
voluted Gaussian half-width (at l/e) of the laser 
and the resonance is 0..0.24 em-lOver all normali­
zation was set by a best fit to the ~v = 0. data. 
It is clear that this model calculation adequately 
represents the data as a function of 6V and P, 
supporting the view that there is no fundamental 
distinction between resonance Raman scattering 
and fluorescence in gases. 

RESONANCE RAMAN SCATTERING IN N02 

Unlike I2, the spectroscopy of N02 is very " 
poorly understood and one cannot determine, a 
priori, the laser frequency which will.give the 
largest resonance enhancements. The absorption 
spectrum extends from about '250.0. to 650.0. A 11 
and appears to be a broad continuum with some sharp 
structure superimposed upon it. 12 Since we expect 
to find large enhancements associated with sharp 
absorption lines whose width is the order of 0..1 A, 
a complete investigation of NOZ at wavelengths 
longer than its dissociation llmi t (_ 40.0.0. A) 
would involve taking spectra at roughly 25,0.0.0. 
laser frequencies. This would be an immense under­
taking. Our approach to finding the largest Raman 
cross section was to concentrate on the v2 Raman 
mode and measure its intensity variation as a 
narrowband laser (0..1 A) was continuously scanned 
thru the N02 absorption spectrum. 

We have scanned our laser from 420.0. to 
60.0.0. A and found several narrow spectral regions 
in which the v2 Raman mode showed a large en­
hancement. 13 These regions, which contain sharp 
and intense lines, are shown in Fig. 3. By nar­
rowing the laser bandwidth to 0..0.1 A, the lines 
within a region may be more clearly resolved 
(see Fig. 4). With the laser tuned to one of the 
stronger lines near 4546 A, we have measured a 
cross section of 5.6x1D-27em2/ster in the presence 
of one atmosphere of nitrogen. This cross section 
is about 10.4 times larger than typical Raman cross 
sections. 

FEASIBILITY OF REMOTE DETECTION OF POLLUTANTS 

We have assessed the implications of mea­
surements of large resonance Raman cross sections 
in N013 and S05 for remote detection of these 
pollutants in the atmosphere by means of a Lidar 
system. We have also made calculations of the 
resonance Raman cross sections of various diatomic 
molecules and used these calculations to exnand 
our estimates of the sensitivity of such a system .• 

One can estimate the resonance Raman cross 
sections for diatomic molecules which have known 
oscillator strengths and Franck-Condon factors. 
The details6 of the calculations are not presented, 
but Table 1 shows the results along with experi­
mentally observed cross-sections. 

Using the cross sections for N02' S02, and 
NO from Table 1, we have made a calculationO of 
the sensitivity of a model Lidar system. The laser 
transmitter in this model system has an energy of 
0..0.5 rnJ/pulse and a repetition rate of 10.0. Hz. 

. 
~. 
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laser wavelength for wavelength regions in 
which sharp and intense structures were ob­
served. The bandwidth of the laser was 0.1 
and the spectrometer bandwidth was set to 
25 A. The intensities in different regions 
cannot be directly compared due to variations 
in laser power and detector sensitivity. 
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The laser power level was chosen to meet the vis­
ible eye safety standard for direct irradiance. 
The receiver had characteristics comparable with. 
those of presently operating systems. Figure 5 
shows the results of a calculation of the pollutant 
concentration which can be measured to 10% accuracy 
in 100 seconds with a range resolution of 10 meters. 
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Fig. 5. Lidar se2sitivity vs. range for E = 0.05 mJ 
and N = 10 pulses assuming a signal to noise 
ratio of 10 and a visibility of 19 km. 
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Figure 5 shows that, with the marginal 
exception of daylight detection of N02' a Lidar 
system making use of resonance Raman scattering 
can easily detect the pollutant concentrations 



Table l. Resonance Raman cross sections 
calculation in LBL-32l5. 

Electronic Vibrational 
Molecule Transition Transition 

CO+ A 211 . - X 
2I:+ 0-1, 1-1 

1 

SO A 311 3 - 0-2, 2-0 0 X I: 

OH A 2I:+ 3 0-0, 0-1 - X i 
NO A 2I:+ - X 2I: 0-0. 0-3 

12 B 311+ - X 
1I:+ 0-25, 25-1 Ou g 

S02 A (lB1) 1 - X Al 

79Br81Br B 311+ - X 
1I:+ 0-28, 28-1 au g 

N02 A (2B ) - X 2AP) 
1 

CO a 311 - X 1I:+ 0-0, 0-1 

C1 2 A 
3 + 1I:+ 0-15, 15-3 I10u - X g 

typical of smoke plumes (> 10 ppm) at a range of 
a few hundred meters using lasers with only very 
modest energies. A useful comparison can be made 
with the recent report4 of detection of S02 
using ordinary Raman scattering. In that case, 
the laser used had an average power of 0.4 watts 
and an energy/pulse of 0.2 jqules, and was able 
to detect 30 ppm at 200 m with SNR _ 10. Our 
calculation shows that using a laser of 5 mW aver­
age power and 0.05 mJ/pulse, one could achieve a 
sensitivity of a factor of 10 better by making 
use of the resonance Raman effect. 

Monitoring of ambient concentrations 
(-0.1 ppm) at distances of order 1 Km (see Fig.5) 
is certainly out of the question, given the safety 
constraint impQsed on the calculation. If we can 
be sure that there will be no eye exposure to the 
light from the Lidar transmitter, then we might 
be able to use high-energy tunable lasers to gain 
the required sensitivity. 

In conclusion, it seems to us that the ad­
vantages in sensitivity and safety associated with 
the use of resonance enhancements in a Raman Lidar 
system outweigh the additional problems associated 
with the use of a tunable laser as a Lidar trans­
mitter. The fact that an instrument for use in 
populated areas will probably have to comply with 
stringent eye safety standards implies that the 
use of resonance enhancements will be the only 
avenue to a workable Raman Lidar system for remote 
smokestack monitoring. 

Footnote and References 

* Research supp~rted in part by NSF/RANN. 
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for various small molecules determined or from, 

AL (1\.) 
do 2 em (em / ster) CALC. 

do 2 em (em / ster) EXP. 

4913 2.5xlO- 20 

2579 1.3X10- 2O 

3064 2.4X10- 22 _10- 20 - 10- 21 

2262 1.3X10- 23 

5466.36 1.2X10- 24 1. 7 x 10- 24 

3002 1 x 10- 25 

5264.0 7.8x10- 27 

4547.4 5.6 x io- 27 

2063 4.5X10- 3O 

4933 7x10-31 
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CHOLESTERIC LIQUID CRYSTAL AS A SENSITIVE GAS DETECTOR* 

Nabil M. Arner 

INTRODUCTION 

The use of cholesteric liquid crystals as 
sensitive gas detectors is being investigated for 
air pollution monitoring applications. In prelim­
inary studies using a simple prototype, we have 
achieved sensitivities of better than 10-5 for 

. certain organic gases. 

~iquic1. cr~stals are fluids with anisotropic, 
propert1es sometlJUes mown as "mesophases". They'" 
are equilibrium phases with well defined latent 
heats of transition. Liquid crystals are made of 
elongated organic molecules whose general formula 
is . 

Typically Y is -NO=N-, -N=N-, or ~CO-O-; and the 
flexible tails X and Z are 0 C H - - m 2m+l or 
-Cn H2n+l · 

Based on molecular arrangement, three 
classes of liquid crystals exist: 

. (1) In the nematic phase, the centers of 
grav1ty of the molecules are arranged more or less" 
r~domly, except for a degree of short range order. 
WIllIe the molecules fluctuate rapidly, as in iso­
t~opic ~iqu~ds, their axes have an average direc­
t10n wh1ch 1S well defined in a macroscopic region. 

(2) In the smectic phases, the molecules are 
packed parallel to each other in successive equi­
distant planes. 

(3) The cholesteric phase can be thought 
of as derived from a nematic phase by a static 
to~sion with an axis perpendicular to the molecules. 
Th1S helical arrangement is related to some skew 
character of the molecules. The helical arrange­
m~nt has a period equal to half it's pitch. The 
p1tch may vary from 0.2 to 20~. Bragg reflection 
of visible light from such periodic structures 
gives rise to spectacular iridescent colors. 

.. Inter~st in the liquid crystalline phase 
~as been ~ev1ve~ because of the small energies 
1nvolved 1n the1r ordering. They are easily per­
t~rbed by temperature, thermal gradient, electric 

. f1elds and currents, magnetic fields, flow, and 
boundary conditions. In the case of cholesteric 
liquid crystals, the pitch is sensitive to small 
traces of vapors in the environment. The change 
in pitch is manifested as a change in the wavelength 
of ~h~ Bragg reflected light. This property is . 
ult1l1zed to study the feasibility of detecting 
small amounts of gases. . 

EXPERIMENTAL ARRANGEMENT AND PRELIMINARY RESULTS 

The experimental setup is shown in Fig. 1. 
A copper heat sink provided uniform temperature 
across the substrate supporting the cholesteric 

Airtight 
enclosure 

Copper block heat sink 
Thermoelectric unit 

Aluminum block 
Liquid crystal 

Specularly 
refracted 
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// 

,,/ ./" 
./ 

/ , ./ 
;;', , 

Grating 
monochrometer 

" , , 
I---''------l/i'' , 

" " ~,' , 

From white 
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Optical 
window 

liquid crystal film. A 0.25 m grating monochrom-
, ator is used in conjunction with a photomultiplier 

(pm) tube to analyze the light scattered from the . 
liquid crystal at a fixed angle with respect to 

, the incident lights. The whole assembly is mounted 
in an air-tight box. 

The experimental procedure is as follows: 
The air-tight box is evacuated and the temperature 
of the liquid crystal stabilized. A reading of 
the wavelength of the scattered light is then 
taken. By means of a needle valve, Imown concentra­
~ion~ (10-4, 10-5, 10-6) of chloroform, methylene, 
1n n1trogen are introduced inside the box. A sum­
mary of the resul ts is sho,wn in Table I. I t can be 

Test 
Gas 

Chloroform 

Trichlorobenzene 

Methylene 
Chloride 

TABLE I. 

Selectively Selectively 
reflected reflected 
wavelengths wavelength 

Concen- in absence when gas is 
tration of gas (A) present (A) 

10-4 6228 5115 
10- 5 5415 
10-6 5928 
10-4 6228 5970 
10- 5 5625 
10-6 6l0Q 
10-4 6228 5025 
10-5 5615 
10-6 ' 6035 



seen that the wavelength,of ,the scattered light 
shifted considerably; this shift is easily de­
tected with the naked eye. When the box is reevacu­
ated, the wavelength returns to its original value. 
Cycling the system several times did not show any 
hysteresis. 

These results demonstrate that cholesteric 
liquid crystals can be used as sensitive and inex-
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pensive detectors for certain organic vapors. Work 
is now underway to extend this method to other 
gases and to obtain additional information required 
for the development of an instrument suitable for 
routine air pollution applications. 

Footnote 

* Condensed from LBL-3088. 

DIRECT FLAMELESS ATOMIC ABSORPTION ANALYSIS OF 
SAMPLES WEIQ-IING SEVERAL TEN1HS OF A GRAM* 

T. Hadeishi and R. D. McLaughlin 

Isotope-shift Zeeman-effect Atomic Absorption , 
(IZAA) spectroscopy has been developed as an effective 
analytical tool over the last two years. This tech­
nique utilizes a Zeeman split-light source to per­
form atomic absorption analysis. l The Zeeman com­
ponents that are shifted away from the resonant 
analytical line are used to correct for light 
losses that are caused by processes other than ab­
sorption by the element of interest. This technique 
allows mercury to be determined at the one hundr'edth 
of a ppm level by passing the light through the 
smoke and vapors that are given off when biological 
samples (e.g. tuna fish, bovine liver, orchard 
leaves) are thrust into a furnace whose temperature 
is about 900°C.2 

The application of this technique to the de­
termination of cadmium and lead resulted in an 
interesting discovery. If large volumes of solution 
are inserted into the furnace, the water is rapidly 
vaporized leaving behind the lead or cadmium. 
Whereas the water vapor shoots through the furnace 
in two or three seconds, the lead or cadmium re­
quires 30 to 60 seconds for passage (depending upon 
the furnace temperature). We thus have a one stage 
gas chromatograph that is capable of performing a 
metal separation and determination in less than one 
minute. 

An understanding of the mechanism of this sep­
aration may be found by referring to Fig. 1. The 
vaporization occurs inside a probe that is inserted 
into the side arm of the furnace. The vapors are 
forced from the probe into a large volume sur­
rounding the cylinder through which the light beam 
is absorbed. They then flow through small holes 
into the absorption region. A flowing stream of hy­
drogen insures that the metal salts that result 
from this treatment will be converted to the atomic 
state and then these atoms will exit by passing 
through the absorption region. Separation occurs 
because of the large differences in volatility under 
these conditions. The volatization chamber is con­
structed from quartz and is heated by silicon car­
bide heating elements. Although this design should 
allow the use of temperatures higher than l400°C, 
there is no need to exceed 1100°C for cadmium and 
lead determinations.' 

This separation technique will only be effec­
tive if the metal salts can be caused to strike and 
momentarily stick to the walls of the furnace. As 
larger and larger volumes of solution are used the 
probability of interaction with the walls becomes 

Fig. 1. Furnace design for lead and cadmium de-
terminations. (XBL 755-2971) '. 

less and less. The present system is capable of 
separating cadmium salts from 0.5 ml of solution 
with negligible loss of cadmium. Lead salts are 
held less tenaciously by the quartz walls and 
losses occur at somewhat lesser volumes. 

This approach can be applied to solid samples 
by simply placing a known weight of the solid into 
the probe and adding an equal weight of concentrated 
ni tric acid. The probe containing the mixture is 
placed under a heat lamp for a few minutes so that' 
partial decomposition of the biological sample 
occurs. In order to determine the lead or cadmium 

" 
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concentration of the sample, the probe is inserted 
into the furnace and the signal generated is com­
pared to the signal generated from a reference 
solution. Experiments are in progress to define 
the capabilities and limitations of this procedure. 
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AN IMPROVED TECHNIQUE FORM QUANTITATIVE ASSAY OF 
SOILS AND SEDIMENTS FOR CADMIUM 

B. R. Moyer and T. F. Bud:i.nger 

Soils and sediments are appropriate environ­
mental monitoring sites for cadmium because they." 
comprise a major sink in the environmental progres­
sion of cadmium in the food chain. The increased 
usage of sewage sludge and phosphate (both high in 
cadmium) as fertilizers in agricultural soil has 
necessitated increased monitoring for ,reasons of 
public health. Cadmium levels from many agricul­
tural areas show significant elevation from a 
variety of sources. 1 

In our study of cadmium in San Francisco Bay 
sediments2 we found that the widely used acid-ex­
traction method of Nakagawa and Harmes3 proved to 
be inadequate for the desired sensitivity and re­
producibility. In comparing the results of their 
analytical procedures with the procedure we de­
scribe here for the recovery of added cadmium from 
soil, we can see a significant loss of true metal 
levels. The signal attenuation resulting from their, 
method is due principally to the large concentra- " 
tions of calcium, iron, and sodium (relative to 
cadmium) as well as the changes in sample viscosity 
resulting from preconcentration for analysis. Our 
analytical technique, which is based on previous 
investigations,3-IO consists of leaching out acid­
soluble cadmium, removing interfering elements by 
cation-exchange chromatography, and concentrating 
the cadmium by extraction into an organic phase. 

In 'the method we have deve10ped,~ 8 cm 3 of 
soil or sediment sample is dried (110°C for 8 hrs) , 
crushed, sieved « 1 mm), and redried (110° C for 
3 hrs). Approximately 10 g of the sample is then 
leached with a mixture of hydrochloric, nitric, 
and sulfuric acids (ratio = 10:7.5:1). The leaching 
is accomplished over low heat with stirring until 
a sufficient loss of liquid makes the sample vis­
cous. The sample is then washed with a dilute (3N) 
solution of hydrochloric acid in a Buchner funnel ". 

~until the filtrate is clear. The pH of the filtrate 
is adjusted to approximately 1.0. Samples can be 
analyzed directly at this point, but there is a 
potential for serious error if other metals such 
as iron are present. 

Cadmium is separated from the other major 
metals in soil using cation-exchange chromatography. 
Bio-Rad AG-50W-X8, a 50 to 100 mesh resin, is 
packed in a standard 50 cm3 buret (40 cm3 of resin 
bed) and used to elute cadmium quantitatively and 
to eliminate iron, sodium, and much of the calcium. 
The cadmium in the eluate is then complexed by the 
addition of a 5% solution of ammonium pyrrolidine 
dithiocarbamate and then extracted with water 
saturated Methyl Isobutyl Ketone CMIBK). This 
extraction further reduces the concentration of 

interfering cations. Atomic absorption analysis 
is performed on the organic phase. 

The method described above provides for a 
substantially improved sensitivity for cadmium. 
The MIBK solvent provides a uniform sample aspira­
tion , a uniform field of excited cadmium ions in 
the beam path, and an increased aspiration rate due 
a lower solvent surface tension relative to acid/ 
water mixtures. Figure 1 compares the relative 
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Fig. 1. Comparison of the relative atomic absorp­
tion signal strengths for cadmium in aqueous 
and organic phases. (XBL 738-5293) 



signal strengths for aqueous and organic phases and 
demonstrates the improved sensitivity using the 
organic phase. The method also eliminates the usual 
problems of interferences that result from high 
concentrations of calcium, iron, and sodium relative 
to cadmium when using a single beam atomic absorp­
tion instrument. 
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CAUSE OF LOSS OF HYDROGEN OVER VOLTAGE AT GRAPHITE 
ELECTRODES USED FOR ANODIC STRIPPING VOLTAMETRY* 

Ray G. Clem 

Anodic Stripping Voltametry (ASV) is an ex­
tremely sensitive method for determining the con­
centrations of certain metals in solution. We 
have used ASV extensively for the estimation of 
lead in estuarine waters and sediments. Our work 
requires the analysis of samples which are acidified 
to a pH> 1 but~ 3. Failures, manifested as a loss 
of hydrogen overvoltage, of graphite ASV electrodes 
under these conditions have been a serious problem 
and have prompted us to investigate the cause of 
these failures. 

Previous workers believed that the cause of 
failure of graphite ASV electrodes in acid solution 
was attributable to a solution invasion of the 
electrode along channels presumed to exist between 
the graphite particles apd the wax impregnator. l 
However, recent work with a graphite electrode, im-

.pregnated with styrene chemically bonded to the 
graphite by 60Co irradiation, demonstrated conclus­
ively that electrode failure was in some way related 
to the failure of the graphite itself. 2 

Two hypotheses were examined for the cause 
of the graphite failure: I} the formation of 
lamellar compounds between the graphite planes and 
2} oxidation of the graphite. The first proposed 
failure mode should be sensitive to structural 
alterations which seal off or reduce the accessible 
area between the graphite planes. The second fail­
ure mode should be sensitive to chemical conditions 
(especially the presence of oxidants) in the elec­
trochemical cell. 

Structurally-altered graphite electrodes 
were prepared by irradiation with fast neutrons. 
Although irradiation extensively disrupted the 
planar structure, the electrodes exhibited the 
same failure behavior as unirradiated graphite. 
Therefore, we felt that the first hypothesis could 
not be correct. Mercuric ion and especially Ag+ 
strongly calalyze the failure of the graphit~ elec­
trode in acidic solutions. The pressure of H + is 
assential to the function of the graphite el~ctrode 
for ASV applications. 

The second hypothesis seemed more likely 
after it was learned from further experiments that 
the behavior of electrodes used to the point of 
failure was the same as that of electrodes that had 
been treated with oxidizing agents such as 
S208 ' Mn04 ' and Ce4+. Further evidence in support 
of the second hypothesis was obtained using X-ray 
photoelectron spectroscopy and infrared spectros­
copy. X-ray photoelectron spectroscopy of an elec­
trode surface before and after use indicated an 
increase in oxygen content. Infrared analysis of 
an electrode used to the point of failure indicated 
the presence of carboxyl groups on the surface. 

A number of attempts were made to restore 
the oxidized electrodes. Treatment with diazo­
methane or lithium alwninum hydride resulted in sur­
face derivatives which were easily hydrolyzable or 
easily reoxidized. Photochemical decomposition of 
surface carboxyl groups with vacuum ultraviolet 
light gave an electrode with exceptionally good 
hydrogen overvoltage characteristics, but one 
which had virtually no sensitivity to ASB deter­
minable metals. After some use, the hydrogen over­
voltage characteristics of the electrode deteri­
orated and the ASV· performance improved. 

We conclude that the cause of failure of " 
graphite ASV electrodes is surface oxidation, but 
that some surface oxidation is required for good 
ASV performance; Attempts to produce electrodes 
which will operate reliably under acidic condi­
tions have not yet succeeded. At present, it is 
desirable, if at all possible, to work in solutions 
having a pH > 3 and preferably in the pH interval 
between 5 and 7. 
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AQUEOUS SULFIDE LEVEL DETERMINATIONS BY SOFT X-RAY 
FLUORESCENCE ANALYSES 

A. J. Hebert 

A previously described non~ispersive soft 
X-ray fluorescence spectrometer has been used to 
determine sulfide levels in natural waters. A 
technique has been developed that is applicable for 
solutions with inorganic and organic sulfides in 
the presence of other species, including sulfate. 

The method which has been developed uses a 
homogeneous group of silverplated copper disks. 
First, one of the disks is brought into contact 
with the water sample as shown in Fig. 1. After 
several hours the sulfide level decreases by several 
orders of magnitude. The sample is then weighed 
and used to calibrate the analysis. This is done by 
"spiking" with a carefully prepared and measured 
saturated solution of hydrogen sulfide in water. 
A second silver disk placed in the spiked sample and 
left for several hours is analyzed to provide a 
calibration point. 

Fig. 1. Method for field monitoring H2S and sulfide 
levels in waters. A water sample is placed in the 

.plastic bottle and a silver disk is suspended in 
the water with a plastic rod attached to the bottle 
cap. (CBB 748-5750) 

A typical calibration line is shown (Fig . 2) 
along with several observed sulfide levels in nat ­
ural waters . The calibration figure is obtained by 
2-minute spectrometer runs using a silver anode to 
generate the exciting radiation. 

In studies with natural waters 2 a difference in 
the appearance of the sulfide deposit on the disks 
is observed when the water has not been filtered 
through a 0.45 ~ filter as compared to the pattern 
from the same water after filtration. This may be 
due to the presence of organic sulfide species. 
Further studies should lead -to a better under­
standing of this phenomenon. 
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Fig. 2. A calibration curve showing sulfide levels 
versus observed sulfur soft X-ray intensity. 

(XBL 747-3624) 
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POINT MEASlJRB'.1ENT OF NOZ 

Y. Agrawal, T. Hadeishi, and R. McLaughlin 

An instrumentation development program is 
being undertaken to study combustion phenomena. 
Most practical combustion systems are both dirty 
(i.e. contain particles) and turbulent, and most 
present-day instrumentation in use by combustion 
researchers is nonspectroscopic. It involves the 
extraction of combustion products using sampling 
probes, and hence is inherently incapable of the 
fine spatial and temporal resolution necessary to 
study the microscopic details of the processes in­
volved. The program at this moment is to develop 
NOx monitors, based on monitoring the fluorescence 
excited by a laser . 

The development of an NO Z monitor is the first 
step . The gas mixed in small concentrations in air, 
would be excited by an Ar+ laser. The fluorescence 
spectra excited from NOZ would be characterized 
for the available Ar+ wavelengths. (NOZ fluoresces 
when excited by light in a wide part of the visible 
spectrum). Figure 1 shows typical spectra for two 
laser wavelengths ALI and ALZ' The ratio 

llA 
J Sl (A)dA 

r = -f!:,'A--'=------

J S2 (A)dA 

is characteristic of the species NOZ' This test 
ratio r will be used to determine If the fluores­
cent species is NOZ, thus discriminating against 
other fluorescent species and particulates. 

S (X) 

Fig. 1. Typical fluorescence spectra excited by 
two laser wavelengths (AL and AL ). The 

1 Z 
ratio of 
pass llA 
stant r 

the integrated intensity over band­
provides a characteristics test con­
for NO Z' 

(XBL 76l-Z0l4) 

Figure Z shows the schematic of the NOZ de­
tector under development. Two wavelengths are ex­
tracted from the Ar+ laser. The plane of polariza­
tion of Al is rotated 900 by use of a quarter­
wave retardation plate. Both beams then pass through 
a variable retardation plate whose axis of polariza­
tion is controlled by an oscillator. Thus, only 
one beam passes through at any instant. The beam 
is focussed by a diffraction-limited lens to a 
narrow diameter in the measurement region. The 
monochromator allows fluorescent light of bandwidth 
llA to fallon the photodetector. The resultant 
ratio r is tested electronically and, if it is 
within tolerance limits, one validated measurement 
is recorded on a computer. The intensity of the 
fluorescence 

llA 
signal, J Sl (A)dA 

indicates the number density 

of the fluorescent species. 

The identical method will be employed with NO 
detection. However, NO has selected strong absorp­
tion bands in the ultraviolet and therefore new 
light sources such as a frequency doubled NZ-
pumped dye laser or atomic lamps must be used. 

The achievable spatial resolution i s essenti­
ally diffraction-limited. The time resolution will 
depend on the strength of the fluorescence signal 
in the absolute (i.e. effective emission cross­
section) as well as in comparison to the flame back­
ground. 

Ha lf wave 
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Ar+laser ~ 
A2 
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\ 

Fig. Z. Schematic diagram showing NOZ detector. 
(XBL 747-36Z4) 
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New Technology and Spin-off Research 

INTRODUCfION 

This section includes reports on work related 
to new technologies that are not dealt with else­
where in this report and reports on research that 
has been made possible by capabilities developed 
in other division projects but which is not neces-

' sarily related to energy or the environment. 

New technologies described here concern 
studies of the feasibility of using intense bursts 
of high energy electrons for rock excavation, and 
work directed toward improvement of the Bay Area 
Rapid Transit(BART) District' s automatic train 
control system . The former brought LBL' s experi­
ence in particle accelerator design and construc­
tion to bear on a problem of great importance in 
the construction of tunnels for aqueducts and 
roadways . In the BART project, the Laboratory 
assisted in the development of train control pro­
cedures that enabled the Transit District to 
initiate revenue service in the San Francisco Bay 
tunnel. 

Sickle cell anemia and luminescence in cadmium 
sulfide are the subjects of two reports on "spin­
off" research. The sickle cell anemia work grew 
out of an attempt to preserve parts of the photo­
chemical system in chloroplasts with the aim of 
constructing an in vitro system for the production 
of hydrogen by solar energy (see Solar Energy Sec­
tion). In the course of these investigations it 
was realized that the same s trategy applied in a 
much milder manner might be useful in preventing 
the s ickling of human erythrocytes. 

The studies of luminescence in cadmium sul fide 
were made possible by the development of a power­
ful laser for use in Raman spectroscopy (see 
Instrumentation and Measurement section) . The 
results obtained are of interest primarily in basic 
solid state physics. However an understanding of 
cadmium sulfide may be of use in the development 
of photovoltaic cells for the direct conversion 
of solar energy to electricity. 

rNT8~SE SUB-MICROSECOND ELECTRON BURSTS PRODUCE ROCK SHATTERING 

Robert T. Avery , Denis Keefe, Tor L. Brekke and lain Finnie 

Tests have demons trated that an intense short­
duration pulse of energetic (.L 1 MV) el ectrons 
can produce significant volume removal in a variety 
of rocks. Some results from these tests, together 
with discussion of the associated microsecond 
fracture processes, are given below. The prospects 
of applying this teclmique to rapid tunneling 
through hard rock are also discussed. 

Rock samples ranging from very hard to soft 
were tested, including greenstone, granite, basalt, 
limes tone, sandstone, shale and damp adobe clay. 
Removal of rock from the face was demonstrated 
on all types. In general, for the same energy 
input, softer rock shows greater spall volume 
than hard rock and wet rock exhibits greater spall 
volume than dry rock. The spall debris is of .fine 
nature, being either sand, dust or small flakes. 

: Spall volumes of typically one to almost a hun­
dred cubic centimeters are produced by a single 
burst of electrons of less than one microsecond 
duration and having from 3 to 64 kilojoules of 
energy content. This t echnique has been labeled 
"shock spalling." A few of the bombarded rock 
samples are shown in Figs. 1 and 2 and the results 
of some of the bombardments are tabulated in 
Table 1. 

Based on the more than one hundred test shots 
conducted, the following characteristics of the 
shock spalling mechanism have been demonstrated: 

1. It produces spalls on all rock types t es ted 
and on clay. 

2. There is a threshold energy input below 
which spalling does not occur. The thres ­
hold value is primarily a function of 

rock type and moisture content. 
3. Generally , the results are reproducible, 

as shown by repeatable front and rear 
spalls on identical tests . 

4. Stronger and tougher rocks generally show 
less spalling for the same energy input. 

Fig. 1. Wet Sierra granite block 10 em thick bom­
barded in air with single shot (12.5 MV, 
64 kJ, 160 ns) from Hermes II electron accel­
erator including spall debris therefrom. 
Larger pieces of debris are from upper edge 
of block and might not have been removed if 
the block had been larger. (XBB 741-335) 



Fig. 2. Wet greenstone block 11 em thick bcm­
barded in air with single shot (12.S MV, 
64 kJ, 160 ns) from Hermes II electron accel­
erator, including spall debris therefrom. 
Note crack going through to rear of rock. 

(XBB 741-344) 

S. Wet rocks generally show more spalling 
than dry rocks for the same energy input. 

6. Wet granite at O°C, SO°C, and 7SoC spalls 
similarly to wet granite at room tempera­
ture. 

7. Oven-dry granite spalls the same as room­
dry granite. 

8. Rocks bombarded in vacuum also spall. 
9. The spall size and depth at the front sur­

face are independent of the thickness of 
the rock sample bombarded (tested only at 
thicknesses ~ 2.S electron penetration 
depths). 
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10. If the energy f luence of a beam pulse is 
substantially above threshold for front 
surface spalling and the rock sample is 
thin, spalling can also occur at a rear 
free surface. 

11. Successive nearby pulses (but separated 
in time by many minutes) generally enhance 
the spalling process. 

12. Greater accelerating voltage produces 
deeper spalls and generally shows more 
favorable specific energy. 

13 . Spall debris is small f lakes, sand and 
dust which should facilitate debris remova1 
by hydraulic slurry or pneumatic means. 

14. In several cases, substantial cracking 
occurred in the rock body outside of the 
spall zone. 

The electrons deposit substantially all of 
their energy content as an impulse of heat within 
the volume of rock immediately below the rock 
surface. The restrained thermal expansion produces 
a compressive stresswave that reflects from the 
free front surface as a tensile stresswave of 
short time duration (- 1 ~s). Spalling due to this 
tensile stresswave appears to be the dominant 
fracture mechanism. Calculations indicate that 
the magnitude of the tensile stresswave needed 
to cause fracture is significantly greater than 
the static tensile strength of the rock. Con­
sidering that cracks can propagate only very short 
distances during transit of the tensile stress­
wave, the higher dynamic strength can be explained 
quantatitively by the requirement that fracture 
occurs essentially silnul taneously at a multitude 
of nucleation centers across the rock face. For 
wet rock, there also is evidence that heating of 
the water in the rock interstices by both direct 
electron beam heating and by thermal diffusion 
from the rock volume produces a thermo-hydraulic 
pressure which contributes to the greater spall 
volume observed. 

Table l. Single-shot spall data for several tests using Hermes II Accelerator, January 1974. 

Colorado White 
Red Lim estone Sierra Na pa 

Sandstone (Ma rble ) Granite Basalt Greenstone 

Compressive strength MN/m 
2 43 58 180 3 20 270 

103 psi 6 8 26 4 6 40 

Young's modulus of ela stic ity GN/m2 13 4 1 54 72 99 
10 6 psi 1.9 6 8 10 14 

Shot i denti fi cation number 9 163 9 165 9 151 9 152 9 155 

Mean accelerating voltage MV 9 9 9 9 9 

Standoff distance em 18 18 18 18 18 

Total e ner gy deposited kJ 64 64 64 64 64 

Spall diam et er em 12 12 13 13 12 

Spall area 2 - 110 - 110 - 130 - 130 - 110 em 

Spall d e pth. max. em 1 .5 1.1 1.1 1.0 0 . 7 

Volum e rt:!moved 
3 82 57 75 53 51 cm 

Specific ene r gy kJ/cm 3 0.78 1.11 0 . 85 1 . 21 I. 25 
(Energy depOSited/volume removed) 

.-
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Tunneling, mllllng and other excavation in 
rock are promising applications for the shock 
spallll1g technique, although it is clear that 
additional research and engineering are needed. 
The national need to reduce the cost and increase 
the speed of underground excavation and tunneling 
is well known. The specific energy levels reported 
here may be low enough for economic feasibility, 
but even lower values appear likely. Beam param­
eters not yet tested may produce more efficient 
spalling. Lateral compressive stresses due to 
residual heat during high-repetition-rate bom­
bardment as well as those generally prevailing in 

. in-situ rock may enhance the shock spalling ef ­
ficiency . Also, residual damage from earlier pulses 
should enhance spalling during repetitive bom­
bardment. In addition, a variety of strategies 
for using shock spalling in combination with other 
methods can be considered, such as cutting a pat ­
tern of grooves by shock spalling followed by re­
moval of intermediate material by mechanical 
means. These improvement factors lead to the expec­
tation of specific energies in the range of 100 
to 1,000 joules/cm3 or perhaps lower. 

The prospects appear promising for technical 
and economic feasibility of a pulsed electron tun­
nel excavator capable of tunnel advance rates 
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approaching 75 meters ( _ 250 feet) per day through 
hard rock. This compares to conventional tunneling 
rates through hard rock of the order of 9 meters 
(-30 feet) per 24-hour day under favorable 
condi tions . 
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* STUDIES CONCERNING RAPID TRANSIT 

D. Theodore Scalise, Don M. Evans, Allan A. Arthur, 
David Bereznai, Martin Graham Raymond Louis, Kenneth G. Wiley 

LBL's association with the rapid transit 
industry began in 1974 when the California Public 
Utilities Commission and the Bay Area Rapid Transit 
District (BART) had come to an impasse over certi­
fication to begin full operation. The chairman of 
the State Senate Committee on Public Utilities, 
Transit and Energy, asked LBL to give technical 
advice on BART's readiness to begin safe service 
and also the impact of safety problems on its 
economic future; A contract with BART itself fol­
lowed, so that now LBL provides technical help to 
BART to improve reliability and advice to the 
Senate Committee with respect to safety provisions. 

At the time LBL began work, difficulties con­
cerning the reliability of the automatic train 

: control (ATC) system presented BART with two prob­
lems. First, the District needed an interim back­
up system for ATC that could be implemented 
rapidly so that Trans -Bay revenue service could 
be initiated. Second, a permanent improvement to 
the ATC that would enable the transit system to 
be operated at its full design capacity was re­
quired. 

The ATC back-up system used by BART in the 
operation of its trains divided the track into 
zones separated by stations. The back-up system, 
known as the Computer Augmented Block System 
(CABS), was initially operated in a mode which 
required a two station separation between trains. 
However, that much separation made it impossible 
to operate revenue trains on the key link in the 

BART system, the Trans-Bay tunnel . In order to 
begin Trans -Bay service, BART undertook a modifi­
cation of CABS so that trains could be operated 
with a one station separation . LBL participated 
in an evaluation of the modification and made a 
number of recommendations which were implemented 
to improve the safety and integrity of the system . 

An important LBL recommendation was to provide 
Zero Speed Gates in the system. These electronic 
gates were installed at the exit of each station 
to stop trains automatically in case of station 
run-throughs. 

After a full-scale test of the system in 
August, BART initiated Trans-Bay service in 
September. Operating experience since that time 
has shown that there have been station run­
throughs by trains which could have resulted in 
a serious safety hazard for passengers of the 
trains had they not been stopped by the Zero Speed 
Gates. 

The BART Board of Directors formally acknowl­
edged the important role of the Laboratory in 
allowing BART to achieve successful Trans-Bay 
service. On November 14, 1974, LBL was presented a 
citation by the Board which "does hereby take 
public cognizance of the inestimable value of the 
work of the Lawrence Berkeley Laboratory in im­
proving the level of service ... contributing to 
the state of the art of the entire rapid transit 
industry ... " 



The CABS ATC back-up system, however, does 
present some limitation on operating efficiency. 
Most importantly, CABS requires that trains be 
operated with six minute headways. This is three 
times longer than the design headways, consequently 
the system cannot be operated at full capacity. 

Since the beginning of this project LBL has 
been involved in monitoring work on a pennanent 
back-up system to replace CABS. This back-up sys­
tem is known as the Sequential Occupancy Release 
(SOR) system and requires that positive occupancies 
occur along the route of travel before releasing 
occupancy indications behind trains. 

The basic logic of the SOR system was agreed 
upon before LBL began work. However, a number 
of design problems remained to be settled. LBL 
participated in an evaluation of the proposed 
design of SOR and made a number of recommendations 
which were incorporated in the system. The most 
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important of these was that the system should be 
implemented using digital processors as opposed 
to a hard-wired logic system. This configuration 
will make it possible for the system to evolve as 
new problems are identified. 

Currently, LBL engineers and computer 
scientists are engaged in a program to improve the 
reliability of BART's trains and control systems. 
The program includes monitoring the implementation 
of the SOR back-up for the ATC and a study of other 
problems, such as worst-case braking rates, that 
are critical to attaining full -service. 

FOOTNOTE 

* Work supported by the Stat e of California Senate 
Committee on Public Utilities, Transit and Energy 
and by the San Francisco Bay Area Rapid Transit 
District. 

PREVENTION OF SICKLING OF HUMAN ERYTHROCYTES BY IMIDOESTERS* 

L. Packer and E. N. Bymun 

Sickle cell anemia is a debilitating and 
ultimately lethal genetic disorder . The molecular 
defect in the disease involves the substitution of 
a molecule of valine for glutamic acid in the sixth 
position of the B chain of hemoglobin. This defect 
is manifested in a number of abnormal properties 
in the erythrocytes. Most notably, deoxygenated 
sickle erythrocytes assume a characteristic 
"sickle" shape. 

Recently, a number of investigations have 
been directed towards developing a treatment for 
the sickle cell disease. Several attempts to 
inhibit sickling by modification of the hemoglobin 
molecule in vitro have been successful . Nitrogen 
mustard has been reported to inhibit tickling by a 
direct effect on hemoglobin gelation . Cyanate 
appears to act by modifying hemoglobin oxygen 
affinity .2,3 Clinical trials suggest that cyanate 
may be therapeutically beneficial in sickle cell 
disease, but potential side effects exist. It is 
general ly believed that the anti-sickling activity 
of cyanate resides in its ability to carbamylate 
the N-terminal amino residues of the a. chains of 
hemoglobin . 

Experiments conducted by us this past year 
have suggested the potential usefulness of a new 
class of compounds as anti- sickling agents. We 
have demonstrated that the treatment of sickle 
cells with imidoesters results in the prevention 
of in vitro sickling. 4- 6 The imidoesters under 
stuay and their amidination reactions with proteins 
are illustrated in Fig. 1. Proteins that have been 
amidinated show minimal alteration of enzyme 
activity, antigenicity, and physical properties. 
At slightly alkaline pH, imidoesters react pre­
ferentially with E amino groups of proteins. 

The action of the imidoesters under study is 

IMIDO ESTERS 

MONOFUNCTIONAL 

+ 

~H2 
CH3-C-0-CH2 CH 3 

+ 
NH 2 
II 

CH3-C- 0-CH2 CH 2 S03 

BIFUNCTIONAL 

Methyl acetimidate (MA) 

Ethyl acet imid ate (EA) 

Isethionyl acetimidate (ITA) 

R = -CH 2- Dimethylmalonimidate (DMM) 

R = -(CH 2 )4 - Dimethyladipimidate (DMA) 

R = -(CH 2)6- Dimethylsuberimidate (DMS) 

R = -(CH 2)2-S-S-(CH 2)2 

D it h io- bi s- Dim ethyl proprioim idate 
(DMSSP) 

AMINIDA TION WITH BIFUNCTIONAL REAGENTS 

+ + 

~H2 ~H2 
H3C-0-C-R-C-OCH 3 + 

Fig. 1. Structure and reaction of imidoesters 
being investigated as anti -sickling agents. 

(XBL 751-4642) 
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shown in Fig. 2. In completely deoxygenated sickle 
erythrocytes, 50% inhibition of sickling occurs 
with a concentration of the bifunctional imido­
esters DMA and DMS of about 500 ~m for a solution 
with a 20% hematocrit. The monofunctional reagent 
EA is almost as effective. On the other hand, ITA, 
a monofunctional reagent that does not readily 
permeate membranes because of its S03 group, has 
very little effect. In other experiments we have 
found that DMSSP is also an effective anti-sickling 
agent in the same general concentration range as 
DMA, DMS, and EA. Furthermore, DMSSP, a cleaveable 

_ bifunctional reagent, inhibits sickling even after 
the di- thio bridge is broken by adding reduced thiols. 

The consequences of treating sickle erythro­
cytes with these reagents is being investigated in 
terms of a variety of structural and met abolic 
parameters. For example, our studies with DMA 
show that the net r+ loss from sickle cells incu­
bated under hypoxic conditions, a parameter which 
has regarded as a quantitative measure of the 
amount of sickling, is virtually eliminated. 

The viscosity of deoxygenated sickle erythro­
cytes, because of their shape, is greater than 
normal cells. The viscosity of DMA treated and 
control cells was measured in a cone p.late micro­
viscometer at several shear rates . It was found 
that the viscosity of DMA treated sickle erythro­
cytes equilibrated with 95% nitrogen plus 5% C02 
was in the range of normal cells. 
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Fig . 2. Prevention of the sickling of human ery­
throcytes in vitro under completely deoxy­
genated conaitions. In vitro sickling was 
assessed after deoxygenat i ng the cells with 
sodium metabisulphide after treatment with 
10% formaldehyde 500 cells were counted to 
determine the number of fixed sickle cells. 
Similar results to those shown here have also 
been obtained in cells that have been equili­
brated for one hour with 3% oxygen.(XBL 751-4644) 

Scanning el ectron microscopy has been used 
to expose the surface characteris tics of sickle 
erythrocytes. Figure 3 shows the normal shape of 
oxygenated sickle erythrocytes, sickled cells 

Fig. 3. Scanning electron micrographs of sickle 
erythrocytes a) oxygenated cells 
b) deoxygenated cells, c) deoxygenated cells 
previously treated with DMA under oxygenated 
conditions. (XBB 751-839) 



under deoxygenated cells after prior treatment 
with DMA. These morphological studies taken to­
gether with the viscosity data and potassium 
leakage suggest that the normal rheological prop­
erties of sickle erythrocytes are retained after 
amidination. 

Preliminary studies in sickle erythrocytes 
reveal that 5 ruM DMA treatment does not sub­
stantially alter glucose consumption, lactage 
production, i.e., glycolypic enzyme activity. 
ATP synthesis is also detained. 

The whole blook oxygen affinity, expressed 
as p50 (oxygen tension at which hemoglobin is half 
saturated) was determined after equilibration of 
the samples with gas mixtures containing various 
concentrations of oxygen (plus 5% CO2 and the re­
mainder as nitrogen). The hemoglobin oxygen af­
finity of sickle and normal cells was increased 
following treatment with DMA. 

Amidination reactions by imidoesters as in 
this investigation would preferentially react with 
Lysines of the E-amino group, but reaction with 
N-terminal amino groups would also be expected. 
As a result, imidoesters may act like cyanate to 
alter hemoglobin oxygen affinity. However, unlike 
cyanate, inhibition of sickling occurs even under 
completely deoxygenated conditions indicating that 
factors other than altered oxygen affinity are 
also involved. 

The mechanism of the inhibition of sickling 
by imidates is presently unknown . However, the 
preventing of sickling by the monofunctional EA 
reagent, suggests that modification of hemoglobin 
oxygen affinity probably largely accounts for the 
prevention of sickling. However, a combined effect 
on both the membrane and hemoglobin may be involved 
in the action of bifunctional reagents. Thus the 
degree to which chemical modification and/or cross­
linking may account for the effectiveness of 
bifunctional reagents is unclear. 
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Although it is premature to antlclpate a 
significant clinical role for imidoesters in the 
treatment of sickle cell disease, it is of inter­
est that they act at concentrations several orders 
of magnitude lower than cyanate. The marked in­
hibition of sickling and apparent lack of major 
effects on metabolism suggest that they may be 
used without seriously disturbing normal red cell 
physiology. Any therapeutic application of these 
reagents would likely involve extracorporeal 
treatment. 

Since sickle erythrocytes have a circulating 
lifetime about half that of normal erythrocytes, 
it is possible that treatment with the cross­
liking reagents may be useful in stablizing the 
functioning lifespan of such cells. Stabilization 
of normal erythrocytes may also be possible so 
as to possibly preserve them during in vitro stor­
age. These studies seem sufficiently-Promislng 
such that further investigation of what might be 
termed "enzyme engineering" of erythrocytes seems 
warranted. 
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LUMINESCENCE OF CdS GENERATED BY HIGH INTENSITY 
EXCITATION BELOW THE BAND GAP" 

A. Mysyrowicz,t A. J. Schmidt, Y. R. Shen 
P. Robrish, and H. Rosen 

In recent years, photoluminescence under high­
intensity excitation has been investigated in a 
large number of semiconductors. In particular, 
the case of CdS has been studied by several re­
search groups using laser excitation with photon 
energies larger than the band gap.1-6 Several new 
features in the luminescence spectrum were ob­
served. The observed spectra and their intensity 
dependence are in good qualitative agreement among 
various groups, although the interpretations vary 
to a considerable extent. Most people, however, 
believe that the new features in the spectrum 
are due to a high exciton concentration and the 
existence of exciton molecules. It is conceivable 
that by studying the luminescence with tunable 
laser excitations around the exciton lines and 
the band edge, one might obtain some clarifying 

information about these new features. We report 
a preliminary attempt along this line. 

The experiments were carried out on pure vapo~­
phase grown CdS single crystal platelets that 
were immersed in liquid helium below the A point. 
At all laser excitation frequencies we studied, 
either below or above the band gap (2.582 eV), 

.. 

with or without linear absorption, the luminescence 
spectra under sufficiently high-intensity excita­
tions showed features reminiscent of results in 
previous reports, where the excitation frequenc ies 
were always larger than the band gap . As an ex­
ample, we present in Fig. 1 the intensity-dependent 
luminescence spectra at two excitation frequencies, 
one at 2.5542 eV close to the peak of the AI, (longi ­
tudinal) excitation, and the other at 2.5511 eV 
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Fig. 1. Intensity dependence of the luminescence 
of CdS for two selected excitation frequencies; 
hv = 2.5511 eV(left) and hv = 2.5542 eV 
(right). The spectra were taken in the back­
ward geometry. The exciting light is polarized 
/I to the c-axis of the sample. The lumines­
cence is predominantly polarized 1 to c. The 
excitation laser intensities are: . 
(a) = 0.01 MWLcrn2; (b) 0.1 MW/crn2; . 
(c) = 1 MW/crn2. The luminescence spectra are 
magnified by the amount shown in the figure. 

" The sharp line on the right side of the spec­
tra is due to elastically scattered laser 
light. (XBL 7411-7601) 

where no linear absorption structure was observed. 
In both cases, at the lowest intensity (Fig. 1a), 
we obtained the usual -low-excitation luminescence 
spectrum. At higher excitation 'intensity (Fig. 1b), 
a broad line (called M) appeared on the low energy 
side of the bound exciton line 12 and started to 
dominate the spectrum. With.even higher excitation 
intensity (Fig. 1c), another broad line (called P) 
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centered around 2.53 eV appeared and grew nonlin­
early with the excitation intensity. It eventually 
outgrew the M line and its peak shifted slightly 
to lower energy. . 

The design of our laser did not allow us to 
monitor the luminescence intensity under constant 
laser excitation while the laser was continuously 
tuned over a large frequency range. We could, how­
ever, do so over small frequency intervals. As 
shown in Fig. 2a, with low excitation intensity, 
(~1 ~J per pulse), the excitation spectrum of 
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Fig. 2. (a) Excitation spectrum of the 12 emis­
sion line (backward geometry). The spectrom­
eter bandpass (1.5 MeV) was centered at the 
peak of the 12 line and the excitation fre­
quency was scanned over a region near the 
A (n = 1) exciton line with a laser intensity 
of _ 0.03 MW/crn2. The input polarization was 
parallel to c and the output polarization 
perpendicular to c. 

2(b) Excitation spectrum of the M line taken 
under similar conditions but with a laser in­
tensity of 1 MW/crn2. Note that the emission 
intensity in (b) is much larger than in (a). 

(XBL 7411-7603) 



the 12 luminescence line shows clear resonant en- . 
hancement at the three exciton lines AL (2.5542 
eV), A (2.5534eV), and AF (2.5510 eV). But with 
high excitation intensity, the excitation spectrum 
of the !vI line showed no sharp structure but only 
a general decline towards the low frequency side. 

We did measure the luminescence spectra of CdS 
at a constant high-excitation level (8.8 ~J per 
laser pulse) while varying the laser excitation 
frequency between 2.5300 and 2.5693 eV in steps 
of 2.2 MeV. Figure 3 summarizes the results for 
laser polarizations both perpendicular and 
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Fig. 3. Peak intensity of M line luminescence as 
a function of excitation photon energy for 
input polarization E: II c and -;; 1 c. The data 
were taken in the forward geometry with a 
laser power of 0.5 MW/cm2. (XBL 7411-7602) 
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parallel to the c-axis. The peak intensity of the 
M line first increases slowly with decreasing ex­
citation frequency, reaches a peak near the A ex­
citon lines, and then drops below the noise level 
at _ 2.535 eV. There is no obvious fine structure 
in these excitation spectra. 

Shionoya et al. 4 have designated the M line 
as arising from the decay of excitonic molecules. 
Hanamura7 has predicted the direct formation of 
excitonic molecules via giant two-photon absorp­
tion. Gale and Mysyrowicz8 have observed such a 
resonant line in the excitation spectrum of ex­
citon-molecular luminescence in CuCl. However, we 
could not find any resonant enhancement in the ex­
citation spectrum of the M line (see Fig. 3) in 
the region corresponding to a molecular binding 
energy given by either Figueira and Mahr,3 or 
Shionoya et al.,4 or to any other reasonable 
binding energy. This suggests that either the M 
line is not due to decay of excitonic molecules, 
or that the corresponding molecular state cannot 
be reached by direct two-photon absorption. 
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Fossil Energy Research and DevelopIllent 

INTRODUCTION 

The emphasis in our fossil energy work is on 
the conversion of coal to cleaner and more conven­
ient fuels. This emphasis is derived both from the 
.recogni tion that coal, by far the Nation's largest 
fossil fuel resource, must play an increasingly 
important role in the Nation's energy future, and 
from the fact that the problem of coal conversion , 

• • presents a major technical challenge to the scien­
tific and engineering community. 

Coal as a fuel suffers from two disadvantages: 
1) it is a solid, and Z) it is dirty (i.e., im­
pure). As a solid it requires very sophisticated 
and expensive combustion apparatus for efficient 
burning. As a dirty fuel it presents a hazard both 
to human health and to the environment when it is 
burned. For these reasons it is desirable to 
convert coal to liquid (the most convenient) or 
gaseous (the cleane?t) fuels. 

Coal conversion is not a new problem the 
production of liquid and gaseous fuels from coal 
has been often demonstrated in some instances on a 
commercial basis. However, existing methods are 
not at present economically competitive. This is 
largely because of- the extreme conditions required. 
for coal conversion in these processes and the in-

efficiency of the processes. One way to improve 
processes for coal conversion is by developing 
better methods for catalysis of the reactions in­
voled. This problem of catalysis is at the heart 
of our coal research program. 

We are approaching the problem of catalysis 
on three fronts. First the fundamental mechanisms 
of catalysis are examined by sophisticated physical 
methods. Second, improved methods are sought for 
bringing catalysts into contact with coal. And 
third, systematic searches are made for better 
catalysts for coal liquefaction and gasification. 

All of the Energy and Environment Division's 
coal conversion work was initiated in July of 1974. 
For this reason the results that are reported here 
are preliminary and we have emphasized our plans for 
future work. 

A project related to fossil energy in a some­
what more advanced stage is a study of the catalyst/ 
absorbents for stack gas cleaning. In this project 
iron oxide has been shown to be potentially useful 
for a dry process that not only achieves high NO 
and SOZ removals, but also converts NO to innocuous 
materials and SOZ to a saleable product. 

EVALUATION OF CATALYSTS FOR COAL GASIFICATION 

M. Veraa and A. T. Bell 

As presently conceived, the conversion of 
coal into synthetic natural gas requires three 
steps: 1) gasification to produce a mixture of CO 
and HZ, Z) water-gas shift to increase the 
HZ/CO ratio, and 3) methanation (CO + 3HZ + CH4 
+ HZO) to produce a final product which is essenti­
ally methane. The first of these steps is highly 
endothermic and requires a partial combustion of , 

. the coal to provide the necessary energy. In con­
trast ~he methanation step is highly exothermic. 
Clearly, a combination of these two steps into one 
would be highly desireable in terms of energy and 
~quipment utilization. Thermodynamic calculations 
show that such a process could be achieved if steam 
and coal were contacted at temperatures below 
300°C. To accomplish'this a catalyst is required 
that would promote the gasification reaction at 
these temperatures. 

The objective of this project is to identify 
practical catalysts which can be used to achieve a 
reduction in the gasification temperature without a 
sacrifice in the rate. To date an apparatus has 
been designed and constructed to study the rates of 
gasification of coal samples impregnated with a 
catalyst. In this apparatus the sample is suspended 

in a high temperature furnace from the beam of a 
microbalance. Gasification is achieved by passing 
a mixture of steam and oxygen or hydrogen over the 
sample. The composition of the product gases is de­
termined by gas chromatography. 

Our current work is focused on the screening 
of potential catalysts. These materials will include 
transition and alkalai metals we well as their 
oxides and sulfides. The catalyst will pe introduced 
into the coal pore structure by standard impreg­
nation techniques from a solvent in which the 
catalyst precursor (i.e., a salt or complex) is 
soluble. Coals of different rank will be examined 
to assess the effects of'C/H ratio on the rate of 
gasification. 

Once a series of candidate catalysts has 
been identified attention will be directed to 
establishing the effects of gasification conditions, 
namely temperature, pressure, and gas composition. 
During this phase of the work, attention will also 
be devoted to identifying the effects that coal 
pretreatments such as partial oxidation or heating 
in an inert environment might have on the gasifica-
tion rates and products. -
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COAL CONVERSION CATALYSIS 

Donald W. Blakely and G. A. Somorjai 

We have begun a study of the catalyzed surface 
reactions leading to the liquefaction of coal by 
metal ligand catalysts. A high-ash bonded coal was 
studied by Auger electron spectroscopy and x-ray 
photoelectron spectroscopy. All the elements pres­
ent in the bulk coal (C, N, 0, Al, Ti, Si, S. Ca, 
Fe) were detectable within the top 10 to ZO A of 
the surface, with much higher concentration on 

fractured surfaces than an polished surfaces. With 
these techniques the chemical bonding changes dur­
ing catalysis may be monitored. As a first step we 
are studying synthetic coals. These are pure, highly 
aromatic hydrocarbon polymers similar to ordinary 
plastics. They will be studied for surface crystal­
linity, electronic conductance and low energy elec­
tron damage as well as catalytic depolymerization.· 

SELECTIVE HYDROGENATION OF COAL: CHEMICAL ENGINEERING ASPECTS 

E. A. Grens, E. E. Petersen, A. T. Bell, T. Vermeulen, 
K. Conklin,T.Derencsenyi, D. Draemel, L.Jossens, D. J. Medeiros, and s.Salim 

INTRODUCTION 

This project has as its objective the devel­
opment of methods, for conversion of coal into 
liquid "synthetic crude oil" or petrochemical feed­
stocks, and/or ash- and sulfur-free solid'fuel, ' 
at lower temperatures and pressures than are re­
quired for existing methods. The general approach 
we have taken is that of selective hydrogenation 
or hydrogenolysis of the coal, especially through 
use of homogeneous catalysis. Since coal is com­
posed to a large extent of fused-ring hydroaromatic 
structures, connected by chemical bridges such as 

-CHZ-' -0-, -S-, -~O-, and -NH-, these bridges ap­
pear susceptible to selective scission by proces­
ses of the type considered here. 

Progress in the past year, the first year 
for the project, has occurred in four interrelated 
aspects of the project: 1) studies of the action 
of organic hydrogen donor solvents on coal, 
Z) investigation of the effect of reaction and ex­
traction on the physical structure of coal, 
3) catalytic hydrogenation of organic structuresre~ 
sembling those in coal; and 4) examination of the 
interaction of coal with molten salt solutions .. 
All our tests have been with a western sub-bit­
uminous coal from the Roland seam of the Wyodak 
mine, Wyoming. 

EFFECT OF HYDROGEN-DONOR SOLVENTS ON COAL (Grens, 
Draemel) 

Experiments have been initiated to clarify 
the nature and extent of the effect of hydrogen­
donor solvents, such as tetralin, on coal under 
well-controlled conditions. They consist in sub­
jecting the coal to the solvent in question in 
a continuous Soxh1et type extraction unit at con­
trolled temperature and pressure for extended 
periods. The yield and characteristics of the ex­
tract, including molecular-weight distribution, 
are determined as functions of reaction conditions. 
The effects on solid residue are examined in re-
lated work. ' 

A high-pressure Soxhlet-type extraction unit 
has been constructed capable of operating at 
pressures of from 0 to -700 psia (47 atrn) and 

at temperatures of from -700 to 700°F (ZlO to 
370°C). The unit operates at solvent boiling tem­
erature, with temperature automatically controlled 
through pressure control. Temperature deviations 
are generally less than floC. The system is capable 
of continuous automatic operation for long periods 
of time, i.e., hundreds of hours. 

Several experiments on Roland seam coal have 
been conducted with tetralin and decal in as solvents, 
as well as with hexane as a control (non-hydrogen 
donor) solvent. These extractions have been con­
ducted at 150°, ZOOO and Z50°C for Z and 4 hours. 
Additional runs have been made for 60 hours and "to 
completion" (as determined by evaporation of extrac­
tion solvent) or -ZOO hours; see Figs. 1 and Z. 

The extracted coal samples will be character­
ized by Medieros and Petersen with BET surface 
area, mercury intrusion porosimetry and He dis­
placement density. The extract materials are being 
studied with NMR, UV and IR spectroscopy. Their 
molecular weight distributions are being deter­
mined by vapor pressure osmometry as well as gel 
permeation chromatography. Preliminary results 
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indicate average molecular weights in the range of 
several hundred with a distribution including 
species exceeding 2000 in molecular weight. 

Extract yields have been studied as a func­
tion of time of extraction by drawing samples from 
the Soxhlet cup. Rate/time relationships have con­
firmed that accurate extrapolation to the utlimate 
yield (which generally occurs after 200-400 hours 
of extraction) can be achieved from data taken up 
to -60 hours of extraction. This result must be 
verified for each coal-solvent pair, but it is ex­
pected to hold for most common hydrogen donnor sol­
vents. For example, for tetralin at 200o C, the data 
obtained up to 70 hours of extraction predicts an. 
ultimate yield of 10.5% (d.a.f.) of extract, th~ 
same as the actual yield obtained after complete 
(200-hour) extraction. 

INTERNAL SURFACE PROPERTIES OF COAL (Petersen, 
Medeiros) 

The changing properties of coal during pro­
cessing are important indicators of the types of 
treating action, and also need to be known in 
connection with utilization of the solid residue. 
As the internal structure of the coal changes, so 
do transport properties that affect the design 
of process equipment. The objective of this study 
is to analyze the residues from extraction and . 
reactions for variations in the following physical 
properties: 1) internal surface area of the coal, 
2) porosity, and 3) pore distribution within the 
coal. The internal surface area of the coal is 
being determined by means of adsorption of inert 
molecules at both low and elevated temperatures 
by the well known BET method. Porosity and pore­
size distribution measurements are being made in a 

'mercury porosimeter and with a helium density ap­
paratus. 

The recent literature indicates a controversy 
on the sorption of inert molecules, such as nitro­
gen and argon at liquid-nitrogen temperatures on 
coal, since nitrogen is used extensively for sur­
face-area measurements on other porous materials. 
Many theories have been suggested to explain why 
adsorption of nitrogen at liquid nitrogen temper­
atures yields a lower surface area than adsorption 
with carbon dioxide at dry-ice temperatures, but 
none of these theories has yet been fully explored. 
New leads on this problem are being developed. 
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To facilitate the experimental objectives of 
this project, a four-sample BET apparatus has been 
constructed of stainless steel. The unit is cap-
able of measuring surface areas as low as 2 m2/g 
(coal generally has a surface area in the range of 
80-250 m2/g). Calibration against standard materi­
als has been completed, and studies of gas adsorp­
tion on raw coal have begun. The results obtained 
to date confirm the controversial information that 
nitrogen shows a lower surface area than carbon di­
oxide, at the respective temperatures indicated above. 

We have also begun pore-structure and density 
measurements using a 5,000 psi porosimeter. The 
results are consistent with a model of coal con­
taining very fine micropore structure, with the 
majority of pores in the 5 A diameter range. Al­
though the 5,000 psi porosimeter can only measure 
pores greater than 350 A in diameter, density mea­
surements can extend this range. However, in order 
to measure pores in the range of 5 A , a higher­
pressure porosimeter operating at 100,000 psi is 
required. 

CATALYTIC HYDROGENATION AND HYDROGENOLYSIS OF 
ORGANIC STRUCTURES RESEMBLING THOSE FOUND IN COAL 
(Bell, Conklin) 

Work has been initiated on the development 
and evaluation of catalysts for the hydrogenation, 
hydrogenolysis, desulfurization, and denitrogena­
tion of coal. For this work, model compounds are 
used that contain structures representative of 
those found in coal. By using compounds having 
well-defined structures rather than-coal, it is 
possible to identify the reaction products and 
thereby determine the reaction pathway. This ap­
proach makes it possible to classify catalysts 
according to their activity for particular functions 
and will assist in the rational development of new 
catalyst systems. 

. A high pressure stirred autoclave has been 
assembled and instrumented. Reactions are carried 
out by charging the autoclave with a sol vent such 
as benzene or tetralin in which the reactant is 
dissolved. The catalyst (homogeneous or hetero­
geneous) is dissolved or suspended in the solution. 
After the reaction temperature and pressure have 
been achieved, samples of the liquid are withdrawn 
periodically and analyzed by gas chromatography. 

The initial studies are directed at the hydro­
genolysis of aromatic hydrocarbons structures. For 
this work, bibenzyl, diphenyl methane, and diphenyl 
are used as the substrate or reactant. The emphasis 
is on finding catalysts capable of breaking the 
aliphatic bridge between the phenyl groups at mod­
erate temperatures. This step simulates the depoly­
merization of coal which consists primarily of 
fused aromatic rings held together by aliphatic 
bridges. 

The hydrogenation and decyclization of an­
thracene and phenanthracene is also being studied. 
These molecules are representative of the aromatic 
fractions of coal. Ring opening processes are ex­
tremely important to the reduction in size of the 
aromatic clusters and to the formation of benzene 
and toluene which are highly desired constituents 
of liquid fuels. 



Very shortly we will begin work on the re­
moval of sulfur and nitrogen. Here again model com­
pounds containing these atoms in representative 
structures will be used to simulate coal. As a 
part of this work, the effects of sulfur and nitro­
gen as catalyst poisons will be examined. 

INTERACTION OF COAL WITH MOLTEN-SALT SOLUTIONS 
(Vermeulen, Derencsenyi, Jossens) 

We 'have begun testing a group of inorganic 
compounds that can be liquefied by small admixtures 
of water, and are likely to be effective as dis­
persants or solvents for coal, as well as solvents 
for homogeneous catalysts. Such salt-and-water mix­
tures are quite unlike dilute aqueous solutions, 
and instead resemble the higher-temperature liquid 
form (or "melt") of the pure compound. These melts 
usually have higher solvency and higher reactivity 
toward organic compounds than water. Easily 
liquefied inorganic salts that are of potential 
interest include chlorides such as ZnCI~ (melting 
point 310° C), FeCl3 (Z80° C), SnCIZ (Z50 C), and' 
CuZCIZ (4ZZ0C); phosphates and phosphites such as 
KHZP04( Z56°C) and CaHP03 (Ca. Z50°C); sulfates 
such as KHS04 (ZlO°C) and KZSZ07 (300°C); and 
hydroxides including NaOH (3Z0°C) and KOH (380°C). 
Numerous runs have been made with zinc chloride 
melts containing chemical additives, and explora­
tory work has been started with sodium hydroxide. 

The tests with zinc chloride have been con­
ducted at ZOO°C, under approximately 0.8 atm of 
hydrogen and O.Z atm of water vapor, with undried 
coal from Wyodak Corporation's Roland seam pre­
ground to Zo to 40 mesh. Microscopic examination 
has shown that the coal breaks up (within one hour, 
for mild agitation) to a state in which the coarsest 
particles are below 100 mesh, and a substantial 
part of the coal has been dispersed to sub-micron 
size. Dispersion in zinc chloride is more rapid 
and more complete than in ferric chloride, and has 
been shown to occur as well under nitrogen as un­
der hydrogen. 

An economical method is being sought for 
disengaging the dispersed coal from the ZnCI Z melt. 
Dissolution of excess anhydrous KCl into the melt, 
which is known to cause hydrocarbon separation at 
400°C,1 did not produce any phase separation at 
zoifc. Cooled melts were therefore decomposed by 
pouring them in water initially at 30°C, in the 
proportions of 3 volumes of water per volume of 
melt. The residual carbonaceous material, a brown­
black solid that was recovered by filtration, had 
the texture of an agglomerated powder containing 
small proportions of grit. Analysis of this residue 
by x-ray fluorescence showed no reduction-in sulfur 
from the feed level of 0.9%, and no reduction in 
any ash component except calcium. This indicates 
that more severe treating conditions or more 
powerfUl catalysts are required. 
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The residues, termed ''melt-treated coal", 
showed substantial increases in their content 'of 
benzene-extractible material, as determined in a 
Soxhlet extractor at atmospheric pressure. The 
material extracted, ranging from 0.5 to 7% of the 
feed, was a light-yellow colored waxy solid, 
melting near 70 C. The mass spectrum was dominated 
by a peak at a composition of CZ6H5Z0Z, which cor­
responds to an ester or keto-ether structure akin 
to carnauba wax. Table 1 gives comparative results 
for different melt treatments, and shows that ele­
mental iodine, a known catalyst for coal con­
version,Z gave the largest yield of waxy extract. 
It appears that little hydrogen is consumed in 
freeing this hydrogen-rich waxy extract from the 
coal, and that the remainder of the coal has a 
hydrogen-to-carbon atomic ratio of only about 0.8. 
The waxy extract has a higher molecular weight than 
any fraction yet extracted with organic solvents 
in the runs by Draemel and Grens. 

Table 1. Yield of benzene-extractable fraction from 
melt-treated coals 

Untreated coal 

ZrClz-treated, without additive 

wi th 5% MgCI Z 
with 5% KI 

with 1% I Z' 0.6% KI 

0.5% 

Z.3% 

3.5% 

3.4% 

7.0% 

The melt-treated coals are ~o be examined for 
porosity and surface area by Medeiros and Petersen, 
and probably will be subjected also to scanning 
electron microscope studies. Catalysts found to be 
effective in model-compound studies, in the tests 
by Conklin and Bell, will be incorporated into 
zinc chloride and other melts, in future runs 
with coal. Also, in forthcoming tests of melt 
treatment, the temperature range will be widened 
to include Z50°C, and the total-pressure range to 
include 10 atmospheres. 
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SYNTHESIS OF HYDROCARBONS FROM CO-HZ MIXTURES PRODUCED BY COAL GASIFICATION 

W. Bollinger, J. Ekerdt, and A. T. Bell 

The gasification of coal with steam produces' 
a low Btu gas consisting mainly of CO and H2. High 
Btu (- 900 Btu/ft3) pipeline gas is producea by 
converting the CO-HZ mixture to methane via the 
reaction 

As an alternative the CO-HZ mixture can be used to 
synthesize methanol or a variety of aliphatic hy- . 
drocarbons. The latter process is known as Fischer­
Tropsch synthesis. With the decreasing availabil­
ity of low molecular weight liquid and gaseous 
fuels from petroleum, their synthesis from coal­
derived products will become increasingly im­
portant. 

The aim of the present work is to study the 
catalysis of hydrocarbon synthesis. The two major 
processes under consideration are methanation and 
Fischer-Tropsch synthesis. The major goals of this 
program are to characterize the catalyst properties 
required for high activity and selectivity with 
respect to a given product. This objective is 
pursued through physical characterization of the 
catalyst, identification of the structure and 
quantity of adsorbed species, and measurements of 
reaction kinetics. Studies of catalyst deactivation 

and poisoning are also performed with the objective 
of defining the mechanisms by which these processes 
proceed. The results of this work will be used to 
guide the development of more active and stable 
catalyst systems. 

Work on the synthesis of methane from carbon 
monoxide and hydrogen has already started. It is 
being done in a specially designed apparatus that 
allows infrared spectra of the adsorbed species 
present on the catalyst surface to be recorded 
under reaction conditions. Concurrent measurements 
are being obtained of the reaction kinetics. In 
order to relate spectral band intensities to sur­
face coverage, the degree of chemisorption of re­
actants and products is being measured gravimetri­
cally in an apparatus constructed especially for 
this prupose. Experiments have been initiated 
using a ruthenium catalyst. This material has been 
selected because of its high activity and specifi­
city for CO methanation and because it will serve 
as the starting point for the study of a series of 
ruthenium alloy catalysts. 

Future studies will deal with the synthesis 
of hydrocarbons that have molecular weights higher 
than that of CH4 (Fischer-Tropsch synthesis). This 
work will be carried out with iron and iron alloy 
catalysts. 

REDUCTION AND REMOVAL OF SOZ AND NOX FROM SIMULATED 
FLUE GAS WITH USE OF IRON OXIDE AS CATALYST/ABSORBENT* 

David T. Clayt and Scott Lynn 

Sulfur dioxide and nitric oxide are major air 
pollutants in the U. S. Fossil-fueled power plants 
are primary sources of both. Wet processes for SOZ 
removal are currently being developed commercially, 
but to date no process for simultaneous SOZ and 
NO removal has passed the laboratory scale. A dry 
removal process would be preferred, since this 
would avoid flue-gas reheating, problems of con­
tacting the gas with a liquid or slurry, and 
crystallization phenomena usually encountered in 
flue-gas scrubbing. The objective of our study was 
to develop a dry process that not only achieves 

Jhigh NO and SOZ removals, but also converts NO to 
innocuous materials and S02 to a saleable product 
and in addition, is potentlally economical to 
operate. 

The flowsheet for the process under develop­
ment is shown in Fig. 1. Iron oxide, supported on 
alumina, acts as a catalyst for the reduction of . 
both SOZ and NO by CO and H . Simultaneously, it 
acts as an absorbent for sU!fur compounds, con­
verting them to FeS. The catalyst/absorbent is in 
the form of fine pellets (0.05-0.10 mm) and con­
tacts the gas as a falling bed in co-current flow 
at 370-540°C. The solid is regenerated with air at 
675°C to produce a rich stream of SOZ' suitable 
for conversion to HZS04 or elemental sulfur. 
FeZ03 is reformed in the particles. 

Experiments in fixed-bed reactors using mix­
tures of helium and one or more reactant gases 
were run to demonstrate the basic process chemistry, 
to estimate rates for preliminary design purposes, 
and to look for interfering reactions. The overall 
reactions listed in Table 1 were shown to proceed 
rapidly at 370°- 540°C in fixed-bed reactors using 
supported iron oxide pellets 3.Z mm x 3.Z mm or 
particles 0.Z5-0.50 mm diameter. SOZ was reduced 
and absorbed as FeS by both CO and HZ' NO was re­
duced to a mixture of NZ and NH3 by either HZ 
or CO + HZO. Stable intermediates in the removal of 
SOZ, HZS and COS were found to react directly with 
FeD to form FeS. 0z was also reduced but can lead 
to poisoning of the catalyst under some conditions 
of temperature and feed stream composition. Based 
on breakthrough curves for a bed of particles at 
540°C, greater than 90% removal of SOZ, NO, and 0z 
occurred in residence times in the reaction zone 
of the order of 0.01 sec. Intraparticle diffusion 
was the rate-limiting step in both removal and re­
generation reactions. 

Oxidation of the sulfided catalyst/absorbent 
with air at 680°C produced a rich stream of SOZ 
and regenerated FeZ03. After three successive cycles 
the solid showed no lndication of loss of activity. 
The catalyst/absorbent remained reactive only when 
the inlet gas stream was net reducing. Formation of 
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Fig. 1. Conceptual design of NO/SOZ removal process. (XBL 746-3399) 

Table 1. OVerall chemical reactions for NO/SOZ 
removal process. 

t. 

Absorption/Reduction: 

Regeneration: 

Z NO + ZCO -+ NZ + ZCOZ 

ZNO + ZHZ + NZ + ZHZO 

ZNO + 3HzO + 5CO + ZNH3 + 5COZ 

FeO + 50Z + 3CO + FeS + 3COZ 

FeO + SOZ + 3HZ -+ FeS + 3HzO 

FeO + HZS -+ FeS + HZO 

FeO + COS -+ FeS + COz 

FeS + ZOZ -+ FeS04 

Fez03 +CO -+ ZFeO + COz 
FeZ03 + HZ + ZFeO +HzO 

ZFeS + 7/Z 0z + FeZ03 + ZSOZ 

ZFeS04 -+ Fe'Z03 + ZSOZ + l/Z 0z 

ZFeO + l/Z 0Z'+ FeZ03 

FeS04 from FeS by reaction with 0z caused poisoning. 
An excess of CO and/or HZ minimized FeS04 formation. 

Rate data from the fixed-bed reactor were 
used to estimate the catalyst flow and particle 
size necessary to treat the flue gas from a 
1000-MW power plant in a dispersed-phase, co-cur­
rent contactor. The resulting design called for a 
flow of 0.185 kg catalyst/m3 flue gas, a l~second 
residence time, and particles averaging 0.075 mm. 
The total flow and the particle characteristics 
are similar to those in fluid-bed catalytic 
cracking. The regenerator requires as-minute 
hold-up time at about 675°C with this size particle. 

An economic evaluation of the process based 
on a tentative plant design indicates an invest­
ment cost of about $19/KW and an operating cost 
of about 0.9 mills/KW-hr for a 1000-MW power plant. 
The investment includes the cost of a conventional 
sulfuric acid plant, but no credit was taken for 
HZS04' These costs are about half those listed for 
commercially available recovery processes for SOZ ~ 
control onlyl and are appreciably lower than the 
costs for throwaway processes. These cost advant­
ages are inherent to a dry recovery process if 
sufficient catalyst reactivity and life-time can ~ 
be demonstrated. 

Footnotes and References 

* Condensed from LBL-3059. 

tpresent address:.Weyerhouser Corporation, 
Tongview, Washington 986ZZ 

1. F. T. Princiotta, and W. H. Ponder, "Current 
Status of SOZ Control Technology", presented at 
the LBL Seminar "Sulfur, Energy, and Environment", 
April 4, 1974. ' 
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Geother:rnal Energy and the Geosciences 

INTRODUCTI ON 

The Energy and Environment Division's pro­
gram in geothermal energy and the geosciences is 
directed toward two goals . These are, first, the 
development of an important new energy source, and 
.second, the development of fundamental information 
in the geosciences to serve a broad range of en­
ergy needs . 

There are three main elements in the program. 
These are geothermal resource assessment, binary 
cycle geothermal powerplant development, and sup­
porting scientific and engineering studies. Re­
source assessment is the largest program element. 
At present, efforts are focused primarily on ex­
ploration at sites in northern Nevada, and involve 
geological,geophysical, and geochemical measure­
ments, with the objectives being the evaluation 
of the specific sites and the development of more 
powerful methods for exploration. 

Binary geomethermal powerplant development 
efforts are directed toward the use of high-tem­
perature, low-salinity geomthermal brines. Pro-

cesses are being examined in which the heat from 
the brine is exchanged with a secondary fluid that 
is the working fluid for a turbine generator. Work 
has included both the analysis of various fluids 
and cycles and the design of a pilot plant. 

The supporting scientific and engineering 
studies are fairly wide-ranging. They include geo­
chemical and geophysical studies, investigations 
of thermodynamic and chemical properties of brines, 
and research on geologic materials. These studies 
contribute both to the geomthermal energy program 
and to the development of basic information in the 
geosciences . 

An additional supporting project, the National 
Geothermal Information Resource, is charged with 
assembling data on references on geothermal energy. 
By the publication of manuals and the operation of 
a computer data base, this project will provide in­
formation to all parties interested in geothermal 
energy. 

GEOTHERMAL ENERGY RESOURCE ASSESSMENT 

H.A. Wollenberg, F. Asaro, H. Bowman, T. McEvilly, 
F. Morrison and P. Witherspoon 

INTRODUCTION 

A principal interest of the LBL Geothermal 
Progrrun lies in the development and evaluation of 
methods to locate and produce geothermal energy 
from moderate temperature high quality brines from 
liquid-dominated systems. Brines of this type 
range in temperature from 150 to ZlO°C and contain 
less than 5000 ppm of total disolved solids . They 
are particularly well suited for the development 
of electric power through binary cycle sys tems, 
because their relatively high heat content, and 
low salinity, minimize scaling and corrosion 
problems. Such low salinity brines are expected to 

! furnish the bulk of electrical and non-electrical 
geothermal energy during the next few decades. 
trating active fault zones in areas of moderate to 

Moderate temperature low salinity brines are 
characteristically associated with deeply pene­
trating active fault zones in areas of moderate to 
high heat flow. One such area in the vicinity of 
Battle Mountain in north central Nevada, has the 
highest average heat flow in the continental United 
States. Accordingly, we selected four sites in this 
area for geothermal energy resource assessment. 
They are Whirlwind Valley east of Battle Mountain, 
Buffalo Valley southwest of Battle Mountain, Grass 
Valley south of Winnemucca, and Buena Vista Valley 
south of Winnemucca. These sites, shown on the lo­
cation map (Fig. 1) are all essentially on Federal 
land, and each contains an active hot spring system 
(Beowawe Hot Springs in Whirlwind Valley, Buffalo 
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Hot Springs in Northwestern Nevada 

Fig . 1. Location map, northwestern Nevada, showing 
prominent thermal spring areas within and outside 
of the Battle Mountain high heat flow region. 

(XBL 735- 676) 
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Fig. 2. Schematic cutaway diagram of a geothermal 
system within a permeable fault zone. Meteoric 
water enters the fault zone where it intersects 
near-surface aquifers. Some of the water perco­
lates downward to regions where temperatures reach 
150 to 200°C, is heated and rises on the upward 
limb of a convection cell. Hot springs occur where 
the cell intersects the surface. (CBB 743-1509) 

Valley Hot Springs, Leach Hot Springs in Grass 
Valley, and Kyle Hot Springs in Buena Vista Valley). 
Temperatures at depth in some hot springs in the 
area are believed to attain 150 to l70°C

1 
and con­

tain less than 5000 ppm disolved solids. 

A comprehensive systematic approach is re­
quired to evaluate the energy potential of a given 
geothermal resource site. The LBL approach con­
sists of three stages: 

1. A reconnaissance phase, in which geologic, 
geophysical, and geochemical techniques are used 
to locate and delineate a reservoir, and to specify 
the location of shallow heat flow holes. 

2. An evaluation program in which relatively 
shallow (100 - 200 meter) heat flow holes are 
drilled. These holes are used to measure conductive 
heat flow and to define the location and depth of 
intermediate (1/2 to 1-1/ 2 km) calibration tes t 
holes. Concurrent hydrogeologic model studies 
furnish the basis for reservoir evaluation as data 
on heat flow from the shallow holes and temperature 
profiles, rock permeabilities, and fluid flow from 
the intermediate calibration test holes are ob­
tained. 

3. The drilling of one or more (1-1/2 to 3 
km) test wells for reservoir capacity studies. 
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These wells would al so furnish the fluid for a heat ex­
changer test facility of a binary system. Surface 
and subsurface techniques to monitor the configura­
tion of geothermal reservoirs are tested at existing 
resource sites, along with downhole methods to eval­
uate the energy potential of the reservoir. 

We report here on the results of work accom­
plished in 1974 and draw observations and conclu­
sions regarding the geothermal energy potentials 
of the sites and the effectiveness of the tech­
niques being used. 

GENERAL SETTTING 

The Battle Mountain high heat flow area in 
north-central Nevada is within the geological 
Basin and Range province. This province consists 
of a series of north-south trending ranges sep­
arated by broad open valleys partially filled with 
volcanic detritus and with alluvium from the adja­
cent ranges. It is believed that the province orig­
inated through crustal distention that led to the 
extensive down-faulting of the valleys and relative 
uplift of adjacent blocks to form the mountain 
ranges. Many of the steeply dipping faults are 
still active, as manifested by numerous recent 
fault scarps flanking the range fronts, a locus of 
continuing seismic activity. 

Active hot spring areas and potential geo­
thermal resource sites in the Basin and Range pro­
vince are in almost all cases associated with the 
intersection of steeply dipping faults. The fault 
zones furnish permeable pathways for downward per­
colating meteoric water so that it can reach suf­
ficient depth (4 to 5 km) in a region of high geo ­
thermal gradient (40 to 60°C km) to be heated to 
more than 150°C. The water then rises at the in­
tersection of major fault zones where permeability 
is high. The subsurface reservoirs of heated water 
may be located in the f r actured rock of the fault 
zones or in adj acent relativel y permeable beds of 
Tertiar y sediments and Quaternary valley fill 
alluvium. 

TE(}WIQUES FOR RESERVOIR IDENTIFICATION AND 
LOCATION 

Field studies must be directed towards eluci ­
dation of the geologic structure and identification 
and location of the postulated geothermal reservoir. 
This can be done through geological mapping, geo­
physical methods, and geochemistry, as discussed \ 
below. 

Geologic Mapping 

Because much of the area is in vallei' fill 
alluvium, reconnaissance and detail mapping relies 
heavily on aerial photography. High altitude 
(65,000 ft) flights by NASA U-2 aircraft provide 
regional coverage of high resolution black and white 
photographs taken at low sun angles, which enhance 
fault-related features on the desert floor. Lower 
altitude (6000 ft) color photography at higher sun 
angles shows details associated with faulting on 
the immediate site areas. Geologic mans of Buffalo, 
Grass, and Buena Vista Valleys (Figs. 3 and 7 are 
examples) were produced primarily from the inter­
pretation of such aerial photogrpahy, substantiated 
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by detailed mapping on the ground . 

Airborne infrared imagery obtained by NASA 
in predawn and mid-day hours indicated the known 
hot spring areas, as well as a hitherto unknown warm 
spring area in the west portion of Buffalo Valley 
playa, and a possible warm spot near the mouth of 
Sheep Ranch Canyon near Leach Hot Springs. 2 

This geological information provides guidance 
for orienting geophysical traverses and geochemi­
cal sampling, and ml understanding of the 

. general structural setting necessary for the inter­
pretation of geophysical results. 

. Geophys ics 

The exploration and assessment of geothermal 
reservoirs is essentially a new technology with 
little in the way of previous case histories or ex­
perience . A number of geophysical methods were 
therefore tried at the four Nevada sit es in order 
to evaluate their effectiveness . 

Reconnaissance techniques are the most criti­
cal part of the delineation program because a typi­
cal geothermal site comprises an area of several 
hundred square kilometers in which targets for de­
tailed study have to be selected quickly and 
efficiently. 

Geophysical efforts have concentrated on 
methods to measure the electrical resistivity and 
seismicity of an area . Electrical resistivity is 
~lportant because the resistivity of an el ectrolyte 
in the pores of a rock decreases with increase in 
temperature, and thus the reservoir is often of 
l ower resistance that the surrounding cold rock. 
Seismicity is important in determining the location 
of active faults that are believed to control fluid 
flow in geothermal areas . Seismic velocity ratios 
may also indicate anomalously warm zones at depth. 

Auxiliary geophysical studies such as self 
potential and gravit y have also been undertaken. 
These methods help interpret the geological struc­
ture of an area and may prove to be useful for di­
rect reservoir detection. 

DC Resistivity. Electrical resistivity may 
be determined by measuring the fields produced 
either by a controlled current source or by distant 
natural sources . The most common of the controlled 

J current techniques, the resistivity method, is to 
inject pulsed dc current into the ground between 
two electrodes and to measure the voltage difference 

.produced between two s~lilar distant el ectrodes. A 
reconnaissance version of this method called bi­
pole -dipole consists of injection of a large cur­
rent with el ectrodes up to 2 km apart (the bipole), 
and measurement of resulting voltages with a roving 
receiver array using electrodes 100 meters apart 
(the dipole). This method suffers from an inherent 
ambiguity that makes it difficult to distinguish 
between shallow and deep inhomogeneities. Better 
resolution can be achieved with the dipole -dipole 
array. Here the electrode pairs have equal spacing 
and are arranged colinearly; the separation between 
voltage receiver and current transmitter dipoles is 
an integer multiple of the dipole length. 
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We have developed a computer program for gen­
erating resistivity pseudo sections from dipole­
dipole data and it is in routine use. A catalog of 
all the models used in interpretations is now 
being compiled. 

Natural Electromagnetic Fields. Using natural 
electromagnetic or tellurIc fields has an obvious 
advantage over dc resistivity methods because a 
current source is not required and a broad spectrum 
of energy is available. The depth of exploration 
can then be selected without the need for the large 
arrays required in dc resistivity methods. 

A telluric technique using natural low fre ­
quency earth currents has been developed that is 
particularly well suited for reconnaissance surveys. 
A leap-frogging array of three colinear electrodes 
spaced 500 m apart is used to determine the ratio of 
the el ectric field across the leading el ectrode 
pair to the following electrode pair. This ratio is 
proportional to the ratio of the ground resistivity 
beneath the electrode pairs. Successive ratios are 
referenced to the base, or starting, electrode 
pair so that a profile of relative resistivity is 
produced . 

The voltages of the leading electrode and the 
l agging electrode with respect to the center elec­
trode are fed, respectively, to the x and y inputs 
of a small battery operated x-y recorder. For a 
signal of given frequency the ratio is easily taken 
as the slope of the resulting x-y plot. 

When the ground becomes highly anisotropic 
it can be shown theoretically that the electric 
field ratio becomes dependent on the polarization 
of the magnetic field inducing the earth currents, 
especially if the direction of the profile is not 
in the maximum earth current direction. Further, 
it is found that this ratio is a function of fre­
quency so that if more than one frequency is pres­
ent the x-y plot becomes a Lissajou-like figure for 
which a slope cannot easily be estimated. 

The field procedure, then, is to take data 
in profile lines that are approximately parallel 
to the maximum earth current direction as deter­
mined from an initial study using an orthogonal 
electrode array. Narrow band filtering is used 
to eliminate a multiple frequency effect . The dom­
inant frequency is determined from a chart recording 
of the telluric field as a function of time, and an 
appropriate band pass is selected about this center 
frequency. This passband is then used until the data 
quality deteriorates, at which time the frequency 
content is again measured. Several x-y plots are 
taken for each location so that a mean slope and 
standard deviation can be calculated. The ratios 
obtained with these techniques are generally good 
to 5%. 

The method described here requires very sim­
ple portable equipment and is operated by only two 
men. Because it can be used to replace bipole-di­
pole surveys, which require heavy high power gen­
erators, electrode emplacement, and a minimum of 
four men, the telluric method is a signi ficant ad­
vance in geothermal exploration. 



The magnetotelluric method, using the earth's 
natural electromagnetic fields, provides more 
quantitative data; here the apparent resistivity 
of the ground is calculated from measurement of the 
surface impedance, E/H, of the incident electro­
magnetic fields. This method is preferable to that 
using natural low frequency currents because mea­
surements can be made at a convenient grid of 
points over the area of interest rather than 
being restricted to a profile , and because absolute 
values of resistivity are obtained rather than 
relative variations. Furthermore, the variation of 
impedance with frequency can quantitatively reveal 
the variation of resistivity with depth in the 
geologic section. We have been using a Josephson­
effect magnetometer for magnetotelluric surveys. 
This new field sensor provides sensitivities an 
order of magnitude better than existing induction 
coil sensors and is easier to deploy in the field. 

Magnetotellurics promises to be the best re­
connaissance method for geothermal delineation. 
With improved data acquisition and processing capa­
bility it should provide greater detail and conduc­
tivity resolution than other reconnaissance methods. 

Self Potential. Theoretical analysis and 
some limited field data suggest that geothermal 
activity might produce associated dc fields . The 
sources for these fields are either the motion of 
conducting fluids in a porous medium or the result 
of thermoelectric effects. Due to the great varia­
tion in fluid flow properties of rocks it is dif­
ficult to make quantitative estimates of the 
streaming potentials in given geologic situations. 
However, anomalies of SO to 100 millivolts are 
often observed in areas of active flow, especially 
along faults. Thus the flow regime in a geothermal 
area may have a good self-potential expression. 

Thermoelectric potentials for a large hot 
buried sphere representative of a geothermal res­
ervoir have been calculated for the site delinea­
tion study in Nevada,3 and they show that negative 
values of self potential as great as 60 mV could 
occur. Direct detection of a hot volume at depth 
might therefore be possible. 

A preliminarY analysis of two self-potential 
surveys in Nevada3 reveal that: 

(1) Distinct self-potential anomalies are 
associated with the geothermal activity. Strong 
anomalies, believed to be associated with upwelling 
thermal fluids along a prominent fault passing 
through the hot springs, were discovered. 

(2) Electrode response to cl~nges in soil 
chemistry and moisture content appears to be the 
major source of irreproducibility and background 
noise in self-potential surveys. 

(3) Long wavelength anomalies associated with 
deep seated thermoelectric sources would almost 
certainly be concealed by the noise sources de­
scribed in (2) and by the survey procedure, which, 
in traversing large distances using short electrode 
spreads, accumulates significant error. 

A complete report of the work thus far ac­
complished is being prepared for release in 1975. 

Gravity. Gravit¥ data were taken on a pro­
file in BUffalo Valley and on the electrical lines 
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in Grass Valley . The required level survey has not 
yet been carried out, and f ield data are not yet 
reduced to the standard Bouguer anomaly form. A 
rough data reduction is in progress, and may be 
useful in resolving the complex faulting near 
Leach Hot Springs. 

Seismic Studies. There is evidence that geo­
thermal reservoirs might be detected and located 
through the presence of microseismicity. Prelim­
inary surveys of September and December 1973 at 
Buffalo Valley and Whirlwind Valley indicate the 
existence of microseismicity near Buffalo Valley, 
but showed that a one-month recording period in 
each area of interest is required to locate a rea­
sonable number of hypocenters. Consequently, a re­
connaissance project in the Battle Mountain area 
was conducted in 1974 using eight portable smoked­
paper MEQ-800 seismographs at each of the four 
sites. S The field technique was to record in a 
valley with a very wide station coverage, process 
the data as quickly as possible, then modify the 
network to concentrate on any clusters of micro­
earthquakes. 

Hypocenter location computation was compli­
cated by lack of velocity information in the region 
and by severe l at eral variations in velocity due 
to the thick valley fill, which thins to zero at 
the valley edge. Computations were not of suffic­
ient precision for detailed mapping of fault sur­
face geometry because of limited timing resolution. 

A l2-station radio linked network has been 
field tested and is now being used for detailed 
studies of the seismic activity, ground noise, and 
variations in velocities and attenuation charac­
teristics in the Battle Mountain area. 

Studies of spatial variations in seismic 
ground noise in several frequency bands in the 1 
to 30 Hz range are being pursued to test the feasi ­
bility of such a technique in geothermal resource 
delineation. In addition, the effect of geothermal 
zones on propagation of teleseismic body- and sur­
face-waves is being investigated. 

Geochemical Studies 

Nuclear analytical techniques currently in 
use at LBL provide quantitative measurements of 
elemental abundances in water, rock, and soil sam­
ples from geothermal areas. A number of potentially 
diagnostic elements have been determined which here- • 
tofore have not been used in geothermal survey 
applications. 

The major, trace, and radioactive element 
abundances including non-condensible gas content 
of hot and cold spring waters from geothermal 
resource areas in north-central Nevada are being 
studied. Results of these studies will serve as 
a baseline for evaluation of the environmental im­
pact of geothermal resource development. 

Analysis of Spring Waters and Associated 
Rock Units. Water analysls techrilques lllclude 
neutron activation, soft x-ray,6 and gamma ray 
spectrometric analysis. These methods are capable 
of detecting and quantifying over SO elements in 
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in the hot spring waters . Preliminary r esults 
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from initial chemical analyses of both hot and 
cold water systems and associat ed rocks and spring 
deposits from four geothennal ar eas in Nevada 
suggest that this type of data may lead to indi­
cators of: 

(1) The temperatures and rock types within 
the geothermal system. 

(2) The size and depth of the convecting 
system. 

(3) The extent to which hot and cold wat ers 
mix. 

(4) The amounts of valuable elements and 
compounds in these waters. 

(5) The extent to which noxious and haz ­
ardous material s ar e r el eased into the environ­
ment. 
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Natural Radioactivity in Geothermal Waters. 
We began studying the radioactivity content of 
the hot spring areas in northern Nevada early in 
our search for geothermal sites. We felt that a 
knowledge of the distribution and abundance of 
radioelements would be useful both as a means of 
elucidating the under ground plumbing of a hot spring 
and as a factor in evaluating the environmental 
impact of the development of geothermal resources. 

Gamma r adioactivity was measured with a 
portable 3x3-in. NaI(Tt) scintillation detector 
coupled to a count-rate meter. Field radioactiv­
ities were measured over hot pools, sinter (Si02-
rich), and tufa (CaC03-rich) deposits , and away 
from the spring areas to obtain background values . 
Samples of spring-deposit tufa , sinter, spring­
wall muck, and water were collected at all sites, 
and on return to the laboratory, were analyzed 
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Fig. 3. Generalized geol ogic map of Whirlwind Valley area. 
(XBE 737 -4663) 



for 23SU, 232Th, their daughter products, and 
40K by gamma-ray spectrometry. Field and labora­
tory instrumentation and procedures are described 
in greater detail elsewhere. S 

The following general conclusions have been 
reached. 

(1) Low-flowing CaC03-dominated spring sys­
tems are the most radioactlve. 

(2) Radium preferentially associates with 
CaC03 in the Nevada hot-spring deposits. 

(3) Where siliceous and calcareous materials 
are mixed in a hot-spring deposit, the calcare­
ous material has t he highest radioactivity. 

(4) Radon alpha- track detectors, presently 
used to delineate concealed uranium deposits, 
are also sensitive to radon emanation levels 
associated with radioactive geothermal systems. 

Tentatively, it may be concluded that waters 
in some of the CaC03 -dominated hot - spring systems 
deposit 226Ra near the surface of low-flowing 
springs. Most of the 222Rn observed in these waters 
is probably derived from decay of 226Ra deposited 
on the spring walls. 

SITE EVALUATIONS 

A description of work accomplished in 1974 at 
the four selected sites follows. The status of 
each site is reviewed, and work planned for 1975 
is briefly discussed. 

Whirlwind Valley (Beowawe) Site Description and 
Geology. 

The Beowawe geothermal area, approximately 
30 km east of Battle Mountain, consists of active 
hot springs and blowing hot-water wells at the 
south margin of Whirlwind Valley, on the lower 
slopes of the steep Malpais Escarpment. The geol­
ogy of the area is described by Oesterling9 and is 
illustrated in Fig. 3. Tertiary volcanic rocks, 
predominantly andesitic but capped by basalt, have 
been tilted and fractured along the Argenta Rim, 
bordering the Humboldt River Valley, and along 
the Malpais Escarpment, prominent topographic fea­
tures trending ENE-WSW. The area of active springs 
occupies a broad siliceous sinter apron, approxi­
mately 2 km west of the intersection of the Mal ­
pais and a nearly N-S trending zone of en-echelon 
faults. The fault intersection furnishes fracture 
permeabili ty in the Tertiary volcanic rocks and the 
siliceous clastic Paleozoic rocks which underlie 
the volcanics. A geologic cross section (Fig. 4) 
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shows the configuration of faulted Tertiary 
volcanic bedrock underlying the Whirlwind Valley 
alluvium. 

Temperatures by chemical geothermometry of 
hot spring and well waters exceed 200"C;1 these 
were substantiated by temperatures measured in 
test wells by Magma Power Company. Hot fluid pro­
duction, from the test wells, is predominantly 
from fractured volcanic and Paleozoic rock on the 
footwall side of the steeply-dipping faults of the 
Malpais system. lO Chevron Oil Company has recently 
drilled a geothermal test hole to approximately 
3 km, some 2 km west of the active springs area; 
results of drilling and well tests have not been 
disclosed. 

Geophysical Survey. In 1973 bipole-dipole 
surveys covering about 100 km2 at Beowawe were 
completed. The surveys were conducted in Whirlwind 
Valley and the southward-sloping dissected vol ­
canic tableland, south of the Malpais Escarpment. 
Apparent res i stivity contours from a survey based 
on a current transmitter at a location south of 
the escarpment (Fig. 5 ) indicate a conductive 
zone corresponding to the present-day active hot 
springs and blowing wells. A more complicated re ­
sistivity pattern is obtained with the current 
transmitter located in Whirlwind Valley (Fig. 6). 
Here, prominent low resistivity zones are indicated 
northeast of the springs area and south of the 
springs, as well as in the springs area. 

Planned Activities and Assessment. During 
1975 further geophysical surveys are scheduled at 
Beowawe. Dipole-dipole traverses both parallel and 
perpendicular to the regional strike are required 
to substantiate the discreet resistivity anomalies 
identified earlier. Measurements will also be made 
to compare the telluric and induced current re ­
sistivity methods. 

The primary objective of continuing geophysi­
cal measurements at Beowawe is to evaluate the 
effectiveness of the various reconnaissance tech­
niques in an area in the central Basin and Range 
province where there is a demonstrated geothermal 
resource. A secondary objective is to confirm the 
geophysical results with downhole information from 
one of the wells drilled at the site. While Beo­
wawe is not presently being considered as a site 
for a test facility, no decision has been reached ~ 
that forecloses such a possibility. 

Schemotic Geologic Cross Sec lion A-AI 
Whirlwind Vol ley area 

Fig. 4. Idealized geologic cross section, Whirlwind Valley area. Qal: 
Quaternary alluvium, Qf: Quaternary fan deposits, Tv: Tertiary volcan-
ic rocks, pT: pre-Tertiary rocks. (XBL 737 - 3496) 
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BEOWAWE NEVADA 
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Base Map : USGS Dunphy, 
Nevada Quadrangle, I957 

Fi g. 5. Apparent resist IvIty contours , Whirlwi nd Valley areas ; t r ans ­
mit ter south of Malpai s Escarpment. 

(XBB 743- 1631) 
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Fi g . 6. Appar ent resist ivity cont our s, Whirlwind Valley area; t rans ­
mitter in Whirlwind Valley. 

(XBB 743-1632) 
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Buffalo Valley 

Site Description and Geology. Buffalo Valley 
is a well-defined intermontane basin situated 35 
to 40 km WSW of Battle Mountain. Its geologic 
setting is illustrated on the geolo£ic map (Fig. ~ 
and an idealized cross section (Fig. 8). The geol ­
ogy has been described in detail by Noble. II The 
northern Fish Creek Mountains, bounding the valley 
on the east, are composed predominantly of Pale­
ozoic clastic and Triassic carbonate rocks, over­
capped by a several hundred foot thickness of 
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Tertiary volcanic rocks, principally ash flow 
tuffs of Miocene age. 12 Pliocene basaltic rocks, 
2.6 to 3 million years old, were extruded from 
NNE-trending- basin- and range-faults which cut 
the earlier Tertiary and Mesozoic rocks on the 
east side of the valley. The basalts are exposed 
in well-preserved cinder cones. A series of prom­
inent normal faults transects the western portion 
of the valley, cutting alluvial fan deposits near 
and at the eastern base of the Tobin Range. The 
Tobin Range is made up primarily of eugeosynclinal 
siliceous clastic rocks of Paleozoic age. 

Fig. 7. Generalized geologic map of Buffalo VaIle~ QTb: 
Quaternary-Tertiary basalt, Ts: Tertiary sedimentary rocks, Tv: Tertiary rhyo­
litic ash flow tuffs, TJi: granitic rock of mesozoic or Tertiary age, TR: un­
differentiated Triassic sedimentary rocks, predominately carbonates, P: undif­
ferentiated predominantly eugeosynclinal Paleozoic sedimentary rocks, Heavy lines: 
faults, balls on downthrown side. Hachured lines: observed fault scarps. Dashed 
heavy lines: inferred faults. Numbered crossed circles: locations of heat flow 
holes. (BEC 7417 - 8764A) 
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alluvium, Qf: Quaternary fan deposits, QTb: Quaternary-Tertiary basalt, Tr: Tertiary rhyolitic 
tuffs, pT : pre-Tertiary rocks. (XBL 751-2025) 

Structurally, the valley occupies an asym­
metrical graben, closed at its southern end. 
Gravity data,4 shown in Fig. 9, suggests that the 
alluvial cover thickens progressively to 1.5 to 
2 km, west of the geographic axis of the valley, 
indicating that most vertical displacement occurs 
on the north-south-trending west-side faults. The 
southern margin of the graben is outlined by a 
series of east-west trending lineaments most of 
which are fault-related. South of this zone of 
lineaments, valley alluvium is fairly thin, 
covering a pedrulent surface on Tertiary volcanics. 

Buffalo Valley hot springs are associated 
with a fault, extending south-westward from the 
Fish Creek Mountains, and with a zone of intense 
faulting inferred from air photos. An eastward 
bulge of lake beach deposits around the hot springs 

indicate that the springs are at least several 
thousand years old. Geothermometry1 indicates sub­
surface temperatures of 100-130°C (by the Si02 
geothermometer) and about 170°C based on alkali 
element ratios corrected for Ca. Calcium carbonate 
is presently being deposited at the warm pools. 

Airborne thermal infrared surveys disclosed 
a warm spring in the west central portion of the 
valley, approximately 5 km northwest of the known 
hot springs. Chemical analyses of this spring and 
others to the north in the mid-valley playa, sug­
gest that waters with temperatures up to 150°C 
may occur at depth along a north-south-trending 
zone ascribed to a mid-valley fault system. Dis­
tinctive mounds and accompanying moist ground in 
the western portion of the Buffalo Valley playa 
also reflect the presence of the mid-valley fault 
system. 
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Geophysical Surveys: a . Resistivity . Bipole ­
dipole resistivity surveys covering 200-Km2 were 
completed in 1974 in Buffalo Valley. Apparent re­
sistivity contours for current-transmitters at 
one of two different locations are shown on Fig. 10. 
The pattern indicates only rather broad areas of 
low apparent resistivity , probably associated with 
electrically conductive playa deposits. 

Dipole-dipole resistivity traverse lines 
transecting Buffalo Valley are shown on Fig. 11 . An 
apparent resistivity pseudo-section along BB' and 
interpreted model of a subsurface resistivity pro­
file are illustrated in Fig. 12. Coherent zones of 
low resistivity are not apparent at depth on the 
profile, possibly because electrically conductive 
near -surface alluvium inhibits penetration of 
electrical current to depths where conductive hot 
water zones exist. The profile is consistent with 
the geological interpretation of the area (Fig. 8). 
Dipole-dipole resistivity line CC', which passed 
through Buffalo Valley Hot Springs, indicates an 
associated low resistivity zone. 

a 
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The use of natural electromagnet ic fields 
is very successful in defining major conductivity 
variations beneath Buffalo Valley, especiall y 
when compared to the reconnaissance dc resistivity 
methods. An example of this is shown in Fig. 12, 
where bipole-dipole, dipole-dipole, and telluric 
data along the line BB' are compared. 

A magnetotelluric profile developed by the 
Josephson effect magnetometer is also included in 
Fig. l2.A simple narrow band around the natural 
spectral peak at 8 Hz was used, and values were ob­
tained by taking only the scal ar ratio of the elec­
tric field in the profile direction to the ortho­
gonal magnetic field. The apparent resistivities 
at 8 Hz reflect only the upper half kilometer of 
the section and agree very well with the short 
spacing dipole-dipole values. 

b. Seismic Studies. Fifty-three micro­
earthquakes were located out of approximately 100 
detected in Buffalo Valley during a 28-day re­
cording period in July 1974. 5 Two methods of esti­
mating the hypocenter locations were employed; but 

x-x Tron,mlller Bipole 
o Rece ive r 510lion 

BUfFALO VALLEY NEVADA 

BIPOLE - DIPOLE RESISTIVITY 

TRANSM ITIER I 

Miles 
o I 
I 
Bose Mop' USGS 
Buffalo Springs !l9621 ontJ 
McCoy (1961) Quod ron91es 

Fig. 10 . Apparent resistivity contours, bipole-dipole survey at Buffalo 
Valley; current transmitter at location X-X. (XBB 743-1630) 
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Fig. 11. Dipole-dipole resistivity profile lines, Buffalo Valley. 
(CBB 7410-7619) 

these did not agree. One method located a cluster 
of shocks in the northwest quarter of the Buffalo 
Springs quadrangle on the west side of the valley. 
The other method caused the cluster to move out of 
the array some 8 km to the northwest into the Tobin 
Range. However, normal faulting along the west 
boundary of Buffalo Valley is consistent with the 
data. 

Heat Flow 'Measurements. Three holes 
were drilled within the upper 100 meters of valley 
fill material at Buffalo Valley in 1974 as part of 
a cooperative heat flow measurement program by 
LBL and the U.S. Geological Survey. LBL contracted 
the drilling and USGS completed the holes for 
permanent access, obtained electrical, radioactiv­
ity, and temperature logs, and performed subsequent 
conductivity measurements. 

The hole locations are shown on Fig. 7 and 

variations of temperature with depth in Fig . 13 
Hole No. 1 was drilled approximately 500 m east of 
the eastern-most pool of Buffalo Valley Hot Springs, 
and an area of known warmth disclosed by previous \ 
USGS heat flow measurements. 4 The hole bottomed 
at 62 meters in alluvium after intersecting a 
20-m thick zone of hard basalt; bottom-hole temp-. 
erature was 125° C and the thermal gradient in the 
upper 35 m was 149°C km- l Hole No.2 was drilled 
about 2 km west of the hot springs thermal anomaly, 
to observe background heat flow in valley alluvium 
away from hot springs . The depth was about 118 m, 
and the bottom hole temperature was 19°C; observed 
thermal gradient was 70°C km-l. Hole No.3 was 
drilled on a low mound in the northwestern portion 
of the Buffalo Valley playa at the intersection of 
the northern projection of the mid-valley fault 
and the northern resistivity profile line DD'. 
Total depth was 98 m , bottom hole temperature 21°C, 
and themal gradient 107°C km-l. 
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Laboratory measurements of thermal conduc­
tivities of core samples are given, together with 
calculated heat flow, in Table 1. The weighted 
mean heat f low of 3 hfu* i n Hole No . 3 at the 
north end of Buffalo Valley playa is consistent 
with typical "background" heat flow for the area.15 
The value for Hole No.2, about 2 hfu, is lower 
than expected for this region, especially given 
its much closer proximity to the active hot springs 
than Hole No.3. It may be situated on or near a 
downward limb of convection of the hot spring 
system. It contrasts sharply with the relatively 
high value, 4.6 hfu, in Hole No.1 which is 
definitely within the positive thermal anomaly 
associated with the hot springs. 14 

Table 1. Buffalo Valley Heat Flow. 

Thermal Calculated 
Hole Lithology conductivity heat flow 

(mcal 0 C-Icm- l (Ilcal cm-2sec-l) 
---------------- sec- l )-----

3 I Basalt ,p = 2 
4.5 {4.6 
6.7 weighted 
3.95 mean 

Basalt, p =2. 7 4.5 

Silty sand,62m 2.65 

2 Clayey sand 2.5-2.6 1.98-2.05 

3 Silty sand 2.4-2.7 

Silty clay 2. 6-3 .4 
2.6- 2. 9 { ~~~ghted 
2.8-3 . 6 mean 

* I hfu 1 Ilcal cm- 2 sec - l 
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Radon Alpha-Track Survey. Alpha-track 
detectors for radon-222, provided by Terradex Corp­
oration and General Electric Company, were placed 
in the ground near and away from radioactive warm 
pools in Buffalo Valley. The area is a good test 
site, because of the sharply varying gamma-ray 
fields measured at the springs. Subsequent etching 
of the detectors revealed high track densities at 
locations near the pools and a tenfold decrease in 
track densities in detectors away from the pools . 
In the southern part of Buffalo Va11ey, relatively 
high track densities reflect the proximity of the 
detectors to comparatively high-radioactivity 
rhyolitic tuffs which underlie valley alluvium and 
are the source of most of the alluvial material. 
With the exception of the hot springs area and a 
single site northwest of the springs, the con­
toured radon track density field (Fig. 14) is 
fairly featureless in the region surveyed. Uranium 
content of soil samples from track-detector holes 
does not correlate with alpha-track densities, in­
dicating that a substantial portion of the radon 
measured comes from sources deeper than the soil 
surrounding the detectors. This work is reported 
in detail by Wollenberg. 16 

Chemistry. The chemical composition of 
four separate hot pools at Buffalo Valley hot 
springs was determined. The compositions of all 
four pools are very similar, and suggest a common 
origin. 

Preliminary Conclusions. To date, 
Buffalo Valley has received the most extensive 
evaluation of the four sites selected for detailed 
investigation. However, no discreet geothermal 
targets were identified and over half the land 
studied has been ruled out from further consider­
ation as a geothermal resource area. All surface 
electrical data, sha110w heat flow holes, and 
radiometric data indicate, that if a geothermal 
resource exists at all, it must be diffuse and of 
fairly low temperature. 

Because one of the objectives of the site 
evaluation program is to compare the effectiveness 
of different geophysical methods in identifying 
geothermal resources, a deep hole is planned at 
Buffalo Valley to confirm the results obtained so 
far. This hole would be small bore (5 to 6 inch 
diameter) and would penetrate at least 300 meters 
into bedrock below the valley fill alluvium. The 
site location of this hole has yet to be determined. 

Grass Valley (Leach Hot Springs) 

Site Description and Geology. A potential 
geothermal resource area in Grass Valley is 10- , . 
cated in the vicinity of Leach Hot Springs, approx ­
imately 50 km south of Winnemucca. The Sonoma and 
Tobin Ranges bound the valley on the east , while 
the valley is constricted south of the hot springs 
by the Goldbanks Hills, locus of earlier mercury 
mining. Grass Valley is bounded on the west by the 
basalt-capped East Range. The distribution of 
major lithologic units in the region is illustrated 
on the geologic map (Fig. 15) and their strati­
graphic relationships on the cross section (Fig. 
l6b).Paleozoic siliceous clastic rocks and green ­
stones are the oldest bedrock types in the region. 
In places in the Sonoma and Tobin Ranges, the 
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Fig . 15 . Lit hologic map, Leach Hot Springs area. Qal: alluvium, Zos: older sinter 
deposits, Qsg: sinter gravels, QTg: Quaternary-Tertiary gravels and fanglomerates, 
Tb: Tertiary basalt, Tr: Tertiary ryholite, Tt: tuff, Ts: Tertiary sedimetary rocks, 
Kgm: quartz monzonite, Kg: granitic rock, md: mafic dike, TRg: Triassic granitic 
rocks, TR: undifferentiated Triassic sedimentary rocks, P: undifferentiated Paleozoic 
sedimentary rocks. (eBB 751-0049) 
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Paleozoics are in thrust-fault contact with 
Triassic siliceous clastic and carbonate rocks. 
The Paleozoic and Triassic rocks have been in­
truded by granitic rocks, of probable Triassic 
age in the Goldbanks Hills; elsewhere the granitics 
are probably of Cretaceous age . Though not exposed 
in the Leach Hot Springs area, Oligocene-Miocene 
rhyolitic tuffaceous rocks are probably present in 
the subsurface. They are overlain by interbedded 
sandstone, fresh water limestone and altered tuffs, 
and by coarser conglomeratic sediments (fanglome­
rates) derived from mountain range fronts steepened 
by the onset of basin-and-range faulting. The 
fanglomerates are opalized in places by siliceous 
hydrothermal activity associated with fault zones; 
occasionally the locus of mercury mineralization. 
Opalization of mercury deposits in the Goldbanks 
Hills and East Range closely resembles the opalized 
sinter at Leach Hot Springs. The Tertiary sedi­
mentary sequence is overcapped by predominantly 
basaltic volcanic rocks whose ages range from 14.5 
to 11.5 million years . 

Leach Hot Springs is located on a fault, re­
vealed by a 10- to l5-m high scarp trending NE . 
Normal faulting since mid-Tertiary has offset rock 
units vertically several tens to several hundred 
meters, as shown in the cross section, Fig. 16b 
The hot springs occur at the zone of intersection 
of the NE trending fault and NNW-SSE trending linea­
ments. The zone of intersecting lineaments and 
scarplets southwest of Leach Hot Springs, between 
the springs and the Goldbanks Hills, corresponds 
to an area of appreciable micro earthquake activity,S 
suggesting that active faulting may be associated 
with hydrothermal activity. 

Total surface flow from the Leach Hot Springs 
syst em has been measured at l30 2 min- l .17 Surface 
temperatures of the springs reach the boiling point 
(94°C). Water temperatures at depth are es timated 
to be 155 to 170°C, based on silica and alkali -ele ­
ment geothermometers. l Material deposited by Leach 
Hot Springs, presently and in the past, is pre­
dominantly silica . 

Geophysical Surveys: Resistivity. About 75% 
of the area selected for investlgation at Leach Hot 
Springs was surveyed by the bipole-dipole resis­
tivity method. Excellent agreement between this 
method and a telluric current reconnaissance tech­
nique was obtained on 76 line krn. In addition, a 
short dipole-dipole line with dipole lengths of 
250 meters and separation of up to 3S krn was run 
on an eas t -west profile line, shown in Fig. l6a. 
The results are shown in Fig. 17. 
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The surveys show a complex resistivity distri­
bution along the east side of Grass Valley in the 
vicinity of Leach Hot Springs. An example of a satis­
factory model for this line is shown on Fig . 17. 
Several strong conductivity contrasts associated 
with intersecting faults are promising reservoir 
targets in this area. 

Seismic Studies. Thirty-five micro­
earthquakes were located with an array in Grass 
Valley .5 The microearthquakes seem to occur in a 
triangular region bounded by Leach Hot Springs, 
the Goldbanks Hills and Pollard Canyon. The fault 
plane solutions indicate normal faulting striking 
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from SW to NE through Leach Hot Springs dipping 
45° - 50° to the SE. To check the spatial relation­
ship of this cluster and another in Buffalo Valley, 
one large-scale array was installed reoccupying 
several sel ect ed stations in Buffalo Valley and 
Grass Valley, plus an additional station in Pleasant 
Valley . This configuration enabled simultaneous 
recording of the larger events in the three valleys. 

Five events were recorded and located in a 
four day period. All the epicenters were in the 
triangular cluster area found earlier in the Grass 
Valley area. 
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Conclusions and Planned Activities. 
The geophysical surveys have demonstrated the capa­
bilities of telluric versus induced current resis­
tivity methods in Grass Valley. Grass Valley is a 
more promising resource area than Buffalo Valley 
because discreet resistivity zones have been 
identified at depth. Microearthquake activity is 
also present in Grass Valley, but its absent in 
Buffalo Valley. 

Field recOJIDaissance actIvItIes at Grass 
Valley in 1975 will rely heavily on telluric methods 

. because of their proven capabilities . A detailed 
dipole-dipole survey to identify target areas for 
drilling will follow, using the telluric data as 
a guide. 

Buena Vista Valley (Kyle Hot Springs) 

The Kyle Hot Springs area of Buena Vista 
Valley is situated 35 to 50 km south of Imlay, a 
crossroads on Interstate 80 approximately 40 km 
south of Winnemucca. The area occupies a large 
eastward "embayment" of Buena Vista Valley into 
the I3ast Range, accentuated by the east -west but­
tress of Granite Mountain on the south. 

Air photo and on-site observations by Noble,8 
indicate that Kyle Hot Springs are localized by 
intense faulting and fault intersections. A prom­
inent syst em of normal-fault scarps follows the 
western front of the East Range, northward from 
Granite Mountain, passing east of Kyle Hot Springs. 
Another prominent fault system trends southward 
from near the mouth of Klondike Canyon, thence 
southwes tward to pass through the active hot 
springs. This system continues southwes t ward 
through an old, now inactive, spring area. The 
active and inactive spring areas at Kyle, then, are 
situated within a belt about 2 km long by 1 km 
wide which contains an unusually large number of 
faults and fault intersections. Another intense 
zone of intersecting faults is apparent in alluvium 
at the western end and northwestern edge of Granite 
Mountain. However, fracturing here does not appear 
as intense as at Kyle Hot Springs; evaluation of 
geothennal potential must await comparison of geo­
physical data from the two areas. 
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The hot springs at Kyle consist of quiescent 
pools, developed for bathing and "steaming. " Max­
imum surface water temperature is 77°C; total outflow 
is estimated at 20o~/min, and temperatures at depth 
within the spring system are expected to be between 
170 and 190°C, based on chemical geothermometers . l 
The active hot springs are presently depositing 
predomi nantly CaC03, though opalized sinter is 
abundant in older deposits and predominates at the 
inactive "fossil" hot spring area. 

A micro earthquake study has been carried out 
in the Buena Vista Valley, using an eight-station 
detector array. In contrast to Grass Valley, no 
appreciable microseismic activity was detected. 

Planned Activites 

The zone of intersecting faults at Kyle Hot 
Springs is favorable for the identification of sub­
surface targets by geophysical methods. Another 
zone of intense faulting at the northwestern edge 

of Granite Mountain also appears favorable. During 
1975, an intensive geophysical reconnaissance pro­
gram will be conducted in Buena Vista Valley in 
the vicinity of these two sites. 

SUMMARY 

Field actIVItIes in four potential geothermal 
resource areas in north-central Nevada in 1974 have 
emphasized geophysical techniques. Comparison of 
el ectrical resistivity measurements by induced and 
natural field methods indicate that telluric and/or 
magnetotelluric techniques may be more economic and 
efficient than bipole-dipole surveys in the re­
connaissance phase of the program. Geologic and 
geophysical surveys of hot spring areas in Buffalo 
and Grass Valleys indicate that the geothermal re ­
source potential of the Leach Hot Springs area in 
Grass Valley is greater than that of Buffalo Valley. 
Preliminary geologic reconnaissance of the Kyle 
Hot Springs area in Buena Vista Valley also sug­
gests an appreciable geothermal potential in that 
region. 

Geochemical sampling and analyses of cold­
and hot-spring waters and related rock units have 
yielded trace- element affinities that may be diag­
nostic in determining the pathways of waters from 
their source into geothermal systems. 

Activities in 1975 will include detailed di­
pole-dipole resistivity transects of Grass and 
Whirlwind Valleys, preliminary heat-flow drilling 
in Grass Valley, and el ectrical and natural-field 
surveys of the Buena Vista Valley area. These 
studies, besides providing a continuing evaluation 
of techniques, will l ead to location of sites for 
deep calibration holes. Lithologic, hydrologic , 
and geophysical data from these holes will be used 
to compare subsurface conditions with those pre­
dicted by surface surveys. 
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EXPERIMENTAL POWER GENERATION FACILITY 

K. Mirk and W. Kleck 

The magnitude of geothermal resources appears 
to be substantial, particularly in the western 
region of the United States. The report to the 
President by the Chairman, Atomic Energy Commis­
sionl estimates that 20,000 MW of geothermal elec­
trical generating capacity could be on-line in this 
country by 1985 and 80,000 MW by the year 2000. 
The present total installed electrical generating 
capacity is approximately 400 MW. 

Lawrence Berkeley Laboratory has formulated 
a program to develop the potential of liquid-dom­
inated hydrothermal resources in the moderate 
temperature, low salinity brine category. A major 
facet of this program is the construction and 
operation of a 10 MW experimental power generation 
facility. This project is intended to demonstrate 
the technical and economic feasibility of the 
large -scale commercial use of geothermal brines in 
the temperature range of 170°C to 210°C and with a 
salinity of less than 5,000 ppm total dissolved 
solids. 

We have analyzed the cycle efficiency and 
cost of various types of power cycles that might be 

used in the pilot plant. One system, the binary­
fluid cycle, appears to be best suited to brines in 
this temperature range. A secondary fluid with a 
low temperature boiling point is pumped through a 
heat exchanger where it absorbs heat from the brine 
and changes to a high pressure vapor. This vapor ex­
pands through a turbine converting its thermal en­
ergy to mechanical energy and passes into a con­
denser where additional energy is absorbed, 
changing the vapor back into a liquid. A pump re­
turns the condensate to the heat exchanger, com­
pleting the cycle. 

A conceptual design of the 10 MW pilot ~lant 
with a binary power cycle has been completed. 
This design assumes isobutane as the secondary 
fluid and a wellhead brine temperature of 200°C 
at a site in either Buffalo, Grass, or Buena 
Vista Valleys in Nevada. 

Figure 1 shows a simplified flow diagram of 
this pilot plant design. Total net electrical out­
put is 7,900 kW. The estimated thermal efficiency 
is 15%. 

Downhole brine 

Pump ~ 900 HP 
Total 

Condensate feed pum p

7 Turbine net HP out-
put::::::: 1750 I Vapor 953,200 lbs/hr 
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Brine supply wells 

',126,000Ibs/hr 
(2600 GPM) 
392· F 

Brine reinject io n well (5) 
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235 'F 
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Ibsl hr 
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Iso - Bu t ane li qu id 
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Heat exchanger 
0 - 73,515,400 erUH 

HiOh pressure 
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T= IOO·F 

From condenser 

Fig. 1 . Flow diagram for 10 MW geothermal power plant. (XBL 749-4193) 
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Three production wells furnish the required 
brine flow and two reinjection wells return the 
brine to the deep underground reservoir system. A 
downhole pump in each production well provides 
sufficient pressure to lift the brine, prevent 
flashing, maintain dissolved C02 in solution, and 
overcome friction losses in the heat exchangers 
and reinjection wells. 

The heat exchangers consist of eight shell­
and-tube type units connected in series . Each unit 
has a shell diameter of five feet and a tube length 
of twenty feet. Manifolding allows any pair to be 
isolated for cleaning without interrupting plant 
operation. We assumed an average heat transfer co­
efficient of 87 Btu/ft2 x hr x of. 

Two condensate feed pumps, each powered by 
an isobutane turbine, supply sufficient head to 
allow the system to operate in the supercritical 
region. This minimizes the "pinch-point" effect 
in the brine/isobutane heat exchanger. 

An isobutane vapor/isobutane liquid, regen­
erative heat exchanger transfers a l arge amount of 
superheat from the turbine exhaust to the isobutane 
fed to the main heat exchanger. 

We regulate brine flow through the heat ex ­
changer to maintain a turbine inlet temperature 
of 370 F. We selected a radial inflow turbine for 
the conceptual design. It is a single stage unit 
with an impeller diameter of 23 inches, which 
rotates at 9,000 rpm. A reduction gear corulects 
the turbine to the generator which turns at 3600 
rpm. The turbo-generator rating is 10 MW; downhole 
pumps, feed water pumps, cooling tower fans, etc., 
consume 2.1 MW total. 

-- -
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A dry-type cooling tower/condenser is used . 
The initial cost is higher than the required for 
a wet-type cooling tower and the plant efficiency 
is lower due to the large fan power requirements. 
However, both maintenance and environmental prob­
lems are reduced with the use of a dry-type tower. 
We assumed a dry bulb temperature of 80°F. Con­
densate returns by gravity f rom the condenser sec­
tion to the hot well. 

An automatic control system allows the plant 
to be operated from a remote station anywhere with­
in the power distribution system. All plant opera­
tions, except for initial startup, can be performed 
by this system. 

Figure 2 illustrates the general arrange­
ment of the plant components. The total area within 
the fence is five acres . The three production wells 
are i n the background with the brine pipeline term­
inating at the eight-unit brine/isobutane exchanger 
in the foreground . The two reinjection wells are 
outside the drawing to the right. 

The cooling tower is 100 ft wide and 200 ft 
long. The condensing section is elevated in order 
to provide sufficient head to satisfy the NPSH 
requirements for the feed pumps. 

The building to the left of the cooling tower 
houses the main turbogenerator unit. A 36 in. 
diameter line carries the turbine exhaust to the 
six regenerative heat exchangers between the 
building and cooling tower. The electrical switch­
gear yard is in the far left corner of the site. 
Across from the switchyard i s a small water storage 
pond with a surface area of 7,2 00 ft 2 and a capacity 
of 270,000 gallons. The pond furnishes auxiliary 

CONC EPT FOR A 
GEOTHERMAL POWER PLANT 
IN NORTHERN NEVADA , U,S, A 
BY THe LAWRENCE BERKELEY LABORATORY 

Fig. 2. Concept for a geothermal power plant. (XBB 74ll-S817A) 



cooling for small heat loads and provides a source 
of water for fire protection. 

A test pad where research and development 
work can be carried out under field conditions is 
adjacent to the substation. New binary fluids and 
prototype heat exchangers, turbines, condensers, 
pumps, etc., can be connected in parallel to plant 
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components for realistic testing. 
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THERMODYNAMIC PROCESS PROGRAM FOR GEOTHERMAL POWER 
PLANT CYCLES 

M. A. Green, A. D. K. Laird, H. S. Pines 

An important part of the geothermal program 
at the Lawrence Berkeley Laboratory is the design 
optimization of geothermal power plant cycles in 
general, and of binary cycles in particular. To 
accomplish this objective, a thermodynamic process 
program (GEOTHMl) has been developed and used to 
model some of the major geothermal power plant 
cycles. These include flashed steam, two-phase 
expander and bi -fluid binary cycles. The program 
assists in the design of a power plant through 
optimization of each component, given appropriate 
input data, and through cost calculations. It can 
also calculate the power output under off-design 
condi tions . 

CALCULKfION OF WORKING FLUID PROPEKfIES 

The calculation of working fluid properties 
is the heart of program GEOTHM. Over half of the 
program is devoted to this process. Early in the 
development of the program it was decided that 
properties would be calculated using several 
equations of state rather than by interpolation of 
tabular data. The advantages of using the equation 
of state approach are as follows: (1) Tables re­
quire substantial memory and data handling becomes 
a problem; (2) Tables are often inaccurate and 
inconsistent; (3) Good tabular data is often not 
available near the critical point. 

The working fluid properties are divided 
into four regions each with its own equation of 
state. Region 1 is the incompressible liquid region. 
Region 2 is the two-phase region inside the liquid 
vapor dome. Region 3 is the dense gas region on the 
gas side of the liquid vapor dome and the super­
critical region above the dome. Region 4 is the 
ideal gas region. The equation of state in this 
region is applied to gases such a.s air, CO2, S02 
and H2S when they are at room temperature and at 
atmospheric pressure or lower. 

The equations of state for regions 1,2 and 
4 are well defined and simple, and each is de­
scribed by single computer subprogram. Region 3, 
however, presents particular difficulties because 
of the non-linear nature of the fluid in this 
regime. Calculation of fluid properties in Region 3 
requires eight major subprograms and an equal number 
of minor subprograms. Some of the calculations 
require several of the subroutines to be combined 
and then iterated by one of the major subprograms. 

The program development has been slowed by con­
vergence difficulties and the need to meld together 
several different equations of state which have 
differing properites. 

Three equations of state are used to calcu­
late the properties of 28 different working fluids. 
Two forms of the Martin equation of state2,3 and 
the Starling equation of state4 are built into the 
GEOTHM program. All three equations of state have 
the property of approaching the ideal gas equation 
when the gas density approaches zero. At the criti­
cal point the equations of state have zero first 
and second derivatives of pressure with respect 
to density on the critical isotherm. The two forms 
of the Martin equation of state may be used with 
the following working fluids: R-ll, R-12, R-13, 
R-2l, R-22, R-23, R-113, R-114, R-SOO, R-S02, 
C-3l8, R-7l7 (ammonia), and R-600a (isobutane). 
(Note that the R number is the refrigerant designa­
tion by ASHRAE. 5 The DuPont trade name Freon may 
be substituted for R in most cases.) The Starling 
equation of state, which is an extended version 
of the Benedict-Webb-Rubin equation,6 is applied 
successfully to light hydrocarbons. Program GEOTHM 
can use the Starling equation of state for the 
following working fluids: methane, ethane, propane 
(R-290), N-butane (R-600), isobutane (R-600a), 
N-pentane, isopentane, N-hexane, N-heptane, 
N-octane, ethylene, propylene, nitrogen (R-728), 
carbon dioxide (R-744), and hydrogen sulfide. Test 
cases using two equations of state for R-22 
(Freon-22 CHClF2 have yielded good agreement. Test 
cases have also been run with ammonia (R-7l7), 
isobutane (R-600a), and propane (R-290). They 
have shown good agreement with ASHRAE data . 

THER!;{)DYNAMIC PROCESS CALCULATIONS 

The simulation of a geothennal power plant. 
requires the calculation of a number of thermo­
dynamic processes. Each major plant component uses 
a separate subroutine to calculate its performance. 
These subroutines (there are fifteen of them) 
calculate the thermodynamics of such components 
as turbines, pumps, flash tanks, heat exchangers, 
contact condensers, dry condensers, cooling towers, 
phase separators, and mixers. In addition, the 
effects of piping pressure drops and heat leaks 
may be simulated. 

The most difficult process component to model 
is the heat exchangers. Counter flow heat exchangers 
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are assumed in the calculation. With the appropri­
ate coefficients of perfornmnce other types can 
be modeled as well. The program GEOTHM heat ex­
changer subroutine calculates state point tempera­
tures, relative mass flows and area when the U 
factor, pinch point, ~T and the appropriate temp­
eratures are given. The three basic types of heat 
exchangers which are modeled by the subroutine 
are found in geothermal power plant cycles and a 
number of other thermodynamic cycles. 

Calculations for pumps, turbines, flash 
~ • tanks, two-phase expanders, and contact condensers 

require very simple thermodynamic equations. The 
subroutines that do these calculations are short and 
are devoted mostly toward calculating the efficiency 
of the process being modeled. 

The program performs a mass and energy balance 
on the thermodynamic cycle. The mass flow rates of 
the various fluids are set depending on whether 
the geothermal well flow is given or the net des ign 
power of the plant is given. In a geothermal power 
plant, the power plant efficiency and the energy 
yield per unit well flow (in kWh per metric ton) 
is calculated. The power plant data can be given in 
tabular form or it can be plotted. One of the plot­
ting routines will make a P-V diagram, a T-S 
diagram, and a P-H (Molier) diagram of the power 
plant cycle. Computer plots have been made of en­
ergy yield per unit well flow as a function of 
various plant parameters. 

TEST THERMJDYNAMIC CYCLES WHICH HAVE BEEN RUN BY 
GEOTHM 

All of the major geothernlal energy conversion 
cycles have been run with program GEOTHM. Successful 
calculations have been made on flashed steam cycles, 
cycles using a two-phase expander on geothermal 
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brines, and bi-fluid cycles (the so-called binary 
cycles). Most of the calculations have been applied 
to bi-fluid cycles using ammonia, isobutane, pro­
pane and Freon-22 as working fluids. Calculations 
have been done on combined cycles where several 
modes of energy conversion were used. 

A typical geothermal power plant cycle will 
run in less than a second on the CDC-7600 computer. 
Short processing times are necessary for cost cal­
culation ,and the optimization of power plant de­
sign. Short processing times permit parameter 
studies of plant thermodynamic processes to be 
made. Such studies have been made on bi-fluid 
plants using ammonia and Freon-22 as working fluids. 
The program has reached the stage of development 
where thermodynamic comparisons can be made for 
various cycles which use a wide range of working 
fluids. 
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PREDICTING THE TEMPERATURE AT DEPTH OF NATURAL HOT 
AND COLD SPRINGS AND GEOTHERMAL WELL WATERS 

A. J. Hebert and H. R. Bowman 

Subsurface temperatures in geotheTTIlal reser­
voirs can be estimated by measurement of the silica 
concentration or sodium, potassium and calcium 
ratios in the emerging waters. However, the signif­
icance of the measured temperatures is open to 
question, since both "geothermometers" depend on 
a number of condi bons being met in the geothermal 

, reservoir. 

The quartz geothennometer is based on the known 
solubility of quartz in H20, and can be represented 
by the following equation: 

T caC) Si02 = - (4/3)lOgg~62) + 6.84 - 273, 

where SiOZ is in ppm. The predicted temperature 
will be hIgh if steam separates as the water as­
cends. It may also vary if the hot waters are di­
luted, or mixed with waters in equilibrium with 
silicates other than quartz. 

The Na, K, Ca geothermometer is based on the 
empirical relationship developed by Fournier 
and Truesdell l 

(") C 1647 -273 
T C Na,K, a= 10g(Na/K+6log(ICa/Na)+2.24 ' 

where Na, K and Ca are concentrations in moles per 
kg, and B = 4/3 for T < 1000 C and 1/3 for T > 1000 C. 
In this case, the predicted temperatures are not 
expected to vary as much with steam separation or 
dilution since they are dependent on ratios of con­
centrations. 

To test the relative consistency of these two 
geothermometers, samples of hot spring and well 
waters were collected from sites in Nevada and 
California and analyzed by soft x-ray fluorescence 
techniques, and by neutron activation. 
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Fig. 1. A comparison between two methods for pre­
dicting temperatures of underground waters 
by chemical analyses of spring and well 
waters obtained at or near the surface. 

The "Si02" or "quartz" geothermometer is 
based on the observed solubility of quartz 
in water. The "Na,K,Ca" geothermometer is 
based on observed down-well temperature 
readings and chemical analyses for sodium, 
potassium, and calcium in the water. 

(XBL 748-3975) 
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The soft x-ray major element analyses were per­
formed with 50 ]11 samples in a manner previously 
described. 2 Absorption corrections were made with 
a computer program and the values tabulated by 
McMaster, et a1. 3 

Figure 1 illustrates a comparison between the 
two methods of predicting temperatures. It is appar­
ent that while the two geothermometers show reason­
able agreement at temperatures above 125°C, a large 
discrepancy develops at lower temperatures. At 
present, there is no suitable theory to explain the 
differences between the predicted temperatures 
below 125°C. Further research should provide a 
clearer theoretical understanding of rock-water in­
teractions and may lead to a more useful geothermo­
meter . 
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THERMODYNAMIC PROPERTIES OF HIGH TEMPERATURE BRINES 

K. S. Pitzer and L. F. Silvester 

An important requirement for the development of 
liquid dominated geothermal systems is a satisfac­
tory means of predicting the thermodynamic prop­
erties of high temperature brines or mixed elec­
trolytes. 

Our work on developing improved theories (or 
models) for dealing reliably and efficiently with 
the problems posed by such solutions has centered 
on evaluation of existing data for such thermo ­
dynamic parameters as (1) activity and osmotic 
coefficients,(2) heats of dilution and heats of 
solution, (3) heat capacities and (4) apparent 
molal volumes. The range of temperatures and 
pressures as well as the solutes will be chosen to 
meet the need for predicting the chemical and the 
engineering thermodynamic properties of geother­
mal brines. 

The method of theoretical modeling involves 
extension of the basic equations developed by 
Pitzer. Starting with a general equation for the 
total excess Gibbs energy of a solution, the re­
quired derivatives were taken and appropriate 
functional forms introduced for the virial co­
efficients. For a simple salt MX the equations 

for the osmotic and activity coefficients, ¢ and y, 
are 

¢-l 

and 

2 
+ m 

2vMvX (0) (1) 1 

+ m(-v-) [ 2BMX + 2 MX (l-(l+aI" 

(1) 



From Eqs. (1) and (2), one obtains a relation­
ship for the relative apparent molal heat cODtent, 
L, in terms of the parameters b,a, S(O), S(l), and 
cCP as 

CPL = I I ~Zxl; (~) Q,n(l+bI~) 
2 ar/O) 

- m(2RT ~\!X) [ (aT) 
p 

+ -i- (l -(l+aI~) e-aI~) 
a I cP 

_ 2 RT2 ( ) 3/2 (~) m \!M\!X aT 
p 

(3) 

.• Using Eq. (3), a computer program was developed 
and used to analyze data on heats of solution 
and/or heats of dilution for over one hundred 
different salts at room temperature. The results 
indicate that Eq. (3) reproduces the existing 
data substantially within experimental error with 
the parameters b and a taken as temperature in­
dependent. Results using Eqs. (1) and (2) for 
the available data on activity and osmotic co­
efficients of NaCQ,(aq) up to 300°C indicates the 
equations reproduce the data well within experi­
mental error at the various temperatures with b 
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and ataken as temperature independent. These re­
sults are particularly satisfactory as they yield 
a compact set of equations whose parameters have 
physical meaning as far as possible. 

There are relatively extensive experimental 
data on systems involving singly and doubly 
charged ions but few measurements on ions with 
higher charge. Hence, in addition to the theo­
retical efforts, an experimental program aimed 
at understanding the behavior of aqueous solutions 
containing high-charged species has been under­
taken. Preliminary experiments indicate the salts 
La4(Fe(CN) 6)3 and Ca2Fe(CN)6 are suitable for 
cells similar to 

La(ION) I La4(Fe(CN)6) (aq) I Agle(CN)6(s) I Ag(s) 
3 

where La(ION) is a lanthanum ion-specific elec­
trode. The data from these cells will be analyzed 
in terms of "higher order" limiting laws and to 
aid in picking appropriate theoretical models for 
dealing with electrolytes that undergo association 
in solution. 

This program also receives some support through 
the Inorganic Materials Research Division of LBL. 

BACKGROUND STUDIES FOR PREDICTING SILICIC ACID 
BEHAVIOR IN GEOTHERMAL BRINES 

A. R. Marsh, I. Huang, G. Klein, and T. Vermeulen 

Amorphous deposits of silica and silicates 
are foremost among several types of equipment 
fouling that occur in power generation from geo­
thermal brines. In order to understand the mech­
anism and rates of silica fouling in geothermal 
brines, studies of silicic acid polymerization have 
been made at 25°C on solutions in the range of 100 
to 1000 ppm dissolved sil ica (O.OOlSM to O.OlSM 
Si02) at pH values between 4 and 10.- -

The chemical structure of silicic acid in its 
various forms is illustrated by three examples: 

Monomer 
OH 
I. 

HO-Sl-OH 
1 

OH 

Linear Trimer 

OH OH OH 

S
I. I. I 

HO- l-O-Sl-O-Si-OH 

O~ O~ O~ 

Cyclic Trimer 

HO OH 
'si/ 

0/ '0 
HO I 1 0H 

'Si Si/ 
Her "0/ 'OH 

Silicon atoms, like aliphatic carbon, appear to 
form only tetrahedral bonds. The linear polymers 
slowly "age" by further dehydration to monocyclic 
and polycyclic forms. Quartz, the infinite-poly­
mer crystal, is completely crosslinked, containing 
no unreacted -OH groups except at the crystal sur­
face. In this study no evidence has been found for 
the presence of any silicycl groups ~Si=O. At 
higher pH, the -OH groups can ionize to -0-
and H+. The pK for monomer is near 10.0 and for 
dimer near 9.7, for the first hydrogen to ionize . 
A higher ionization constant, or lower pK, is in­
ferred for -OH attached to -O-Si-O-, which arises 
in the trimer and higher-polyme~ forms , indicating 
that these polymers are stronger acids than the 
monomer or dimer. 

Polymers form in increasing amounts at pro­
gressively higher levels of total dissolved silica. 
The monomer concentration itself al ways remains 
below 0.0020M which corresponds to the amorphous 
silica solubTlity reported by Morey, Fourni~r, and 
Rowel and Alexander, Heston, and Iler. 2 Silica is 
believed to dissolve in water only as monomeric 
silicic acid. 

Many previous investigat ors have studied the 
behavior of silicic acid in concentrated solutions, 
that is, above 6000 ppm or 0.10M. The present study 
has established definite behavioral similarities 
between dilute and concentrated solutions, and thus 
clarifies the rate behavior and equilibrium ef­
fects in polymerization. Figure 1, from published 
work,3 shows the time required to reach a gel con­
dition in concentrated solutions, and emphasizes 
the strong effects of pH and total concentration. 
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Fig. 1. Gel time vs. pH at 25°C, after Merrill 
and Spencer. 3 (XBL 761-2181) 

The polymerization rate leading to gel formation 
can be regarded as varying inversely with gel time. 
It should be observed that the maximum rate of 
polymerization shifts toward higher pH as the total 
silica concentration increases; also, however, the 
fraction of silica that has reached gel form at the 
measured time is decreasing. 

In the present investigation, the concentra­
tion of monomeric silicic acid was determined 
colorimetrically by reaction with molybdic acid 
to form a yellow silicomolybdate. Speculation over 
the extent by which polysilicic acid molecules con­
tribute to the color development has been resolved; 
the initial rate measures the monomer. The maximum 
color intensity, which is reached after reaction 
for 5 minutes, includes depolymerized dimer as well 
but no higher polymer. For aged solutions, the 
equilibrium constant for dimerization is found to 
be 

K (dimer) 

(monomer) 2 

Some polymerization-rate results from this 
study are shown in Fig. 2. The time required for 
several fractional approaches toward equilibrium 
is plotted on the same scale as for Fig. 1. Frac­
tional approach to equilibrium is defined here as 
the decrease in monomer plus dimer (detected by 
molybdate analysis after 5 minutes), compared with 
the long-time decrease. Similarities between the 
figures are notable. Figure 2 indicates that the 
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Fig. 2. Fractional approach to monomer equilibrium 
vs pH at 25°C. Average concentration (as 
Si02) is 870 ppm. (XBL 761-2180) 

average polymerization rate for progressively higher 
conversion has its maximum at progressively lower 
pH values. 

Polymerization rates of silicic acid in dilute 
solution have long been known to be second-order 
in silicic acid itself and first -order in hydrox­
ide ion. 4 This indicates reaction between a neutral 
molecule and a silicate anion, and suggests that 
the maximum rate should occur close to pH 10. How­
ever, the bulk reaction shows strong autocatalytic 
effects, as well as a shift in pH for the maximum 
rate. It is found that polymerization in unbuffered 
solutions leads to pH increases in the dilute 
range, and to pH decreases in the more concentrated 
range. All these results are consistent with the 
view, expressed above, that trimers and higher 
polymers are stronger acids than monomer and dimer. 

Studies on silica polymerization will be ex­
tended to include the effects of higher temperature 
and of cationic and anionic co -reactants. 
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MEASUREMENT OF TI·IE PROPERTIES AND BEHAVIOR OF ROCK-FLUID 
SYSTEMS AT ELEVATED PRESSURES AND TEMPERATURES 

W. H. Somerton 

Rock properties have been measured at stress 
conditions simulating great depths but little 
work has been done at the unusually high temper ­
tures encountered in geothermal reservoirs. Tech­
niques for measuring the physical properties of 
rocks at simulated geothermal reservoir environ­
mental conditions are being developed in the 

• present work. The properties to be measured include 
bulk and matrix compressibilities, dilatational 
and shear velocities, thennal conductivity and 
diffusivity, thermal expansion, permeability and 
formation resistivity factors. The range of envirom­
mental conditions include t emperatures to 400°C, 
confining pressures to 20,000 psi, fluid pore 
pressures to half that amount and saturations 
ranging from vacuum to full brine saturation. 

In developing measuring techniques using ex­
isting pressure cells, temperatures were limited 
to 200°C and pressures to 15,000 psi, but by de­
veloping an in-situ saturation - desaturation 
technique, any desired condition of fluid satura­
tion could be obtained. These techniques and the 
results obtained are reviewed briefly . Progress 
and problems associated with the development of a 
composite rock properties test apparatus which will 
meet the desired temperature and pressure conditions 
are also discussed. 

The compressibility measuring component of the 
present apparatus employs a sensitive deflection 
sensor to measure change in length of a cylindrical 
core sample as pressure is changed. Thermal ex­
pansion can also be evaluated as temperature is 
changed. For isotropic samples volume compressi­
bility is taken as three times the linear contrac­
tion. For anisotropic samples, linear contractions 
in directions parallel and perpendicular to the 
bedding planes must be measured. Bulk compressi­
bility is measured on jacketed samples and matrix 
or grain solids compressibility on unjacketed sam­
ples of the rock. Details of the apparatus and 
measuring technique are given by El Shaarani. l 

Results of compress ibility measurements are 
given by El Shaaranil and are reviewed by Somerton. 2 
These results show that in general, bulk compressi­
bility decreases with increased pressure but in­
creases with increased temperature and with in­
creased liquid saturation. Matrix compressibility 
changes only with temperature, increasing with in­
creased temperature. In applying these results, 

l El Shaarani shows that land surface subsidence 
due to subsurface fluid withdrawal will be greater 
in geothermal areas because of the elevated tem­
peratures . 

Dilatational and shear velocities of rocks are 
measured by the first pulse arrival technique using 
lead zirconate titanate piezoelectric crystals for 
pulsing and detection of the sonic waves. The 
apparatus and techniques empl03ed in these measure­
ments are described by Mobarak and Al Khafaji. 4 
Results show that both dilatational and shear 
velocities increase with increased pressure and de­
crease with increased temperature. A substantial 

difference is noted in the effect of liquid satura­
tion - dilatational velocity increases with 
increased liquid saturation whereas shear velocity 
decreases. This latter difference leads to the 
possibility proposed by Al Khafaji4 that liquid 
levels or liquid-gas (vapor) contacts could be 
detected by this difference in behavior. Mobarak3 
has applied the temperature effect on dilatational 
velocity in interpreting sonic logs. He shows that 
temperature corrections need to be made to avoid 
error in the usual sonic transit time-porosity 
correlation. There is normally a direct linear re­
lation between transit time (reciprocal of dila­
tational velocity) and porosity. However, the ef­
fect of temperature is to increase transit time 
and to decrease porosity . This opposite effect 
could lead to porosity errors of 20% or more in 
high temperature reservoirs. 

Thermal conductivity and diffusivity are mea­
sured by a transient technique described by 
Nguyen. S The method involves the application of 
heat at a constant rate to a small area of an ex­
tensive rock surface . The mathematical solution 
for this problem is available6 in terms of dimen­
sionless temperature rise and dimensionless time. 
Comparing the actual temperature-time history with 
the dimensionless solution, Nguyen used a curve 
matching technique which gives both thermal con­
ductivity and diffusivity. 

A steady state method is also used to measure 
thermal conductivity and to evaluate the vaporiza­
tion-condensation-capillary (or so-called "heat­
pipe") effect . This latter effect, discussed by 
Somerton ,2 occurs when a partially liquid saturated 
rock at or near its vapor pressure has a tempera­
ture differential imposed across it . Heat is trans­
ferred not only by conduction but also by the latent 
heat of vaporization-condensation. The continuous 
fluid flow cycle is compl eted by capillary flow of 
condensed liquid to the vaporizing section of the 
system. A lumped parameter is used to evaluate the 
magnitude of the VCC effect. 

Results of thermal properties tests show that 
both thermal conductivity and diffusivity increase 
slightly with increased effective stress. These 
two properties usually decrease in magnitude with 
increased temperature but for some low thermal 
conductivity systems, the opposite might be true, 
values increasing with increased temperature. The 
magnitude of the VCC effect is related to relative 
permeability in that for a given system it reaches 
a maximum in the middle range of liquid saturations . 
The magnitude of the peak value is strongly related 
to the absolute permeability of the rock. 

The application of the compressibility mea­
suring system to thermal expansion measurements 
has not yet been tested. Thermal expansion data 
have been obtained by use of a separate apparatus8 
which has no provisions for stress application or 
liquid saturation. Measurements with this device 
show that thermal expansion coefficients generally 
increase with increasing temperature up to the a - S 



quartz inversion temperature (S7S0 C) beyond which 
temperature the coefficient is greatly decreased 
and may become negative for high quartz content 
rocks. 

The permeability measuring device is provided 
with a back pressure regulator so that the pore 
pressure is maintained above vapor pressure and 
the flowing fluid is maintained in the liquid phase 
at the elevated temperatures. Preliminary results 
show that liquid permeabilities of Berea and Boise 
sandstones decrease substantially upon increase in 
temperature. Others7 have observed this effect but 
have also noted that permeability to gases does 
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not vary with temperature. Slight modifications will 
be made in the present apparatus so that the vapor 
phase (steam) only will flow through the core. It 
will thus be possible to compare liquid and vapor 
permeabilities to determine whether the tempera­
ture effect persis t s. 

Provisions for measuring formation resistivity 
factors have been added to the permeability mea­
suring apparatus. The four-electrode resistivity 
measuring device is made up of four silver plated 
wires wrapped around the core before sleeving -
the two wires near the ends of the cores serving as 
current electrodes and the two inner wires being 
potential measuring electrodes. By coupling with the 
pore fluid, these wire rings act as disc elec­
trodes. This resistivity measurement in no way in­
terferes with the permeability measurements. Tests 
are now in progress to compare results obtained 
by this technique with measurements made by con­
ventional methods. 

Formation resistivity factors have been found 
to increase with increased temperature. 7 Linking 
Archie's equation for the formation resistivity 
factor with the Kozeny-Carmen equation for perme­
ability, an inverse relation between the two 
quantities would be expected. The common linking 
factor is tortuosity which apparently is quite 
sensitive to changes in temperature. Investigation 
of this matter is in progress. 

Design of the new high temperature physical 
properties measuring apparatus has been started, 
and the pressure cell drawings and specifications 
have been sent out for bid. The objective is to 
measure all of the desired properties with a single 
apparatus under identical conditions so that meaning­
ful correlations may be obtained. This presents some 

problems because of conflicting requirements for 
some of the tests. Most of these problems have been 
worked out and the major problems remaining are 
those of bringing the many electrical leads out of 
the cell, a satisfactory high-temperature jacketing 
material for the core,and development of a high 
temperature printed-circuit system for the thermal 
conductivity disc heater, the thermocuples and the 
resistivity measurement electrodes. Electrical in­
sulation in a brine environment at high temperature 
appears to be a major problem. It is planned to 
complete the design and construction of the ap­
paratus using the best methods and materials avail- • 
able even if this means that the first tests will 
be restricted to temperatures somewhat below those 
ultimately planned. 
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GEOTHERMAL RESERVOIR DYNAMICS 

P. A. Witherspoon and V. E. Schrock 

The major effort in the research program on 
geothermal reservoir dynamics has been on the prob­
lem of developing a computational capability of 
mathematically modeling the behavior of geothermal 
systems. In earlier work on the University of 
California campus , a three-dimensional code was 
developed that can handle single-phase flow of 
fluids and the transport of heat through porous 
media. This single-phase program has been used to 
model the steady-state behavior of liquid-domin­
ated systems. Two- and three-dimensional reservoirs 

have been modeled satisfactorily using systems con­
sisting of one to three layers. In this initial 
effort, we have been mainly interested in exam­
ining the heat flow and the convection cells that 
can form for simple geometries where the Rayleigh 
number within the "reservoir" of a multi-layered 
system is kept constant. 

It is apparent from the rather simple systems 
that have been studied that the geological con­
straints playa very important role in controlling 



.) 3 
. ¥ 0 ) U "J doi .... U .... 

the size of the convecting cells and thus the total 
heat flow through the system. Figure 1 shows an 
example of the type of results that are obtained 
for a three-layer model where Layer A is suffi­
ciently porous and permeable to sustain the develop­
ment of four convection cells. Layer A has a 
Rayleigh number of 100 and is enclosed by imperm­
eable Layers B above and below,where only heat con­
duction takes place (i.e., Ra = 0). The Nusselt 
number for this particular model is 1.2, meaning 
that heat transfer through the system is only 20% 
greater than would be obtained by conduction alone 

-throughout the whole system. The thermal properties 
for each layer were identical, and the finite 
hydraulic conductivity assigned to Layer A permits 
the development of the convection cells. 

We have also begun the development of an ana­
log model using an experimental sand box that was 
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Fig. 1. Development of convection cells in three­
layer system. Ra = 100 in Layer A; Ra = 0 in Layers 
B. (XBL 751-2007) 
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constructed in earlier research on the University 
of California campus. This box has dimensions of 
O. 9xl. 2xl. 8 m and when properly packed with sand 
will have a permeability in the range of 10-12 to 
10-lOm2 (1 to 100 darcies) depending on the grain 
size distribution that is selected. We are now 
instrumenting the box with appropriate insulation 
and heat sources as well as standard devices for 
temperature and pressure measurements. We wish to 
study the utility of such a laboratory approach in 
providing models of both natural and forced heat 
convection systems in porous media. This can give 
us a means of checking the accuracy of our mathe­
matical models and should also provide an insight 
into some of the mechanisms of geothermal reservoir 
behavior. 

Analytical work has led to a paper, "Theory of 
Heat Extraction from Fractured Hot Dry Rock," by 
A. C. Gringarten,* P. A. Withersppon, and 
Y. Ohnishi,t which has been accepted for publica­
tion in the Journal of Geophysical Research in 
1975. This paper presents a theory for the amount 
of heat that can be extracted from an infinite 
series of parallel vertical fractures of uniform 
aperture. The fractures are uniformly spaced and 
drain heat from blocks of homogeneous and isotropic 
impermeable rock. Cold water enters at the bottom 
of each fracture and solutions are given in terms 
of dimensionless parameters from which the exiting 
water temperatures at the top of the fractures can 
be deteI1llined. Application of the theory to a field 
situation demonstrates how a multiple-fractured 
system provides a more efficient mechanism for 
heat extraction than a single fracture in hot dry 
rock. 

Footnotes 

* Present address : Bureau Recherches Geologiques et 
Mineres, Service Geologique National, Orleans, 
France. 

tpresent address: Department of Civil Engineering, 
Kyoto University, Kyoto, Japan 

NATIONAL GEOTIlERMAL INFORMATION RESOURCE (GRID) 

F. B. Henderson III, S. L. Phillips, and T. Trippe 

A Geothermal Data Center is being established 
at the Lawrence Berkeley Laboratory as a joint ef­
fort between the Energy and Environment Division 
and the 'U. S. Geological Survey, with the ob­
jective to collect, store, and disseminate infor-

,mation on geothermal science and technology. The 
center, known as the National Geothermal Informa­
tion Resource, is often called by the Acronym 
GRID (Geothermal Resources Information and Data) . 
Both bibliographic and numerical data are being 
compiled using the following two formats: 
1) a loose-leaf handbook, and 2) a computer-based 
infonnation storage and retrieval system. The re­
sults of the compilation will include an annotated 
and indexed bibliography of geothermal litera­
ture and data, critical comparisons among altern­
ative methods of geothermal exploration and ex­
ploitation, and recommendations for improvements 
in areas requiring more or better data collection. 

The activities of the center are overseen by 
a Technical Advisory Committee whose charge includes 
establishing priorities and reviewing progress. The 
current members of the committee are as follows: 

L. O. Beaulaurier 
Bechtel Corporation 
San Francisco, CA 

C. W. Berge 
Phillips Petroleum Company 
Del Mar, CA 

Barry Block 
Diax Corporation 
Sunnyvale, CA 

Richard G. Bowen 
State of Oregon 
Portland, OR 



Merrill Cohen 
General Electric Company 
Lynn, MA 

Robert O. Fournier 
United States 

Geological Survey 
Menlo Park, CA 

Thomas C. Hinrichs 
San Diego Gas and 

Electric Company 
San Diego, CA 

John H. Howard 
Lawrence Livermore Laboratory 
Livermore, CA 

Ronald L. Kreiling 
E G & G 
San Ramon, CA 

William C. Klostermeyer 
Bureau of Reclamation 
Washington, D. C. 

J. J. Patrick Muffler 
United States 

Geological Survey 
Menlo Park, CA 

Morris S. Phillips 
U. S. Corps of Engineers 
Waltham, MA 

Morton C. Smith 
Los Alamos Scientific 

Laboratory 
Los Alamos, New Mexico 

Paul A. Witherspoon 
Lawrence Berkeley Laboratory 
Berkeley, CA 

The activities at LBL are coordinated with 
other activities that relate to the collection and 
dissemination of geothermal information and data. 
CUrrently, the principal interactions are those 
with the U. S. Geological Survey (USGS), the 
NATO Committee on Challenges of Modern Society 
CCMS, and the Energy Data Base being established 
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at the Technical Information Center (TIC) in Oak 
Ridge by the AEC's Office of Scientific Information. 
The LBL coordination with the U. S. Geological Sur­
vey is primarily with their Office of Resource 
Analysis in Reston, Virginia. The USGS is interested 
in acquiring and compiling data that pertain to 
geothermal fields/areas and flowing wells. The 
coordination with NATO/CCMS is aimed primarily at 
international exchange of geothermal information 
between interested nations such as Iceland, New 
Zealand, Italy, West Germany, France, Mexico, and 
the United States. There are four principal data 
centers involved; these are: LBL, the U. S. Geo­
logical Survey in Reston, Virginia, the Geothermal 
Research Institute in Pisa, Italy, and the Depart­
ment of Scientific and Industrial Research in Well­
ington, New Zealand. In the coordination with the 
TIC we are jointly developing a thesaurus for geo­
thermal energy, and are exchanging data to ensure 
comprehensive coverage of the geothermal literature. 

The myriad facets of geothermal information 
can be categorized in a number of ways. We have found 
it convenient to classify the world wide geothermal 
information into the following four principal cate­
gories: 

1. Exploration and Evaluation (e.g., drilling, 
economic evaluation, fields, geol ogic and 
hydrologic surveys, geophysics, geochemistry, 
isotope chemistry, research and advanced 
technology, U. S . and world resources develop­
ment, volcanology, flowing wells). 

2. Physicochemical Properties (e.g., densities 
and vapors pressures, reservoir minerals and 
rocks, thermodynamic and thermophys ical data at; 
elevated temperatures and pressures, synthesis 
of pure geothermal substances, rock-solution­
gas kinetics, volcanology, working fluids). 

3. Utilization (e.g., binary systems power 
generation, corrosion and scaling, economic 
evaluation, electric power production, space 
and process heat, fluid reinjection, steam 
and hot water transmission, working fluids). 

4. Environmental and Institutional 
Considerations (e .g., gaseous emissions, 

regulatory constraints, subsidence, noise). 

Besides abstracts of the geothermal litera­
ture, GRID will provide the user a compilation of 
background information concerning the exploration 
and exploitation of geothermal energy. For ex­
ample, the compilation will include a narrative 
overview portion covering topics such as: cate­
gories of geothermal resource systems (e.g., 
vapor-dominated, liquid-dominated, hot-dry-rock, 
magma pools, and geopressure); economic and social 
aspects of the exploration and exploitation of 
the nation's geothermal resource; organizations 
that are involved in geothermal energy develop­
ment; tabulation of the units used in the geo­
thermal area; and a glossary of terms. 

The compilation of geothermal information and 
data will be available for dissemination in two 
basic formats. User oriented computer aided re­
call programs will be in bibliographic (abstract) 
output formats or numerical data output formats. 
The information and data currently in the GRID 
System will be immediately available through these 
formats at user's r equest. 

The second main type of output will be the ~ 
loose-leaf handbook entitled Compilation of Geo­
thermal Information that will be published in 
four volumes corresponding to the four main cat~ 
gories of geothermal information. These volumes 
will be issued to subscribers in loose-leaf sec­
tions as they become available. The user may also 
subscribe to the handbook updating service. This 
service will provide the user with periodic addi­
tions of current abstracts as well as narrative 
section updatings and re-writes as required by 
advance in the state of knowledge concerning geo ­
thermal energy. 

The availability of the four volumes of the 
Compilation of Geothermal Information is programmed 
for completion as follows: 
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Volume 1. Exploration and Evaluation---
year end 1975; 

Volume 2. Physical Chemistry-- -mid 1976; 
Volume 3. Utilization---early 1977; and 
Volume 4. Environmental, Legal, and 

Institutional Consideration---year 
end 1977. 

These volumes will be issued by sections as ready. 
For example, the Introduction, Geochemistry, and 
Drilling sections of Volume 1, Exploration and 

,~ Evaluation will be available by May 1975, and the 
'remaining sections will be distributed by year end. 

To reach maximum effectiveness as a user­
oriented geothermal information and data compila­
tion and dissemination system, GRID ' s projected 
5-year program and 1980 goal are as 

Milestones,FY1975-FY1980 

FY75: Demonstration File 
Socorro Report Indexing 
Initial Storage and Retrieval Program 
Preliminary Thesaurus of Geothermal 

Descriptors 

FY76-FY80 : Complete "Catch-up" Phase 
Information Storage and Retrieval 

Program 
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Data Tagging 
Data Quality 
Computer Links 
Package Searches 
Direct Computer Searches 
Profile Searches 
Special Restrospective Searches 
Leases and Exchanges of GRID 

Tapes 

Goal, FY1980 

GRID will be a ready source of interp­
reted and evaluated data compiled from the 
published literature of the world, and will 
provide a variety of services in the trans­
fer of this information from the originator 
to the ultimate user. 
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Plasma Physics and Controlled 
Thermonuclear Fusion Research (CTR) 

INTRODUCTION 

Plasma Physics and Controlled Fusion Research 
has been a continuing activity at the Lawrence 
Berkeley Laboratory since 19S5, when it was still 
classified under the name Project Sherwood. Until 
1973 this program was administered entirely through 
M Division at the Lawrence Livermore Laboratory 
(LLL) which had been designated one of the four 
major sites for CTR work for the USAEC. Thus all 
annual reports on this activity up to and including 
fiscal year 1973 appear as a part of those issued 
by LLL. 

Starting with fiscal year 1974, the portion 
of the CTR program at LBL dealing with basic re­
search on plasma physics, plasma production and 
heating, and related atomic physics, was separated 
out, henceforth to be administered directly by the 
appropriate Division within the laboratory at 
Berkeley. The proj.ect on neutral-beam development 
for injection into fusion devices continues as a 
joint effort administered by LLL. 

When the Energy and Environment Division was 
established it incorporated the CTR program at LBL. 
Thus progress and status of the LBL plasma physics 
and fusion-related research will henceforth be 
covered in the annual reports of the Energy and 
Environment Division. 

The CTR Project at LBL consists of the 
following five major parts: 

1. Experimental research on plasma production 
and trapping of laser-ionized pure deute­
rium pellet plasma in a magnetic field. 

2. Atomic physics studies and cross section 
measurements, mostly motivated by the 
neutral-injection problem. 

3. Heating and confinement studies in the 
"Tormac" configuration. This is a new 
project at LBL, recently transferred from 
the Air Force Cambridge Research Labora­
tory, and considerably expanded through 
a contract with the Electric Power 
Research Ins t itut e . 

4. Neutral beam development. This joint 
LLL/LBL program is developing hardware 
for neutral beam injectors. 

S. Theoretical research, mainly dealing with 
plasma heating by nonlinear interaction 
of waves with the medium. 

PLASMA PRODUCTION AND TRAPPING OF LASER-IONIZED PURE DEUTERIUM­
PELLET PLASMA IN A MAGNETIC FIELD 

N.E. Abt, T.R. Jarboe,* W.B. Kunkel, A.F. Lietzke, and G.H. Rankin 

INTRODUCTION 

The original purpose of this so -called "laser­
plasma" experiment at LBL was the reliabl e produc­
tion of a completely isolated and pure hydrogen or 
deuterium plasma in the energy range of 100 eV/ 
particle, and its capture in a magnetic field, for 
use in a variety of basic studies. Preparation 
for this project and the development of the essen­
tial components took several years. Thus major 
parts and preliminary results have been described 
in previous annual reports l and only a brief 
summary is given here. 

In the meantime, knowledge of the behavior of 
plasma produced by laser irradiation of a levitated 
or freely falling solid pellet and its expansion in 
a magnetic field has gained new significance 
because of the possible use of such plasma as 
target material in Baseball II (at LLL) as well as 
in the United Aircraft mirror-confinement experi­
ments. Therefore this particular study is now 
primarily intended to supplement those at the 
United Technologies Research Center with a diver­
sity of diagnostic tools and by substituting pure 
deuterium for the usual lithium hydride. 

EXPERIMENTAL APPARATUS 

The apparatus used in this experiment con­
sists of the following components : the pellet 
producer, a giant-pulse ruby laser system, pellet 
detection and laser firing systems, vacuum 
chamber and magentic field production equipment, 
and plasma diagnostic devices. The basic layout 
is shown in Fig . 1. ~ 

Pellets are produced, collimated, and allowed 
to fall freely in a uniform magnetic field toward 
the focal region of the ruby laser pulse. Most of 
the pellets do not fall through this focal regioh,. 
but when a pellet is on the right trajectory to 
fall through the focus region, the detection 
system triggers the ruby laser in such a way that 
the laser fires when the pellet reaches the focus . 

After the pellet is irradiated, the plasma 
produced expands in the uniform magnetic field 
(which can be set equal to zero) and is studied 
with collectors, magnetic probes, and a "plasma 
camera". 2 

In the pellet maker, described more completely 
elsewhere,3 the small pieces are produced by 
slicing a SO -~ diameter thread into approximately 
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Fig. 1. Principal components of the laser-ionized pellet experiment. 
The high-power laser is focused on the so-called " zap-zone", 

on the axis of the magnet solenoid. (XBL 749 -4248) 

50-~ length cylinders with a thin tungsten wire. 
The solid thread is made by allowing liquid deute­
rium of the proper temperature and pressure to 
flow through an aperture into a vacuum. The 
temperature is controlled through the vapor pres­
sure of continously produced liquid hydrogen 
coolant . The pellets are collected by a funnel 
and collimated by falling through a quartz capil­
lary tube carefully aimed at the focal spot of 
the ruby laser. 

The remainder of the apparatus is rather con­
ventional, and is shown in Fig. 1. A complete 
description of the experiment is given in a recent 
Ph .D. thesis. 4 The results obtained to-date are 
summarized below 

FORMATION PROCESS OF DEUTERIUM PLASMA CLOUDS 

The freely falling solid pure deuterium pel­
lets of about 50 -~ diameter are converted into 
plasma of about 100 eV/particle energy if a fast 

I rising (l-nsec risetime)2-joule ruby laser pulse is 
used. Comparison with simplified computational 
models shows that the observed shell-like and not 
quite symmetric plasma clouds are consistent with 
the following process: Light absorption causes 
high pressure and ablation both backward and side­
ward. This pressure drives a strong shock through 
the pellet converting it into a forward -moving 
flattened partially ionized superdense "fluid". 
When the shock arrives at the far end of the pel­
let, the material there blows off in a free expan­
sion resulting in a retrograde rarefaction wave. 
After this rarefaction front reaches the ablation 
surface the latter accelerates as the density 
ahead decreases. The plasma cloud thus emanates 
effectively from an accelerating source region. 
The process terminates fairly abruptly after the 

absorption length becomes comparable to the thick­
ness of the remaining compressed material. 

EARLY STAGES OF EXPANSION OF THE PLASMA CLOUDS IN 
A MAGNETIC FIELD 

Observations with a set of charge detectors, 
magnetic-flux loops arid a "plasma camera,,2 on the 
evolution of these isolated deuterium plasma 
clouds in a uniform magnetic field are compared 
with computer- generat ed predictions based on 
various highly simplified models. Since they are 
made from solid pellets by one-sided cross-field 
laser irradiation, these clouds are initially not 
spherically symmetric. Nevertheless, the cross­
field expansion is arrested approximately as 
expected for complete flux exclusion, and during 
this early phase the generated dipole moment is 
not easily distinguishable from that of expanding 
perfectly conducting axisymmetric shells. Such 
clouds, however, would overshoot and oscillate 
about an equilibrium diameter and would also slow 
down parallel to B. Actual clouds (N ~ 10 16 

atoms), on the other hand, keep expanding along 
the field and show no evidence of multiple 
"bouncing," possibly because of their flute-like 
distortion or because of anomalous field diffusion, 
or both. 

INVESTIGATION OF FLUTE MODES AND OF PLASMA-FIELD 
INTERPRETATION 

This phase of the work is incomplete and only 
preliminary results can be given. It a~pears that 
relatively small pellets (Ni < 2 x 10 I ) irradi­
ated by well aligned high-intensity (W > 5 X lOll 
watt/cm2

) ruby laser light have a fair chance of 
yielding clouds expanding along the B-field as 
tight cylindrical plasma columns with only minor 
or even undetectable flut e development, as shown 
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Fig. 2. Photographs of scintillator images produced by plasma streaming 
along B-field and striking the plasma camera at a distance of 56 em 
from the "zap-zone". Conditions are: 

(a) B 7.4 kilogauss, Ni "" 2 x 10 15
, (€' i)"" 250 eV; 

(b) B 7.0 kilogauss, Ni "" 2 x 10 15
, (Ei) 100 eV; 

(c) B 4.0 kilogauss, Ni"" 4 x 10 15
, (€i) 100 eV. 

lD Fig. 2(a). The cross-field diameter of the 
plasma in this case is only a few ion gyroradii. 

Large pellets, on the other hand, and parti­
cularly those with relatively low energies per 
particle, invariably display strong flutes, 
predominantly in the m = 2 mode, and these flutes 
tend to be aligned with the direction of the inci­
dent laser beam. Examples are shown in Figs. 2(b) 
and (c). This observation is consistent with the 
non-symmetric initial expansion of the plasma 
clouds, mentioned in the preceeding two subsec­
tions, which is more pronounced when the "bum 
time" is not negligible compared to the ideal MI-ID 
stopping time in the magnetic field. Moreover, 
large low-temperature clouds have less chance of 
flute stabilization by finite-gyroradius effects 
than small hot ones. 

In either case it is found, that the inter­
mixing of the plasma with the magnetic field is 
faster than expected for classical diffusion. The 
rapid transition of the plasma to a state of low-B 
is not yet fully understood and needs to be inves­
tigated more carefully. Further work aimed at 

(XBB 751-576) 

shedding more light on these processes is in 
progress. 
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ATOMIC PHYSICS STUDIES 

K.H. Berkner, W.G. Graham, D. Leung, T.J. Morgan: R.V. Pyle 
S.E. Savas, P.J. Schneider, and J.W. Steams 

PRODUCTION AND DESTRUCTION OF H 

The atomic physics program of the CTR Group has 
started three different experimental programs to 
study the formation and destruction of H- ions, a 
topic of considerable interest to the neutral-beam 
injection program. The past year has been spent 
in the fabrication of apparatus; it is hoped that 
all three will be operational during 1975. 

Formation of H- by Backscattering from Clean 
Metallic Surfaces 

Several years ago we studied electron-capture 
by 5- to l50-keV Hr beams transmitted through thin 
carbon foils whose exit surfaces were coated in 
situ with a fresh layer of metal. l It was observed 

• that at 4 keY about 12 % of a hydrogen beam 
exiting from a clean Mg surface was H- ; further­
more, the H- yield increased with decreasing 
energy. Since this was a transmission experiment, 
the large angular scatter of the beam made it 
impossible to take measurements at lower energies. 

It is well known that at energies below several 
keY a large fraction of protons incident on a 
surface are scattered back out of the surface. 
From our experience with the transmitted-beam 
experiment, we would expect a large fraction of 
the backscattered beam to be H-. We have, there­
fore, modified the apparatus used for the trans­
mission experiment to study the charge composition 
of low energy Hr beams backscattered from a clean 
metallic surface. Preliminary experiments with 
Mg surfaces should begin early in 1975. 
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Charge Exchange of rlr Beams in Metal Vapors 

A more usual approach for producing H- ions is 
two-electron capture in metal vapors by low-energy 
(~ 1-10 keY) protons. One would produce high­
energy neutral beams for injection into CTR devices 
by starting with a low-energy H+ (D+) beam, 
converting it to W in a metal vapor with the 
highest possible efficiency, accelerating the W 
to several hundred keY, and then stripping the W 
(possibly in a plasma target--see next section) to 
produce energetic Ho. For optimum system effi­
~iency it is desirable to find a metal-vapor tar­
get which has a large efficiency for producing H­
at ~ 5 to 10 keY; at lower energies it is diffi­
cult to produce and transport a high-current ion . 

• beam and at higher energies there would be a 
considerable amount of wasted power in the H+ and 
Ho fraction of the beam. 
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The metal-vapor targets that have been studied 
most extensively are the alkali metals. There is 
considerable scatter in the available measurements, 
but none of the alkali metals seem to give H- yields 
greater than 10% in the desired ener gy range. 
Hiskes at LLL has made rough theoretical estimates 
of expected H- yields and has proposed that the 
alkaline earth metals may give more favorable yields. 

A target oven has been fabricated and beam­
line parts are being assembled for an experiment 
to measure the H- yields in al kaline earth targets. 

H Interactions with a Plasma 

We, and others, have measured the relevant 
cross sections detennining the conversion of fast 
H- and D- ions to Ho and DO atoms in common gases. 
For deuterons of 150 keY, an injection energy con­
sidered desirable in some controlled thermonuclear 
reactor designs, the H- + Ho conversion efficiencies 
in opt~ized gas targets are 60 -65%. Sweetman, 
et al. estimated that the conversion efficiency 
might be as high as 90% in an optimized fully­
ionized hydrogen plasma target. 

Apparatus to produce a dense hydrogen plasma 
target has been built and is being tested; a 
pulsed, high-current, hot cathode arc discharge in 
a magnetic field is being diagnosed with microwave 
interferometer and Langmuir probes. When a suitable 
plasma line density (~ ~ 1015 ions/cm2) has been 
obtained, we will measure the conversion of 100 
to 150 keY D- ions to neutral atoms. 

, ELECTRON -TRANSFER AND DISSOCIATION CROSS SECTIONS 
OF 1.15- TO 26-keV W, HO, H , and HZ IN COLLISIONS 
WITH Xe GAS 

We have measured total cross sections of 
1. 25- to 26-keY I-r-, Ho, W, and HZ colliding with 
the xenon atom. Over the present energy range, 
there have been several pertinent experimental 
studies of total cross section measurements in 
xenon gas ; however, there are gaps in the energy 
range and some discrepancies in magnitude and in 
energy dependence of the cross sections. Some of 
the pertinent cross sections have not been measured 
and several of the interactions have been measured 
only once. Also, different experimental techniques 
have been used to measure the cross sections. 
Therefore, we fel t it desirable to obtain a self-

o 

consistent set of cross sections by measuring the 
elementary interactions between H+, Ho, W, and 
HZ and the xenon atom using the same experimental 
technique and apparatus. 

We have made measurements of the following 
processes in xenon gas :3 

010 : H+ + Ho (single electron capture) 

°Il: 
H+ -+H (double electron capture) 

°01: Ho +H + 
(single electron loss) 

°01: Ho -+ H (single electron capture) 

°10: H- + Ho (single electron loss) 

°Il : H -+H + 
(double electron loss) 

0+: H+ 
2 

-+ H+ (proton production) 

° : 
-

H+ 
2 

-+H (negative ion production) 

On: H; -+ H2 and H (neutral production). 

These measurements have been compl eted and a 
report of the work is being prepared . Preliminary 
results for H+ collisions4 are shown in Fig. 1. Un­
fortunately, these measurements do not corroborate 
the rumored large HZ + W conversion efficiencies. 
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Fig. 1 . C:oss sections on' 0+, and 0_ for t~e.for­
matlon of HZ and H, H+, and H- for collISIons 
of energetic H2 ions with Xe gas. 0: ., 
present results; 0 , Stedeford andnHasted 
(Ref. 1); - -, Koopman (Ref. 5). 0: A , 
present results; 6 , Williams (Ref. 6). 
0-: 0 , present results. Note: the cross 
section 0_ has been multiplied by ten. Ab ­
solute uncertainty in the data is ±lo% and 
the error bars indicate the relative un-
certainty. (XBL 7411-8259) 
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NEUTRAL~BEAM DEVELOPMENT AND TECHNOLOGY* 

W. R. Baker, K. H. Berkner, W. S. Cooper, K. W. 
Ehlers, W. B. Kunkel, R. V. Pyle, and J. W. Stearns 

The objective of the neutral-beam program 
is to develop the hardware required by experimental 
confinement devices and to advance the technology 
for injectors needed for power-producing fusion re­
actors planned for the 1980's and beyond. The 
LLL/LBL neutral beam development group is re­
sponsible for meeting the needs of the mirror pro­
gram; devices resulting from this program also 
will be made available to the Tokamak program . This 
pulsed-beam work is based on extending the 10-
ampere (equivalent neutral beam), 20-keV sources 
described in a previous CTR annual report1 to 
higher currents and energies. 

The pulsed-beam development in 1974 mainly 
was oriented toward the following near-term pro­
grammatic goals: 

July 1974: 100 kW of neutral beam into ATC 
(Adiabatic Toroidal Compressor) 
at the Princeton Plasma Physics 
Laboratory. 

Sept . 1974: Sources providing 600 A at 20 keY 
on the 2XIIB mirror machine at 
LLL 

One 50-A, 20-keV source for the 
BBII mirror experiment at LLL 

Two 50-A, 20-keV sources for 
ATC. 

The goal of 100 kW into ATC was accomplished 
by redesigning previously built 10-A sources to 
operate with curved accelerating electrodes that 
focus the beam in one dimension so that a greater 
fraction of the total neutral beam passes through 
the small ATC entrance aperture. 

To satisfy the remaining near - term objec­
tives we designed and tested 50-A neutral-beam 
modules (12 of these 50-A modules are used on 
2XIIB). Each of these 20-keV, 10-millisecond pulse 
length modules can deliver about 1.2 megawatts 
of neutral beam into a ±2°x ±4° solid angle (a 
20 em x 40 em aperture 290 on from the source), of 
which 0.8 megawatts will pass through a 10 em x 20 em 
aperture at 290 em. 

A photograph of the plasma chamber in which 
the ions are produced and the 20-kV extractor 

assembly is shown in Fig. 1. The plasma source is 
designed to operate with arc currents up to 4,000 A, 
drawn from 86 tungsten filaments. The three-elec­
trode, 7 x 35 em extraction area, acceleration 
structure shown in the figure has flat electrodes; 
later models use the curved focusing structures 
designed by T. J. Duffy of LLL, mentioned previously 
in regard to the ATC "10-A" sources. After the ions 
have been accelerated to 20 keY they pass through a 
neutralizer cell where about 90% are converted to 
neutral atoms and molecules. 

The power required for 20-kV deuterium op­
eration of a 50-A source is 25 kW to the filaments, 
160 kW in the arc, 1.6 MW of acceleration power, 
and 15 kW of dece1 power. The gas flow is 21 Torr­
liters/second. 

To meet the intermediate-term needs, testing 
of higher voltage sources should begin on the fol­
lowing approximate schedule: 

January 1975: 
July 1975: 
January 1976: 

50 A, 40 keY, 10 msec 
50 A, 60 -80 keY, 10 msec 
25 A, 40 -80 keV, >20 msec. 

Fig. 1. Photograph of plasma chamber and extractor 
of the 50-A source. (CBB 743-1513) 

• 
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One method of raIsIng the energy of beams ex­
tracted from present-generation large-area multi­
ple-aperture (slots or holes) neutral-beam sources: 
is the staging of accelerator gaps. As the first 
step in this direction, we have added an additional 
accelerator electrode to one of the LBL three-
grid single-stage extractors, which delivered 10 A 
of 20-keV deuterium beam into ± 0.6° by ±2°. Pre­
liminary results for 20-msec, 34-keV deuterium 
beams are as follows: with accel-accel-decel gap 
voltages of 15.5, 20.1, and -1.6 keV the extracted 
current was approximately 10 A; of this, 8.1 A 

~, (equivalent current, about 85% neutrals) was de­
livered to a 20-x 40-crn calorimeter at 3.3 m 
(±1.70° by±3.S0) and 4.9 A was delivered to the cen­
trallO-by-20 crn(±0.9° by ±1.}j part of the calori-

• • meter. 

The program, WOLF,for calculating and opti­
mizing ion extraction with more realistic input 
data and physics is now operating and is being 
applied to extractor design. This program is the 
first step toward a model containing enough physics 
of the plasma and of the extraction process to 
predict accurately the performance of a given ex­
tractor, and then to optimize the extractor de­
sign for a given task. 

The program treats symmetric or asymmetric 
two-dimensional extractors (slots) with no magnetic 
field. Ion flow with space charge is calculated by 
solving the equations of motion and Poisson's 
equation iteratively on a flexible triangular mesh 
attached to the boundaries. The emitting surface 
is assumed to be a flexible surface at the position 
of the plasma sheath edge. Ions are assumed to 
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arrive at this surface with a distribution in di­
rected velocities to simulate an ion wind; a non­
zero ion temperature and the effects of electrons 
in the sheath are included. The magnitude of the 
electric field EO on the surface must also be speci­
fied. The ion velocity distribution and EO must be 
calculated, assumed, or derived from measurements 
of the plasma properties. The ion current density 
j+ can be specified or treated as a variable. 
WOLF then varies the shape of the emitting surface 
until the electric field at each mesh interval on 
the emitter equals EO in a least-squares sense 

equivalent to specifying j+ = constant on 
the surface, and determines the shape that the 
plasma sheath edge will assume in the vicinity of 
the extractor electrode. In addition, the program 
can'vary the shape and potential of selected elec­
trodes to minimize the beam divergence. 

So far WOLF correctly calculates all mea­
sured beam properties if the ion temperature in 
the source is assumed to be slightly over 1 eV, 
in agreement with the value required to explain 
the beam divergence parallel to the slots (in this 
direction there are no electric fields to de-focus 
the beam). 
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* TORMAC SHEATII CONFINEMENT 

M. A. Levine, I. G. Brown, and W. B. Kunkel 

INTRODUCTION 

In the United States, the study of magnetic 
high-temperature plasma confinement for controlled 
,thermonuclear fusion has been narrowed down pri­
marily to three major concepts: Tokamak, Scyllac, 
and the minimurn-B mirror. However, all three are 
still faced with great difficulties, and it would 
be a mistake at this time not to pursue alternative 
ideas. One new idea is the toroidal llne cusp sys­
tem called Tormac. 1-3 A thorough review and evalu-

~ ation of the Tormac concept was carried out by 
an ad-hoc panel of experts in the field chaired 
by Marshall N. Rosenbluth of the Institute for 
Advanced Studies at Princeton. The Rosenbluth 

• 'Panel concluded that the Tormac concept had great 
potential for controlled fusion, but many serious 
questions needed to be reso1ved'before a final 
verdict on the concept could be given. In response 
to the panel recommendation for further work on 
the Tormac project, an upgraded experimental pro­
gram, supplemented by improved diagnostics, is 
being conducted at LBL. 

EXPERIMENTAL WORK 

Two experiments in progress are designed to 
answer different questions about the Tormac con-

cept. The smaller: experiment,"Shaker", is concerned 
with heating in Tormac; whereas a larger and hotter 
experiment,"Baker'.., is set to study sheath structure 
and confinement characteristics. 

Both the Shaker and Baker experiments are 
designed around the toroidal bicusp shown in Fig.1. 

Fig. 1. Tormac plasma (shaded area) contained in 
a toroidal magnetic bicusp with poloidal, Bp ' and 
toroidal, ~, components. The diagram indicates 
a vertical drift of particles in the absence of 
a rotational transform. (XBL 751-2085) 
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In the Shaker heating exper:iille~t a toroidally sym­
metric magnetoaoustic wave is launched into the 
plasma from the outside using a single-turn coil 
wrapped around the outer circumference'of the cham­
ber. 

The equilibrium shape of the piasma in the 
bicusp magnetic field with and without current 
in the heating coil has been determined from 
modeling experiments in an electrolytic tank. 4 
A 50-em outside diameter bottle with magnetic 
field coils and suitable diagnostic ports has been 
cons tructed. 

For Shaker a computer program has been written 
to determine the optimum heating rate. The program 
is predicated on a circuit for the one-turn heating 
coil which uses two capacitors and two switches 
for pulse shaping. The plasma characteristics are 
included using a complete wave absorption model 
for the plasma. 5 

For the Baker experiment a I-meter glass cham­
ber has been designed with the idea of containing 
a 300-eV plasma at densities of 1015 particles/ceo 
A most important feature of the Baker experiment 
is that it will include diverter-like chambers 
as shown in cross section in Fig. 2. 

Fig. 2. Glass vacuum vessel with plasma (shaded 
area). Cylindrical extensions act as diverter 
chamber for escaping plasma. (XBL 751-2086) 

THEORETICAL WORK 

One serious theoretical question about the 
Tormac concept concerns the problem of toroidal 
drift of particles in the central region of the 
plasma. Because of the magnetic field curvature 
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and magnetic field gradients, particles within the 
central region of Tormac, as shown in Fig. 1, will 
tend to drift in a vertical direction. Particle 
drifts would perform orbits that would close in 
the outside sheath region near the edge of the 
plasma. This creates a problem because in the out­
side sheath region the plasma is contained on open 
magnetic field lines by magnetic mirroring and 
thus the plasma in the sheath region has a non­
isotropic distribution function which is char­
acteristic of mirror-contained plasma. The problem 
is that drifting particles will communicate this 
distribution function to the entire plasma and. 
degrade the containment characteristics of Tormac: 
A rotational transform that circulates plasma 
around the minor axis of the torus would eliminate 
or reduce the particle drifts to a point where 
they no longer affect the plasma containment. One 
method of doing this is to set the plasma in 
rotation about the minor axis. 

If the plasma in a Tormac configuration is 
set into poloidal rotation (around the minor 
axis) the condition for a stationary state is 
B(R)/Rn(R) = const. 6 The plasma density nCR) in the 
interior can thus not be uniform in such cases 
but must decrease along the major radius R. For 
slow rotation, the equation.of motion can be 
integrated directly .. The solution nCR) is found 
to be marginally MHO-stable, i.e., it satisfies 
Rdn/dR = - 4n/(2+y8) for all values of S. For 
large S we find n ~ const., i.e., B ~ R so that 
curvature and grad-B drifts tend to cancel. This 
condition is interesting for Tormac confinement 
because then only a modest rotation speed is 
sufficient to prevent the guiding centers of most 
particles from drifting to the boundaries. In 
this way the anisotropy in velocity space caused 
by losses at the cusps will not be rapidly com­
municated to the interior. Rotation can be en­
hanced and controlled in principle by neutral 
injection with angular momentum about the minor. 
axis. 
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PARAMETRIC INSTABILITIES IN TIJRBULENT, It-.1f!OMOGENEOUS PLASMA"" 

D. R. Nicholson and A. N. Kaufman 

It is known that a one-dimensional linear 
parametric instability, with opposed velocities 
for the undamped decay waves1 is "absolutely" un­
stable for a uniform medium, but saturates for a 
medium with constant density gradient. 2 In order 
to provide physical understanding for this apparent 
paradox, we proposed to study the effect of slight 
density turbulence (time~independent) superimposed 
~n the gradient. We argued that the turbulence 
would destroy the delicate destructive interference 
which saturates the instability. Extensive numeri-, 

• cal solutions of the differential equations re-
~presenting the wave coupling do indeed show that, 

above a threshold turbulence level, the saturation 
disappears and is replaced by absolute instability 
at a rate dependent on the rms value and correla­
tion length of the turbulence. The threshold level 
is much lower than predicted by previous work,3 

based on a more specialized model. We concluded 
that one instability (that producing the turbu­
lence) may drastically modify the development of 
another instability. 
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ACTION CONSERVATION IN THE PRESENCE OF A HIGH-FREQUENCY FIELD* 

A. N. Kaufman and L. Stenflot 

The laws of action conservation, also known 
as the Manley-Rowe relations, occupy a peculiar 
place in plasma.theory and application. Some 
peoplel consider them "obvious"; others2 feel con­
strained to verify their validity after a specific 
calculation; sometimes to check the calculation; 
others3 attempt to develop a general proof; yet 
others4 search for ways to violate them. Fre­
quently theY5are overlooked, leading to invalid 
conclusions. Their importance in applications is 
that they may serve as a constraint to impede the 
coupling of radiant energy to plasma heat;6 also 
they greatly affect the character of asymptotic 
states. 5 

We feel the subject is still open, and any 
new ev"idence is welcome. We have made a test of 
the laws of action conservation based on the 
effects of a strong pump field, which greatly 
modifies the normal modes and mode-coupling co­
efficients. 7 A straightforward calculation leads 
to affirmation of their validity here. We feel 
that a general proof of validity is still urgently 
needed. 

Footnotes and References 

* Condensed from LBL-3309, Plasma Phys. 12, 403 
(1975) . 

tUmea University, Sweden. 

1. E.G., V. Tsytovich, Nonlinear Effects in Plasma 
(Plenum, N. Y., 1970). 

2. E.g., R. Sagdeev and A. Galeev, Nonlinear 
Plasma Theory (Benjamin, N. Y., 1969). 

3. E.g., L. Altshu1 and V. Karpman, Sov. Phys. 
JETP 20, 1943 (1965). 

4. E.g., K. Mima, J. Phys. Soc. Japan 34, 1620 
(1973) . 

5. E. g., the "law" of equiparti tion of energy is 
invalidated by action conservation. For a 
discussion, see R. Davidson and A. Kaufman, 
J. Plasma Phys. l, 97 (1969). 

6. B. Cohen, A. Kaufman, and K. Watson, Phys. 
Rev. Lett. 29, 581 (1974). 

7. L. Stenflo,-Plasma Phys. 16, 577 (1974). 

NONLINEAR PENETRATION OF A LANGMUIR WAVE INTO A PLASMA DENSITY GRADIENT* 

,A. Kaufman 

It has become widely recognized that an elec­
tron plasma wave can trap itself by producing a 
propagating depression in plasma density. Such 
an entity, much studied in a uniform medium, is 
called a "soliton".l We expected that a density 
gradient would have an important effect on its be­
havior. Indeed we found that in a gradient the 
soliton no longer propagates, but sits at the 
"critical surface" where the plasma frequency equals 
the wave frequency. This entity, now called a 

"caviton," has been experimentally observed. 2 
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* UPPER-HYBRID SOUITONS 

A. Kaufman and L. Stenflot 

Because of the great interest in solutons,l 
which are self-trapped pulses of radiation, we 
have studied the effect of an ambient magnetic 
field on the phenomenon. We found a parameter 
range where the radiation (upper-hybrid) has nega­
tive dispersion; this has the consequence that the 
soliton must propagate supersonically, in contrast 
to subsonic propagation for ~ositive dispersion, 
the previously studied case. 

Footnotes and References 

* Condensed from LBL-33l5, Phys. Scr. 11, 269 
(1975) . 
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* SIMULATION OF LASER BEAT HEATING OF A PLASMA 

'. t ' 
B. Cohen, M. Mostrom, D. Nlcholson, C. Max; A. Kaufman, and A. B. Langdont 

.' 

We have made computer simulations of laser­
plasma interactions using a new code to perform 
relativistic particle simulations with fully elec­
tromagnetic interaction. Most algorithms for 
solution of Maxwell's equations require solving 

regime of linear longitudinal response of the non­
uniform plasma. This theory was tested by simulation, 
with excellent agreement obtained. 

a current-driven wave equation for the vector po­
tential. l In our code, we solve' for the electro­
magnetic fields explicitly by integrating Maxwell's 
equatio~ along their characteristics. Dawson and 
Langdon first used this method in 1966. Gridpoints 
in the space-time mesh are linked by the vacuum 
characteristics. Spurious numerical dispersion 
is minimized, because we solve explicitly for the 
electromagnetic fields and introduce some smoothing 
in calculating the transverse current. We have 
streamlined the code to make it fairly inexpensive 
to use. 

The application we have studied is the heating 
of plasma by two lasers (of frequencies wo' WI) 
whose beat frequency ( n= wo - WI) is near the 
plasma frequency. The nonlinear interaction may be 
considered as an induced decay ( wo -+ WI +n), in 
which the fraction R of the incident power at wo 
is converted to WI and n, with the fraction 
R n/wO appearing as a longitudinal plasma oscil­
lation and, because of damping, ultimately as ileat. 
For a linear density gradient, theory3 predicts 
that the efficiency parameter R depends linearly on 
the product of the scale length and the input laser 
intensity, and not at all on the details of the 
damping except for its sign. The dependence on the 
ratio of input powers is shown in Fig. 2 of Ref. 
(3). Further details of the theory have been pre­
sented in Refs. (4) and (5). 

Our most recent work extends the general theory 
of the interaction, with specific attention to the 

It should be kept in mind that the process we 
have studied, involving three electron waves (two 
transverse and one longitudinal), with no ambient 
magnetic field, is illustrative of the more general 
three-wave process, possibly involving ions, and 
in a magnetic field. Thus, the principle of elec­
tron heating, by the damping of a resonant excita· 
tion from the beat of two high-frequency waves, can 
be extended to the analogous heating of ions in a 
magnetically confined plasma. 

Footnotes and References 
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STIMULATED SIDESCATTER IN AN INHClvlOGENEOUS PLASMA 

Michael A; Mostrom 

We have undertaken a systematic study of the 
equations describing the stimulated near-90° 
scatter of an intense electromagnetic pump wave 
by electron plasma waves in an inhomogeneous 
plasma. The beat disturbance between the incident 
and scattered -electromagnetic waves acts as a 
driver for the local electron plasma wave but 

,·with a spatially varying phase-mismatch due to 
the inhomogeneity in magnetic field strength 
and/or plasma density. This creates an effective 

• resonance zone for the instability and generally 
• leads to saturation when the scattered wave 

propagates out of this region. It is of interest 
then to consider the special case of a sidescat­
tered wave traveling nearly along a plane of con­
stant density and magnetic field strength and 
therefore essentially remaining within the reso­
nance zone. Our central effort has been to deter­
mine analytically the spatial properties and fre­
quency spectrum of the sidescattered waves in­
cluding the effects of diffraction and refraction 
of the electromagnetic waves, the damping of the 
electron plasma waves, and the stabilizing in­
fluence of the finite diameter of the pump wave. 

The problem can be reduced to that of solving 
a one-dimensional Helmholtz or Schrodinger equation 
with a complex potential containing two zeros and 
one pole (assuming a linear profile of magnetic 
field strength and/or plasma density). Numerically 
calculating and plotting the Stokes and anti- . 
JStokes lines for this potential and then applying 
phase-integral or WKBJ techniques, we searched for 

those configurations of the transition points 
which would lead to eigenvalues. While verifying 
the temporal growth rates found by Liu,et al., we 
did find an additional set of eigenvalues which 
remain to be analyzed. However, as the scale 
length of the inhomogeneity increases to infinity, 
none of the eigenvalues found approaches a limit 
equal to the homogeneous growth rate. It is be­
lieved that this discontinuity is the result of 
assuming an infinite plasma in the direction of 
the density gradient and an infinitely wide plasma 
and pump wave in the sidescatter direction. 

Our formalism allows us to view the problem 
also as a half-space model (inhomogeneity parallel 
to the boundary sheet, sidescatter direction per­
pendicular to boundary sheet) in which case the 
above eigenvalues are interpreted as spatial 
growth rates of sidescattered waves driven on the 
boundary. We plan to investigate the. spatial 
properties of these waves as a function of the in­
homogeneity scale length and the frequency spec­
trum on the boundary. Attention will also be de­
voted to possible generalizations in order to in­
clude other modes in a magnetized plasma. The 
results could be important for rf heating of a 
magnetically confined plasma and also for laser­
pellet fusion schemes. 
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OSCILLATION-CENTER APPROACH TO THE CLASSICAL THEORY 
OF INDUCED SCATTERING IN PLASMA* 

Shayne Johnston 

Induced scattering is a nonlinear physical 
phenomenon. It is inherently nonlinear in the 
sense that it represents a resonant interaction be­
tween charged particles and two waves. The process 
is also potentially nonlinear in a strong-inter­
action sense; if the two waves are sufficiently co­
herent, particles can be trapped in the beat po-
tential produced by their mixing. Such beat • 

!) trapping lies outside the domain of the conventional 
weak-turbulence theory of induced scattering in 
plasma. In our work a canonical formulation of 

~ the theory has been developed that is applicable to 
~ this extended domain. 

Our reformulation is predicated on the notion 
of a time-averaged beat potential. We have re­
duced the problem of induced scattering of primary 
waves to that of resonant interaction with virtual 
beat waves. The operative principle is that the 
reduction of two primary waves to one effective 
wave permits the invocation of single-wave non­
linear methods. The formulation is based upon a 
canonical transformation to "oscillation-center 
variables" due to Dewar. l This transformation rep­
resents a nonsecular two-time-scale modification 

of Hamilton-Jacobi perturbation theory, and re­
places the plasma charges by fictitious "quasi­
particles" which follow the time-averaged trajec­
tories of the real particles. The principal thrust 
of Dewar'~_p~per is a reconciliation of the clas­
sical and quantum approaches to quasilinear theory. 
Essentially, we have carried his transformation 
forward to second order. 

The replacement of a bare particle with a 
dressed quasiparticle by choosing a representation 
which eliminates an interaction Hamiltonian is a 
familiar approach to realizations of the many­
body problem. The conventional quasiparticle modes 
in a plasma consist of bare charges that are di­
electrically screened by comoving Debye polariza­
tion clouds. More than twenty years ago, Bohm and 
Pines2 pursued this effective dressing one step 
further. They devised a canonical transformation 
that eliminated the, first-order interaction be­
tween the plasma particles and the perturbing 
wave fields. This transformation, restricted to 
the classical dynamics of a single plasma charge, 
was resurrected by Dewar, whose two-time-scale 
modification provides a formulation appropriate 

.. , 



122 

for coping with resonant wave-particle interactions. 
A two-time-scale perturbative approach to the in­
duced scattering of two monochromatic waves is .not 
a new idea. Ott and Dum,3 and Litvak and 
Trakhtengerts4 have considered coherent longitudin­
al and electromagnetic modes respectively in a non-"· 
relativistic plasma. Our contribution is a uni­
fication and extension of the work of these 
authors, employing more elegant canonical methods. 

The oscillation-center approach affords, in 
particular, a simpler method for deriving the linear 
induced-scattering matrix elements of weak-tur­
bulence theory, and is of particular value in a 
magnetoactive plasma where nonlinear formulae are 
generally complicated and difficult to interpret. 
We have used this method to rederive in a clear and 
compact way the matrix element for nonlinear 
Landau damping in a uniform magnetic field of 
arbitrary (classical) strength, agreeing with the 
more lengthy calculations of Porkolab and Chang.5 
We have also considered the induced scattering 
of two coherent electromagnetic waves in an 
arbitrarily relativistic plasma, obtaining a 
linear matrix element more general than any 
calculated previously. It reduces in the un­
shielded6 or nonrelativistic7 limits to known re­
sults. The nonlinear extension of our result to 
the regime of beat trapping has been demonstrated. 
We have constructed equations which reduce, in 
the nonrelativistic limit, to those presented re­
cently without derivation by Litvak et al. 8 
Finally, we have assessed the potential value of 

dressed-particle transformations in the more gen­
eral context of plasma kinetic theory, speculating 
in particular concerning a reformulation of strong­
turbulence theory. 
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