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Abstract

Essays on HIV/AIDS in sub-Saharan Africa

by

Erick Joseph Gong

Doctor of Philosophy in Agricultural and Resource Economics

University of California, Berkeley

Professor Elisabeth Sadoulet, Chair

While sub-Saharan Africa makes up only one-tenth of world population,
it contains two-thirds of all the HIV infections worldwide. This dissertation
examines individual behavior in the context of the HIV/AIDS epidemic in
sub-Saharan Africa.

Chapter 2 examines the e�ects of HIV testing on risky sexual behavior.
Using data from a study that randomly assigns o�ers of HIV testing in two
urban centers in East Africa I examine the e�ects of testing, taking into
account people's beliefs about their HIV status prior to testing. I �nd large
behavioral responses to HIV tests when tests provide new information to
individuals. Individuals surprised by an HIV-positive test increase their risky
sexual behavior, while individuals surprised by an HIV-negative test decrease
their risky sexual behavior. When HIV tests agree with a person's belief of
HIV status there is no change in sexual behavior. Using these estimates, I
simulate the e�ects of testing on new HIV infections. Using the distribution
of beliefs of HIV infection and prevalence from the study, I �nd the overall
number of HIV infections increases by 25% when people are tested compared
to when they are unaware of their status - an unintended consequence of
testing.

Chapter 3 explores the e�ects of income shocks on behavior that might
lead to increases in the risk of HIV transmission. Such behavior includes
increasing the frequency of, or risks taken during, transactional sex, or ex-
panding one's sexual network to acquire informal insurance against future
shocks. We present here evidence of the impacts of this phenomenon on
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a widespread scale in sub-Saharan Africa. Lacking modern irrigation, sub-
standard rainfall in Africa reduces crop yields, potentially inducing economic
hardship, especially in rural areas. We �nd that each local shock of this kind
over the preceding 10 years predicts an increase in HIV infections in rural
women of up to 13%, depending on the existing prevalence. Further, the ev-
idence suggests that the e�ects are concentrated among the most vulnerable
women � those with low levels of wealth and education.

Chapter 4 examines the e�ects of education on rural to urban migration in
an HIV epicenter. The Kangera region in northwestern Tanzania is believed
to be the epicenter of the AIDS epidemic in East Africa with HIV prevalence
estimated at 24% in the regional capital during the early 1990's. Using the
Kangera Health and Development Survey (KHDS), I observe both educa-
tional attainment and migration decisions. To control for the endogeneity
of education, I exploit a change in Tanzania's national policy for secondary
education to identify exogenous variation in schooling. This variation cre-
ates an instrumental variable for education. Overall, there is a positive and
statistically signi�cant correlation between educational attainment and the
three measures of migration. However, once education is instrumented, the
relationship between education and migration is inconclusive.
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Chapter 1

Introduction

While sub-Saharan Africa makes up only one-tenth of world population, it
contains two-thirds of all the HIV infections worldwide. The HIV/AIDS epi-
demic has caused untold amounts of su�ering, bringing about stark reversals
in life expectancy, increases in orphans, and taxed the health systems of
many sub-Saharan African countries. This dissertation examines individual
behavior in the context of the HIV/AIDS epidemic in sub-Saharan Africa.
The three main questions this dissertation examines are: 1) How do people
change their sexual behavior after receiving an HIV test?, 2) Do individuals
use sexual relationships as a form of insurance during income shocks?, and
3) Does higher levels of education lead to greater migration in an environ-
ment where HIV prevalence is very high? The �rst two questions have direct
policy implications. Access to HIV testing is growing rapidly throughout
sub-Saharan Africa; a number of countries have adopted policies promoting
universal testing. Understanding how people respond to these tests can help
better inform policy. Formal savings and insurance are also not wide spread
in sub-Saharan Africa. Vulnerable individuals may respond to income shocks
by engaging in transactional sex to smooth consumption. If transactional sex
leads to higher rates of HIV infection which creates negative externalities,
then greater investment in social safety nets speci�cally targeted at the most
vulnerable populations may have large payo�s.

Chapter 2 examines the e�ects of HIV testing on risky sexual behavior.
Using data from a study that randomly assigns o�ers of HIV testing in two
urban centers in East Africa, I examine the e�ects of testing, taking into
account people's beliefs about their HIV status prior to testing. I objectively
measure risky sexual behavior using gonorrhea and chlamydia infections (sex-
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ually transmitted infections or �STIs�) contracted during the 6 month study
as proxies. I �nd large behavioral responses to HIV tests when tests provide
new information to individuals. Individuals surprised by an HIV-positive
test are over �ve times more likely to contract an STI compared to a similar
untested control group, indicating an increase in risky sexual behavior. Indi-
viduals surprised by an HIV-negative test are 73% less likely to contract an
STI relative to a similar untested control group, indicating a decrease in risky
sexual behavior. When HIV tests agree with a person's belief of HIV status
there is no change in the incidence of STIs, implying no change in sexual
behavior. Using these estimates, I simulate the e�ects of testing on new HIV
infections. Using the distribution of beliefs of HIV infection and prevalence
from the study, I �nd the overall number of HIV infections increases by 25%
when people are tested compared to when they are unaware of their status -
an unintended consequence of testing.

Chapter 3 explores the e�ects of income shocks on behavior that might
lead to increases in the risk of HIV transmission. Such behavior includes
increasing the frequency of, or risks taken during, transactional sex, or ex-
panding one's sexual network to acquire informal insurance against future
shocks. We present here evidence of the impacts of this phenomenon on
a widespread scale in sub-Saharan Africa. Lacking modern irrigation, sub-
standard rainfall in Africa reduces crop yields, potentially inducing economic
hardship, especially in rural areas. We �nd that each local shock of this kind
over the preceding 10 years predicts an increase in HIV infections in rural
women of up to 13%, depending on the existing prevalence. Further, the ev-
idence suggests that the e�ects are concentrated among the most vulnerable
women � those with low levels of wealth and education.

Chapter 4 examines the e�ects of education on rural to urban migration
in an HIV epicenter. The Kangera region in northwestern Tanzania is be-
lieved to be the epicenter of the AIDS epidemic in East Africa with HIV
prevalence estimated at 24% in the regional capital during the early 1990's.
Using the Kangera Health and Development Survey (KHDS), I observe both
educational attainment and migration decisions. I construct three measures
of migration: an indicator for rural to urban migration, a di�erence in pop-
ulation density between home and destination community, and the distance
traveled by a migrant. To control for the endogeneity of education, I exploit
a change in Tanzania's national policy for secondary education to identify
exogenous variation in schooling. This variation creates an instrumental vari-
able for education. Overall, there is a positive and statistically signi�cant
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correlation between educational attainment and the three measures of mi-
gration. However, once education is instrumented, the relationship between
education and migration is inconclusive.

Overall, the HIV/AIDS epidemic presents a tremendous challenge for
those living in highly endemic areas in sub-Saharan Africa. By better un-
derstanding how individual behavior responds in such an environment will
better help guide policies that may lead to changes in the trajectory of the
epidemic.
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Chapter 2

HIV Testing and Risky Sexual

Behavior

2.1 Introduction

HIV Testing is regarded as the gateway to prevention and treatment (WHO
2009). Learning your HIV status is believed to lead to safer sexual behavior,
while the provision of antiretrovirals (ARVs) requires �rst identifying infected
individuals. Under this premise, universal access to HIV testing has been a
key policy response to the HIV/AIDS epidemic. In nineteen countries in
sub-Saharan Africa (SSA) with reliable data,1 the number of people tested
for HIV increased from 4.6 million in 2007, to 8.3 million by 2008 - a yearly
growth rate of 80%, although the number tested in 2008 represents just 5.9%
of the 142 million people who live in these countries (WHO 2009).2 Despite
this emphasis, a major question remains: how does HIV testing a�ect risky
sexual behavior? Since testing serves two purposes (prevention and access to

1The nineteen countries include: Benin, Botswana, Cape Verde, Central Africa Repub-
lic, Democratic Republic of Congo, Eritrea, Ethiopia, Gambia, Ghana, Guinea-Bissau,
Lesotho, Mauritania, Niger, Sao Tome & Principe, Senegal, Sierra Leone, Somalia, Swazi-
land, and Uganda.

2The total population between the ages of 15-64 for the nineteen countries reporting
HIV testing data is 142,167,064 (World Development Indicators). This is the relevant
population as the WHO only reports on the number of people aged 15 or older who get
tested. The percentage of people who got tested was determined by dividing the number
of people tested (8,337,566) by the total population. This number is an upper bound since
it does not take into account individuals who took multiple tests during the year.
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treatment), it can be a desirable policy intervention if at a minimum testing
does not increase the number of HIV infections. However, if testing leads
some people to undertake riskier sexual behavior, it could counteract the
e�ect that treatment has on the epidemic.

The two main challenges to empirical research on HIV testing are selection
into testing and measuring risky sexual behavior. Previous studies have
relied on non-random variation in who is tested and used self-reported sexual
behavior, which is subject to bias; there is substantial evidence that people
underreport their sexual behavior to conform with social norms (Minnis et al.
2009; Gregson et al. 2002; Palen et al. 2008).3 The notable exception is
Thornton (2008), who uses random assignment of �nancial incentives for
learning one's HIV status and improves on self-reported sexual behavior by
using observed condom purchases as the outcome of interest. Changes in
condom purchases, however, may not fully capture changes in actual sexual
behavior.4 My paper is the �rst to simultaneously resolve both selection and
measurement problems by using data from a study that randomly assigns
o�ers of HIV testing and uses biological markers (gonorrhea and chlamydia
infections) as objective proxies of risky sexual behavior.

Even when selection and measurement issues are resolved, it is not clear
how people will respond to testing. Economic models predict asymmetric
behavioral responses to HIV testing. Boozer & Philipson (2000) show theo-
retically that there will only be a behavioral response when HIV tests provide
new information. For example, if someone believed she was unlikely to be
infected with HIV, an HIV-negative test result will have little e�ect on this
person's behavior. According to this framework, only people surprised by
their test results will change their behavior. Theoretical models, however,
must assume the preferences of individuals. Individuals surprised by HIV-
positive tests could reduce their risky sexual behavior if they are altruistic
(i.e. they don't want to infect others); on the other hand, they could increase
their risky sexual behavior if they feel they have �nothing to lose.� Ultimately,
understanding the e�ects of HIV testing on risky sexual behavior requires an
empirical approach.

I use data from the Voluntary Counseling & Testing (VCT) E�cacy study

3See Weinhard et al. (1999) and Denison et al. (2008) for comprehensive reviews of
the HIV testing literature.

4Thornton notes that �condom purchases may not re�ect the true demand for safe sex.
If knowledge of HIV status increases abstinence, the demand for condoms could fall in
response to obtaining test results.�
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conducted in Kenya and Tanzania, which randomly assigned people into HIV
testing and followed up with them 6 months later (Coates et al. 2000). I con-
struct a measure of people's beliefs about their HIV status before getting
tested using questions on the baseline survey. To measure risky sexual be-
havior, I use biological markers that are not susceptible to self-reporting bias.
Data are collected on newly contracted infections of gonorrhea and chlamydia
(henceforward known as �sexually transmitted infection� or �STI�) that occur
during the study.5 An STI only results from unprotected sex with someone
who has an STI and serves as an objective measure of risky sexual behavior.
The random assignment of testing enables me to identify the e�ect that HIV
tests have on sexual behavior conditioned on prior beliefs of HIV infection.

My �ndings suggest that HIV tests have the largest e�ects on risky sexual
behavior when test results provide new information to an individual. I �nd
that people surprised by an HIV-positive test (i.e. those who believed they
were at low risk for HIV before testing and learn they are HIV-positive) have
a 12 percentage point increase in their likelihood of contracting an STI com-
pared to an HIV-positive control group who had similar beliefs of HIV risk
but were untested at baseline.6 I interpret this over �ve-fold increase in con-
tracting an STI as an indication that those surprised by an HIV-positive test
increased their risky sexual behavior. People surprised by an HIV-negative
test (i.e. those who believed they were at high risk for HIV before testing
and learn they are HIV-negative) have a 4 percentage point decrease in the
likelihood of contracting an STI compared to an HIV-negative control group
with similar beliefs of HIV risk but were untested at baseline.7 This 73%
decrease in the likelihood of contracting an STI suggests that those surprised
by HIV-negative tests decrease their risky sexual behavior. Both of these re-
sults indicate that when people make decisions about risky sexual behavior,
self-interests dominate altruistic preferences. People who discover they are
HIV-positive no longer have any incentive to practice safe sex (i.e. �nothing
to lose�), while those who learn they are HIV-negative face greater incentives
to avoid risky behavior. Finally, when HIV test results agree with a person's
beliefs of HIV status, the e�ects of testing on STI likelihood are not statis-

5HIV is also a sexually transmitted infection. However, in this paper an STI will refer
speci�cally to either a gonorrhea or chlamydia infection.

6The mean STI rate for the control group (not tested at baseline) who believed they
were at low risk for HIV at baseline is 2.09%.

7The mean STI infection rate for the control group (not tested at baseline) who believed
they were at high risk for HIV at baseline but are actually HIV-negative is 5.45%.
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tically di�erent from zero. This is consistent with an economic model where
there is a behavioral response to HIV tests if they provide new information.

I use the empirical results described above and combine it with a simple
epidemiological model to simulate the short-run e�ect of rolling out HIV
testing to a sample population of 100,000 sexual active individuals living in
an urban area.8 In the base case, where testing is not available, I estimate
175 new HIV infections are generated after 6 months. Under a testing case,
where everyone is tested, the number of new HIV infections increases to 218.
While testing reduces the number of new infections in the group surprised
by an HIV-negative test (-39 HIV infections due to testing), the number of
new infections generated by those surprised by an HIV-positive test is greater
(+81 HIV infections due to testing). The overall e�ect is that HIV testing
when rolled out to a sexual active urban population leads to a 25% increase
in the number of new HIV infections - an unintended consequence of testing.9

This study makes several contributions. It is the �rst work that pro-
vides empirical evidence that individuals who discover they are HIV-positive
through testing increase their risky sexual behavior. This �nding is at
odds with conventional wisdom that those who learn they are HIV-positive
will take steps to prevent infecting others (Potts et al. 2008; Bunnell and
Cherutich 2008; Gersovitz 2010). My ability to simultaneous resolve the se-
lection and measurement problems is the key methodological contribution,
an issue unresolved in the few existing sub-Saharan studies that have ex-
ogenous variation in who is tested (Coates et al. 2000; Thornton 2008). As
a result these �ndings have important policy implications. The �rst is that
given the limited resources available for HIV prevention, interventions known
to prevent new HIV infections such as male circumscision and preventing
mother-to-child transmission should be emphasized (Potts et al. 2008). In
addition, we may need to provide those who receive HIV-positive tests with
incentives to reduce their risky sexual behavior. Information that stresses the
risks of reinfection with HIV and �nancial incentives to reduce risky sexual
behavior maybe potential policies that could be targeted at those receiv-

8The distribution of prior beliefs of HIV status and HIV infection used for this exercise
are taken from the VCT E�cacy dataset.

9I bootstrap the con�dence interval on the percentage change in HIV infections due
to testing using 1000 replications. While I am unable to reject the null hypothesis that
HIV testing has no e�ect on the percentage change in HIV infections under conventional
statistical tests, I do �nd that 85% of observations show an increase in the number of HIV
infections due to testing.
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ing HIV-positive test results (Smith, Richman and Little 2005; Medlin and
de Walque 2008).

This work also contributes to the emerging empirical literature on the
important role that information and beliefs play on an individual's behavior
(Manski 2004; Delavande, Gine and McKenzie 2010). This paper is the �rst
to present empirical evidence that economic models of HIV testing, such as
the one developed by Boozer and Philpson (2000) have validity. There are
other studies that examine the e�ects of providing information on individual
behavior. Dupas (2010) �nds that providing teenage girls in Kenya with the
relative risk of HIV infection by age leads to a decrease in unprotected sex.10

Both Jensen (2010) and Nguyen (2008) provide evidence that providing in-
formation on the returns to schooling leads to increases in years of schooling
(Jensen) and improvements in test scores (Nguyen) - both authors attribute
this behavioral response to low perceived returns of schooling before infor-
mation is provided. In a related work to this paper, de Paula, Shapira and
Todd (2010) �nd that beliefs of HIV infection are an important determinant
for married men in Malawi to engage in extramarital a�airs.11

The paper is structured as follows. Section 2 outlines a simple model
which shows that theoretically HIV testing has ambiguous e�ects on behav-
ior. Section 3 describes the features of the data. Section 4 provides the
empirical strategy and results, and Section 5 does a simple simulation show-
ing the e�ects of testing on new HIV infections.

2.2 Theoretical Framework

In this section, I present a simple model to show: 1) the role that beliefs of
HIV infection play in determining risky sexual behavior, and 2) the e�ects
of HIV testing on behavior are, a priori, ambiguous. This model is heavily
in�uenced by Boozer and Philpson (2000) and is very similar to de Paula,
Shapira and Todd (2010). My model does not explicitly show how beliefs of
HIV status are updated as de Paula, Shapira and Todd (2010) do, and shows

10Dupas uses pregnancy rates as a biomarker to measure unprotected sex.
11A major di�erence between my work and de Paula, Shapira and Todd (2010) is that I

look at the direct e�ects of HIV on risky sexual behavior (measured by STIs) conditioning
on prior beliefs, while de Paula, Shapira and Todd looks at how changes in beliefs over a
two year period a�ect the likelihood of a self-reported extramarital a�air during this time
span.
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that testing has an ambiguous e�ect on individual sexual behavior which
di�ers from Boozer and Philpson (2000). An individual chooses a level of
risky sexual behavior j to maximize utility U(j)

U(j) = u(j)− [π + (1− π)jλ(β,W )]c

where u(j) is utility from risky sex j. While risky sex can take multiple forms,
in this model j represents the number of sexual partners. The beliefs of
being infected with HIV are π ∈ [0, 1], λ(β,W ) is the probability per partner
of becoming infected with HIV and is a function of β (HIV transmission
rate) and W (prevalence of HIV). Finally, c is the disutility that comes from
knowing that you are HIV-positive. I assume u(j) is increasing in j and
concave. Intuitively, individuals face a trade-o� when choosing their risky
sexual behavior; the utility that comes with risky sex vs. the possibility of
becoming infected with HIV. The �rst-order condition equates the marginal
bene�t of risky sexual behavior with the marginal cost:

uj = (1− π)λ(β,W )c

where uj is the partial derivative of u(j) with respect to j. As beliefs
of being HIV-positive increase, the marginal cost of risky sexual behavior
decreases, which leads individuals to choose higher levels of risky sex (j).
From this model, it is clear that beliefs of HIV infection have an important
role when an individual chooses a level of risky sexual behavior.

I now introduce altruism to the model which takes the form of a discount
to the utility one receives from risky sex:

U(j) = u(j)A(π)− [π + (1− π)jλ(β,W )]c

where A(π) ∈ [0, 1] is a function of beliefs of HIV infection and serves to
discount the marginal bene�t of risky sex. I assume that Aπ < 0 or that as
beliefs increase, a greater discount is applied to the utility of risky sex.

How does risky sexual behavior respond to HIV testing? We can think
of HIV tests as shocks to beliefs (π), where someone surprised by an HIV-
positive (HIV-negative) test has ∆π > 0 (∆π < 0). When an HIV test
con�rms an individual's beliefs prior to testing, beliefs are unchanged (∆π =
0).

The comparative statics show how behavior (j) responds to a change in
beliefs (π):

9



∂j

∂π
= −

(
ujAπ + λ(β,W )c

ujjA(π)

)
Since by concavity, u′′(j) < 0, and given a non-zero HIV transmission

rate (λ(β,W ) > 0), the sign of ∂j
∂π

depends on u′(j)Aπ + λ(B,W )c. When
|Aπ| is large, or when the utility from risky sex is heavily discounted when
beliefs increase (i.e. altruistic preferences) then u′(j)A′(π) + λ(B,W )c < 0
and risky sexual behavior decreases as beliefs increase ( ∂j

∂π
< 0 ). When

|Aπ| is small, or when the utility from risky sex is not greatly discounted
when beliefs increase, then u′(j)A′(π) + λ(B,W )c > 0 and people increase
their risky sexual behavior as their beliefs increase (∂j/∂π > 0). If altruistic
preferences are not known before testing, then the ex-ante e�ects of HIV
testing on risky sexual behavior are ambiguous. Individuals who receive HIV-
positive test results and have strong altruistic preferences will decrease their
risky sexual behavior, while those who care only about their own interests
will increase their risky sexual behavior.

To summarize, the model shows the role that beliefs of HIV infection
play when an individual chooses a level of risky sexual behavior. HIV testing
serves as a shock to these beliefs; an HIV-positive test increases these beliefs
while an HIV-negative test decreases beliefs of HIV infection. Without altru-
ism, an increase in the beliefs of HIV infection decrease the marginal cost of
risky sex and increases risky sexual behavior. When altruism is introduced,
the e�ects of HIV testing on risky sexual behavior are ambiguous.

2.3 Data

The data are from the HIV Voluntary Counseling and Testing E�cacy study
conducted in 1995-1998 (Coates et al. 2000). The study was designed to
assess whether HIV testing and counseling is e�ective at reducing risky sexual
behavior. My analysis uses data from the study sites in Nairobi, Kenya
and Dar Es Salaam, Tanzania.12 In both places, a single study site was
placed in/near a health center. These sites enrolled, surveyed, and tested
participants. A combination of media (�yers, radio and TV advertisements)
and recruiters were used to recruit study participants; those participating
in the study did not represent a random sample from their communities.

12Port of Spain, Trinidad was the third study side. It was excluded from the analysis
since the focus of this paper is on the e�ects of HIV testing in sub-Saharan Africa.
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Recruitment and enrollment at both study sites occurred from June 1995
to March 1996. Individuals who previously tested positive for HIV were
ineligible for the study. Over 90% of participants reported never receiving an
HIV test before the study. The initial sample consists of approximately 2,900
people who were seeking HIV-related services, with 1/3 of them enrolling as
a couple (see Kamenga et al.(2000) for an in-depth description of the study's
design and methods).

Figure 2.7.1 presents the study design. A baseline survey was conducted
and urine samples were taken of all individuals. These urine samples were
frozen and used during the 6 month follow up survey. Study participants
were then classi�ed as either individuals or couples. They were then ran-
domly assigned into either a treatment or control arm. People assigned into
the treatment arm were o�ered counseling and an HIV test, of which 93%
accepted the test.13 Test results were available 2 weeks after testing; 78% of
those in the treatment arm returned to the clinic to receive their HIV test
results. Participants enrolled as a couple were strongly encouraged to share
their HIV test results with each other. People in the control arm watched
a 15 minute video which described ways to prevent HIV infection and had
a question and answer session with a health information o�cer. Since the
treatment and controls arms di�er not only due to HIV testing, but di�er-
ent information interventions (counseling in the treatment arm and a video
in the control arm), there may be di�erences between arms in what people
learn about HIV. I compare changes in HIV/AIDS knowledge and aware-
ness between the treatment and control arms during the study and �nd no
di�erences (see section 5.1.1 in appendices).

Six months after the baseline, a follow up survey was given. Everyone
who participated in the follow up round was resurveyed, asked to gave a urine
sample, and o�ered an HIV test. The urine sample was tested for two sexu-
ally transmitted infections (STIs): gonorrhea and chlamydia. For people who
tested positive for an STI, their urine samples from baseline were unfrozen
and tested for an STI. By doing this, we are able to determine whether an
STI was contracted between the baseline and follow up surveys, and which
preexisted before the study. Those in the control arm were o�ered HIV test-
ing and counseling, and 84% accepted an HIV test.14 While the acceptance

13Of the 1477 in the treatment arm, 1385 opted to take an HIV test.
14Of the 1223 in the control arm who returned for the 6 month follow up survey round,

1022 accepted an HIV test.
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rates for HIV testing between the treatment (93%) and control arms (84%)
is di�erent, there do not appear to be any di�erences in observered charac-
teristics between those accepting an HIV test in the treatment and control
arms (see section 5.1.2 in appendices for further details).

Baseline summary statistics for the treatment and control group are in
Table 2.2. Demographic data is presented in rows 1-9, and relationship status
is in rows 10-14; the average age is 28, and 39% of study participants are
married. Under the HIV/AIDS section (rows 15-18), we see that awareness
of how HIV is transmitted is high (row 15),15 but few have been tested (row
17). Self-reported sexual activity during the 2 months prior to the baseline
survey is reported in rows 19-28. Slightly over 20% of participants had two or
more partners (row 19), and about 12% have had a commercial sex partner.16

A high proportion in both the treatment and control groups report having
symptoms of a sexually transmitted disease (STD) over the past 6 months
(row 27). Overall the treatment and control groups are balanced across most
covariates.

Baseline HIV tests for the treatment group (Column 1, Row 18) reveal
HIV prevalence to be at 20%, which is higher than estimated HIV prevalence
in urban Kenya (13-14%) and Dar es Salaam, Tanzania (10-12%) (Balmer
et al. 2000; Sangiwa et al. 2000). This suggest that those who selected to
participate in the study are more sexually active and are a higher risk group
than the general population. Given the main intervention (treatment) of the
VCT E�cacy study is to o�er free HIV testing, the population of interest is
sexually active individuals seeking HIV testing services. Since the policy of
universal access to HIV testing is focused on expanding the number of sites
where HIV tests can be obtained, this population is a relevant one to study
when examining the e�ects of HIV testing on behavior.

Attrition in the study is both high and similar in the treatment and
control arms (Figure 2.7.2). Table 2.3 presents summary statistics of those
who remain in the study (columns 1 & 4) and those that leave (columns
2 & 5). Individuals that left the study appear to be slightly younger (row
2), a higher likelihood of being Muslin (row 5), and come from wealthier

15The HIV/AIDS knowledge test asks participants 12 questions about how HIV is trans-
mitted. Examples of questions include: �Can a person get AIDS or the AIDS virus from:
working near someone, eating food cooked by someone who has the AIDS virus, using
public toilets, having sexual intercourse without a condom with someone who has the
AIDS virus?�(CAPS, 2000)

16Commercial sex partners are de�ned as when money is exchanged for sexual activity.
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households (rows 8 & 9). When examining HIV/AIDS and self-reported
sexual activity (rows 15-29), there are few statistically signi�cant di�erences
at the 5% level between those that remained in the study and those that left
it.

In order to see if attrition a�ects internal validity, I examine if there is
evidence of di�erential attrition.17 In Table 2.3, column 7, the di�erence
between those that left the treatment and those that left the control arm
are calculated (p-values included in column 8). There are very few statisti-
cally signi�cant di�erences across demographic, relationship, and HIV/AIDS
variables (rows 1-18). Most importantly, there are no statistically signi�cant
di�erences in self-reported sexual activity with the exception of self-reported
sexually transmitted disease (STD) symptoms (row 27). During the baseline
questionnaire, individuals are asked if they had any of the following symp-
toms over the past 6 months: burning or pain during urination, sores or
boils around the genital area, and any unusual discharge; STD symptoms is
an indicator for whether someone reports any of these symptoms. The higher
rate of STD symptoms in those leaving the treatment arm suggests that the
treatment sample that remained in the study may have preferences for safer
sexual activity. In the robustness section (2.4.3), I show that the main results
are not a�ected when including STD symptoms and interactions of it in the
estimating equation. Overall, there isn't evidence of signi�cant di�erential
attrition between the treatment and control arms, and hence attrition should
not threaten the internal validity of the research design.

I now discuss three important aspects of how I use the data: 1) measuring
risky sexual behavior, 2) identifying people's HIV status, and 3) measuring
people's beliefs about HIV infection.

2.3.1 Measuring Sexual Behavior

Sexual behavior is di�cult to measure because it is unobserved and, due
to its sensitive nature, self-reports of sexual behavior are subject to a high
degree of social desirability bias (Fenton et al. 2001; Weinhardt et al. 1998).
When survey participants are asked about their sexual behavior, they may
misreport because of social norms, stigma, and to avoid criticism of their
behavior (Turner et al. 2009). When biological markers (biomarkers) such as

17For example, if people who engage in riskier sex left the treatment arm in greater
proportions than the control arm, any decreases in risky sex attributable to assignment
into the treatment arm may actually be due to di�erential attrition
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sexually transmitted infections are collected in a study, they typically provide
evidence that self-reports underestimate actual sexual activity (Minnis et al.
2009; Gallo et al. 2006).

Given the bias present in self-reported behavior, recent research in mea-
suring sexual behavior has incorporated biomarkers18 as objective measures
of sexual behavior (Minnis et al. 2009; Mauck and Straten 2008; Gallo et al.
2006; Cleland et al. 2004). Biomarkers act as proxies for risky sexual behav-
ior, as the likelihood of a biomarker is increasing in both acts of unprotected
sex and number of partners.

In this paper, the incidence of gonorrhea and chlamydia infections are
used as measures of risky sexual behavior. The primary means of trans-
mission for both infections is unprotected sexual contact and nonsexual
transmission is extremely rare (Neinstein, Goldenring and CArpenter 1984).
Both infections are sensitive to risky sexual activity: transmission rates are
between .20 to .80 per unprotected sexual act with an infected individual
(Kretzschmar, van Duynhoven and Severijnen 1996; Chen, Ghani and Ed-
munds 2008).19 20 Going forward, STIs will refer speci�cally to gonorrhea
and chlamydia infections (and not HIV).

Since the goal of using biomarkers is to measure risky sexual behavior
during the course of the study I rely on the incidence of STIs instead of
prevalence. What's the di�erence? Prevalence can be seen as a stock, or
the number of STIs at any given point in time, where incidence is a �ow
and measures new infections over a time period. In the case of this study,
incidence measures the number of new STI cases between baseline and the 6
month follow up.21 Given that the duration of gonorrhea and chlamydia is

18Biomarkers range from sexually transmitted infections (gonorrhea, chlamydia,
syphilis), residual semen or prostate-speci�c antigens, and pregnancy - all signs that un-
protected sex took place (Fenton et al., 2001; Minnis et al., 2009).

19Transmission rates vary by gender. The likelihood of male to female transmission of
gonorrhea is .5-.7 per sexual act, and somewhat lower for chlamydia at .5 per sexual act.
The likelihood of female to male transmission of gonorrhea is .2-.3 per sexual act, and .25
for chlamydia (Kretzschmar, van Duynhoven and Severijnen, 1996).

20Gonorrhea and chlamydia infection rates contrast sharply to HIV transmission rates
where are .003 to .001 per unprotected sexual act with an infected person (assuming the
infected person is in his/her asymptomatic phase). HIV transmission rates jump to .05
per unprotected sexual act during the acute infection stage which is during the �rst three
months of a new infection (Gray et al. 1999; Cohen and Pilcher 2005).

21Incidence is therefore de�ned as having no STI at baseline and an STI at the 6 month
follow up. Incidence was determined by testing frozen urine samples for STIs for everyone
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slightly over 6 months (Chen, Ghani and Edmunds 2008; Kretzschmar, van
Duynhoven and Severijnen 1996), using the incidence of STIs is a reasonable
choice to avoid overestimating the level of risky sexual activity during the
study. However, incidence can underestimate risky sexual behavior since
those who have an STI at baseline may continue to engage in risky sex
during the study; thus I also estimate the e�ect of HIV testing on prevalence
of STIs at 6 months and �nd results that are very similar to when using
incidence as the main outcome (see section 5.1.3 in appendices for results
using prevalence as the outcome of interest).

2.3.2 HIV Status

The HIV status of everyone in the treatment arm that accepts an HIV test is
known at baseline. However, the HIV status of those in the control group at
baseline are unknown since they were not o�ered testing until the 6 month
follow up. This is problematic, since I want to compare HIV-positive (nega-
tive) individuals in the treatment arm to those in the control arm. In order
to create a counter-factual group for testing I use the HIV test results from
the 6 month follow up for the control group. For the control group, I assume
that an individual's HIV test results at the 6 month follow up would have
been their same result at baseline. Clearly those who are HIV-negative at
6 months were also negative at baseline. For people who test HIV-positive
at 6 months, I assume that all of these individuals were positive at base-
line as well. This assumption relies on evidence which suggests that HIV is
not easily transmitted, with estimated transmission rates of approximately
.0015-.0007 per coital act when your partner has an established HIV infection
(Wawer et al. 2005; Cohen and Pilcher 2005).22

How do new HIV infections that occur between baseline and the 6 month
follow up in the control group a�ect the estimates of HIV testing on behavior?
Let Yi be risky sexual behavior, Ti indicate random assignment into testing,
HIVi be HIV status, and subscript i denotes an individual. The average
e�ect of an HIV-negative test on risky sexual behavior is:

βHIV− = E[Yi|Ti = 1, HIVi = 0]− E[Yi|Ti = 0, HIVi = 0]

with a positive STI test at the 6 month follow up. This allows one to distinguish preexisting
infections from new infections acquired during the study.

22Of the 750 individuals who tested HIV-negative at baseline and retested at 6 months,
only 12 became infected, an infection rate of 1.6%.
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Since HIV status for the control group is not observed until the 6 month
follow up, I estimate:

β∗HIV− = E[Yi|Ti = 1, HIVi = 0]− E[Yi|Ti = 0, (HIVi = 0)∗]

where (HIV = 0)∗ is the HIV status at the 6 month follow up. If any
individuals in the control group became HIV-positive during the course of the
study, they would not be included in the HIV-negative control group, even
though they were HIV-negative at baseline. Thus the average risky sexual
behavior of the true counter factualgroup will be greater than the behavior
in the control arm:

E[Yi|Ti = 0, HIVi = 0] ≥ E[Yi|Ti = 0, (HIVi = 0)∗]

which results in β∗HIV− ≥ βHIV− or that estimates of the e�ect of an
HIV-negative test on risky sexual behavior will be biased upwards.

What is the e�ect of using HIV-positive tests at the 6 month follow up to
infer baseline status? The average e�ect of an HIV-positive test on behavior
is:

βHIV+ = E[Yi|Ti = 1, HIVi = 1]− E[Yi|Ti = 0, HIVi = 1]

Again, using test results at the 6 month follow up generates this e�ect:

β∗HIV+ = E[Yi|Ti = 1, HIVi = 1]− E[Yi|Ti = 0, (HIVi = 1)∗]

where (HIV = 1)∗indicates an HIV-positive test result at the 6 month
follow up. This group will consist of people who were HIV-positive at baseline
and those who became infected during the course of the study due to risky
sexual behavior. The sexual behavior for this control group then will be on
average more risky than the behavior for those who were HIV-positive at
baseline:

E[Yi|Ti = 0, (HIV = 1)∗] ≥ E[Y |T = 0, HIV = 1]

which results in β∗HIV+ ≤ βHIV+ or that the estimated e�ect of a HIV-
positive test will be biased downwards.

To conclude, my estimates for the e�ects of HIV-negative tests on risky
sexual behavior will be biased upwards and for HIV-positive tests the bias
will be downwards.

Since my main results show that those surprised by an HIV-positive test
increase their risky sexual behavior, this estimate becomes a lower bound for
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the true e�ect of HIV-positive tests on risky sexual behavior. Correspond-
ingly, my main results also show that those surprised by an HIV-negative test
decrease their behavior, and thus these estimates serve as an upper bound
to the e�ect of HIV-negative tests on risky sexual behavior.

2.3.3 Beliefs of HIV Infection

There are two major challenges faced when measuring beliefs of HIV in-
fection: 1) questions regarding HIV status are extremely sensitive, and 2)
actual beliefs cannot be directly veri�ed. Measuring beliefs on HIV infection
presents a speci�c challenge because of the social stigma associated with HIV
infection. People who believe they are HIV-positive face strong incentives to
not reveal their true beliefs.23 Direct questions about HIV status may there-
fore lead to biased responses. I generate a belief measure using both direct
and indirect questions about HIV status that reduce this bias. In addition,
while actual beliefs of HIV infection cannot be observed, I provide evidence
that the belief measures used in this paper are valid following guidelines es-
tablished by Manski (2004) and Delavande, Gine and McKenzie (2010) on
subjective expectations. If beliefs of HIV status are used by individuals when
making decisions about risky sex, then a valid belief measure should predict
this behavior.

A set of four questions that were all designed to measure perceived HIV
risk are used to measure beliefs of HIV infection. All four questions were
included on the baseline survey but removed from the 6 month follow up
survey because, �Interviewers needed to be blinded to the baseline serostatus
of participants during the follow-up interview;� Grinstead et al. 2001. The
questions are as follows:

23Manski (2004) notes that �An absence of incentives (to honestly respond to survey
questions) is a common feature of all survey research, not a speci�c attribute of expecta-
tions questions. (Manski) is aware of no empirical evidence that responses to expectations
questions su�er more from incentive problems than do responses to other questions com-
monly asked in surveys.� When considering questions about HIV status however, the in-
centive problem changes dramatically because of the costs involved of disclosing an HIV+
status.
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Question Survey Question
A What are the chances that you will get the AIDS virus?
B What are the chances that you already have the AIDS virus?
C How worried are you that you will get the AIDS virus?
D How worried are you that you already have the AIDS virus?

The responses for the questions use the following Likert scale:

Response for A & B Response for C & D Value

Almost certainly will not
happen

Not at all or hardly worried 1

It could happen A little bit worried 2

It probably will happen Quite a bit worried 3

It almost certainly will
happen

Extremely worried 4

All four questions have been used by economists and demographers to
measure beliefs of HIV status; Thornton (2008), Delavande and Kohler (2009),
and de Paula, Shapira and Todd (2010) measures beliefs using similar lan-
guage to questions A and B, while Smith andWatkins (2004), Kohler, Behrman
and Watkins 2007 (2007), and Boozer and Philpson (2000) use measures sim-
ilar to questions C and D. Given that the responses use a Likert scale and
are not subjective probabilities, interpersonal comparisons warrant some cau-
tion.24

While question B is the most straightforward means of measuring be-
liefs of HIV infection, those who believe they are infected may bias their
responses downward. The costs of revealing they are HIV-positive, or likely
to be, can be high. There are a number of cases documenting that those
who reveal they are HIV-positive are subject to employment discrimination,
physical violence (including murder), and social stigma (Simbayi et al. 2007;
Skinner and Mfecane 2005; Brown, Macintyre and Trujillo 2003; Kalichman
and Simbayi 2003).25 Given the evidence that people misreport their sexual
behavior (see section 2.3.1) due to social desirability bias, it should not be a

24Two people may have identical beliefs about being HIV infected, but one may respond
as �not at all or hardly worried� (1) while the other person may respond as �a little bit
worried� (2).

25By extension, those who reveal that they believe they are likely to be infected with
HIV face similar costs.
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surprise that people may also misreport their beliefs of HIV infection. The
use of questions A,C, and D help resolve this problem. These additional
questions are designed to measure perceived HIV risk (Lauby et al. 2006;
Smith and Watkins 2004), and slight changes in language may elicit more
accurate responses.

In order to utilize the information from all four questions, I take the
average response to questions A-D. The median of all the average responses
is 2, which I use to divide the sample into a high and low belief group (Figure
2.7.3). Those with an average response of between 1 to 2 are classi�ed as
having low beliefs, while those with an average response of between 2-4 as
having a high belief of HIV infection. In the robustness section (2.4.3) I
demonstrate that the results in this paper are not sensitive to this cut point
for dividing the sample into low and high belief groups.

How can we be sure this belief measure is an accurate measure of true
underlying beliefs of HIV infection? Both Manski (2004) and Delavande,
Gine and McKenzie (2010) note that it is impossible to know for sure since
true beliefs are unobserved. However, if individuals take into account their
beliefs of HIV infection when making decisions about sexual activity, then
any belief measure should be a good predictor of this behavior. To test this,
I examine whether the belief measure at baseline predicts STI incidence (the
proxy for risky sexual behavior) at the 6 month follow up. I restrict this
analysis to the control group since the HIV tests in the treatment arm would
change baseline beliefs of HIV infection. The estimating equation is:

STIij = α + β1HighBeliefi +X ′iδ1 + γj + uij (2.3.1)

where STIij is an indicator for STI incidence at the 6 month follow up
for individual i in country j, HighBeliefi is an indicator if someone has
high beliefs of HIV infection, X ′i is a vector of individual characteristics
(i.e. gender, age, religion), and γj is a country �xed e�ect. Estimates are
presented in Table 2.4. Columns 1 and 2 present the correlation between
the belief measure relying only on question B (the most direct question),
while columns 3 and 4 use the belief measure that takes the average response
to questions A-D.26 The belief measure using all four questions is strongly
associated with STI incidence and statistically signi�cant at the 1% level,
while the belief measure using question B is not. This suggests that the

26The HighBeliefi indicator using only question B takes a value of 1 if someone re-
sponds to question B with a �3� or �4� and a zero otherwise.
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belief measure using responses from questions A-D are a better measure of
underlying beliefs than relying on question B alone.

Another useful exercise is to examine whether beliefs of HIV infection
are accurate. I estimate equation 2.3.1 but replace STIij with HIV Statusij
which is an indicator for being HIV-positive at baseline. The belief measure
using all 4 questions has a slightly stronger correlation with HIV status (Table
2.4; columns 7-8) than the belief measure using only question B (columns 5-
6). Given that the transmission risk of HIV is very low (about 1/1000 per
coital act), it is not surprising that there is only a weak association between
beliefs and actual HIV status.

It should be stressed that the results in this section should not be in-
terpreted as causal. What this section does is provides evidence that the
preferred belief measure (using all four questions) is a valid measure of be-
liefs of HIV infection.

2.4 Empirical Analysis

2.4.1 Identi�cation Strategy

This paper has argued that risky sexual behavior is a function of beliefs of
HIV infection, and HIV tests update beliefs only if test results are di�erent
from prior beliefs. Using the measures of prior beliefs described in the pre-
vious section, there are two groups where HIV tests should update beliefs:
1) low priors receiving HIV-positive tests, and 2) high priors receiving HIV-
negative tests. In these two groups, HIV tests should also have an e�ect on
risky sexual behavior. Testing should not change beliefs or behavior in the
other two groups, 3) low priors receiving HIV-negative tests, and 4) high
priors receiving HIV-positive tests. Table 2.1 presents the four groups and
the predictions of the e�ects of testing in each group.
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Table 2.1: Four Groups for Analysis: E�ect of Testing in Each Group

HIV-Negative HIV-Positive

Low Prior Beliefs Tests have no e�ect on

beliefs or behavior

Tests increase beliefs

=> Change in

behavior

High Prior Beliefs Tests decrease beliefs

=> Change in

behavior

Tests have no e�ect on

beliefs or behavior

The goal is to identify the e�ect of HIV testing conditional on prior beliefs.
The estimating equation is a linear probability model:

STIij = α + β1Testi + β2HighPriorsi + β3HIVi + β4Couplei

+β5(Testi ×HighPriorsi) + β6(Testi ×HIVi)
+β7(Testi ×HighPriorsi ×HIVi) + I ′iω1

+X ′iδ1 + γj + uij (2.4.1)

where STIij = 1 if individual i in country j contracts an STI during the
study, Testi indicates assignment into the HIV testing arm, HighPriorsi
indicates if the individual has high prior beliefs, HIVi = 1 for those who
are HIV-positive, and Couplei indicates if the individual enrolled in the
study with his/her partner. The vector Ii includes all the interactions of
Testi, HighPriorsi, HIVi, Couplei that are not explicitly speci�ed, X ′i is a
vector of individual level characteristics, and γj is a country �xed e�ect.

Assignment into the testing arm is randomly assigned, however not ev-
eryone in the testing arm receives their test results (there is a two week delay
between testing and availability of results). I therefore employ intent to treat
estimators. The random assignment of testing implies that E(uij|Testi) = 0
allowing the OLS estimate of β1 to be unbiased. Since prior beliefs and HIV
status were determined before testing occurred they are not a�ected by the
intervention. Therefore, β5 estimates the causal impact of testing conditioned
on high prior beliefs and β6 is the causal impact of testing conditioned on
being HIV-positive.

Using the predictions from Table 2.1 (previous page), we should expect
β1 = 0 (low priors receiving HIV- test), β1+β6 6= 0 (low priors receiving HIV+
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test), β1 +β5 6= 0 (high priors receiving HIV- test), and β1 +β5 +β6 +β7 = 0
(high priors receiving HIV+ test).

2.4.2 Results

Table 2.5 presents OLS estimates of equation 2.4.127. STI incidence across
the whole sample is 3.91%. Column 1 includes each covariate of interest,
while columns 2 and 3 include the full set of interactions. Column 3 also
includes a set of controls such as gender, age, education, martial status, and
a country �xed e�ect.

I estimate the e�ects of HIV-positive and HIV-negative tests by each prior
belief group. Individuals with low prior beliefs who receive HIV-negative tests
have little change in STI incidence (row 8). The point estimate across both
speci�cations is virtually zero, and standard errors are relatively small. This
�nding is consistent with a model where HIV-negative tests don't provide any
new information to those with low prior beliefs. If beliefs of HIV infection
remain unchanged, then behavior will as well.

To examine the e�ect of an HIV-positive test on individuals with low prior
beliefs, I estimate the linear combination Test + (Test×HIV+) (row 9).28

The e�ect is very large and statistically signi�cant; those with low priors
have about a 12 percentage point increase in STI incidence after receiving
an HIV-positive test. Given that the STI incidence for the low prior control
group is 2.09%, this represents an over 5-fold increase in STI likelihood after
an HIV-positive test. The result is also consistent with a model where people
with low prior beliefs update them after receiving an HIV-positive test. The
increase in beliefs in this case leads to an increase in risky sexual behavior.
This suggests that self-interests have a larger e�ect on sexual behavior than

27

Robust standard errors in parentheses. Disturbance terms are clustered within couple
pairings. Signi�cantly di�erent from zero at 99(***), 95( **), and 90(*) percent con�dence.
Interactions (columns 2-3) include all possible combinations of Test, High Prior, HIV+,
and Couple. There are 6 double and 4 triple interaction terms (not all shown). Controls
in column (3) include: indicator for marriage, primary school, secondary school, college,
Muslim, Catholic, Christian, number of children, number of assets, and a country �xed
e�ect. All standard errors on linear combinations are adjusted for covariance between
variables.

28I exclude the HIV indicator because I compare HIV-positive individuals with low prior
beliefs who get tested vs. HIV-positives with low prior beliefs who are not tested.
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altruism; once people revise their beliefs upwards the marginal cost of risky
sex decreases and they face far less incentive to engage in safe sex.

Now I turn to the group with high prior beliefs of HIV infection. The
e�ect of an HIV-negative test for individuals with high priors is the linear
combination Test + (Test × High) (row 10). STI incidence decreases by
4 percentage points after an HIV-negative test. The e�ect is statistically
signi�cant at the 5% level and the magnitude is large; the mean STI rate of
the high prior belief control group is 5.45%, thus testing reduces STI incidence
by 73%. Those who update their beliefs of HIV infection downward appear to
be reducing their risky sexual behavior. This is consistent with people having
greater incentives to protect themselves when they learn they are uninfected.
Finally, the e�ect of HIV-positive tests on high prior types is the linear
combination Test+(Test×HIV )+(Test×High)+(Test×High×HIV ) (row
11). There is no statistically signi�cant e�ect on STI incidence, as predicted,
but given the wide con�dence intervals, inference warrants caution.

Overall, these results provide strong evidence that HIV testing only a�ects
people's behavior if it changes beliefs about HIV infection. Is it possible to see
how people actually change their behavior? There are a few types of behavior
that are of interest. The �rst is how does risky sexual behavior change.
Are the types with higher STI rates after testing (low prior beliefs/HIV+)
having more partners or reducing condom use? Another behavioral change of
interest is if there is assortative matching by HIV status (Dow and Philipson
1996). If those who receive HIV-positive tests seek out partners who are also
HIV-positive, this will mitigate the adverse e�ects of any increase in risky
sexual behavior by these types.29 Finally, there is another behavioral change
that could explain the STI results: those receiving HIV tests might change
the way they treat STIs. For example, those in the high prior belief group
who receive HIV-negative tests are less likely to have an STI; this result could
be explained by these types seeking treatment for their STIs instead of any
change in sexual behavior. To examine these various behavioral changes, I
look at the self-reported behavior from the six month follow up survey.

I �rst look at changes in self-reported sexual behavior. I estimate equa-
tion 2.4.1, but this time I replace the STI outcome with self-reported sexual
behavior. The three outcomes used are: 1) an indicator if an individual is

29Speci�cally, when HIV-positive types increase their risky sexual behavior they make it
more riskier for HIV-negative types to engage in risky sexual behavior since they increase
the likelihood that an HIV-negative individual will match with an HIV-positive individual.
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sexually active 2) number of sexual partners, and 3) an indicator if they had
unprotected sex with a commercial or casual partner (Table 2.6; columns
1-3).30 I focus the analysis on the group where testing leads to increases in
STI incidence: the low prior belief group receiving HIV-positive tests (row 2).
Individuals with low prior beliefs who receive HIV-positive tests are 21% less
likely to be sexual activity, have fewer partners, and report being less likely
to have unprotected sex (row 2; columns 1-3). This result is puzzling, given
these types are more likely to have an STI. What explains this? One expla-
nation is that low prior types who receive HIV+ tests change their sexual
behavior in a way that is not captured by any of these self-reported responses.
A more likely explanation is that self-reported sexual behavior is inaccurate
due to social desirability bias (Fenton et al. 2001). Individuals who learn they
are HIV+ might simply be telling enumerators the �correct� sexual behavior
that counselors have instructed them to do. These results suggest that we
are unable to use the self-reported sexual behavior for inference.

Another behavior that might be changing is the decision to seek medical
treatment for STIs. Groups with higher STI incidence might be choosing to
forgo STI treatments. I look at whether an individual went for STI treat-
ments during the course of the study (Table 2.6; column 4). In the two
groups where HIV testing did lead to changes in STI incidence (rows 2 and
3), there is no evidence that this type of behavior changed.

The type of sexual partner you have is also relevant. Individuals who
receive their HIV test results may match with partners with the same HIV
status. This has important implications if HIV-positive types match with
HIV-positive partners; this type of behavior at the extreme will e�ectively
shut down new HIV infections. While data does not exist for the HIV status
of sexual partners that are not enrolled in the study, the follow up survey asks
study participants if their most recent sexual partners have tested for HIV. If
assortative matching on HIV status is occurring, those tested for HIV should
be more likely to have partners who have tested. I create an indicator if an
individual's sexual partner has been tested for HIV and estimate equation
2.4.1 (Table 2.6; column 5).31 Those receiving HIV-positive tests are actually

30These outcomes are generated from a set of questions on sexual behavior that use a
two month time window (i.e. At the 6 month follow up survey, the questions ask about
sexual behavior over the past two months).

31This speci�cation is only estimated on individuals enrolled in the study. Couples
enrolled in the study always have their sexual partners tested. This is why the number of
observations is 916.
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less likely to have a partner that has tested (row 2 & 4; column 5), although
these estimates are not statistically signi�cant. While those who receive HIV-
negative tests appear more likely of matching with someone who has been
tested (rows 1 & 3; column 5).

Even in the absence of an HIV test, it is still possible to infer a partner's
HIV status by their behavior. Someone who is a commercial sex worker or
has multiple sexual partners will be more likely to be HIV-positive. HIV-
positive individuals who match up with higher risk partners will mitigate
the spread of HIV. Indicators for whether an individual matched with a
commercial partner, casual partner, or someone with multiple partners are
used as outcomes to examine whether this type of matching is occurring.
In the low prior belief/HIV-positive group, there is no evidence suggesting
that these types are matching with higher risk individuals (Table 2.6; row 2,
columns 6-8). Overall, using self-reported behavior, there is no evidence of
HIV-positive individuals matching with higher risk partners.

Given the con�icting results between STI outcomes and the self-reported
sexual behavior (i.e. groups with higher STI incidence reporting less sexual
activity), I rely solely on the STI outcomes as the basis of my inference. In
Section 2.5, I use a simple epidemiological model of STI & HIV transmission
to estimate changes in risky sexual behavior based on the STI results. These
estimated changes in sexual behavior will then be used to calculate the change
in HIV infections as a result of testing.

2.4.3 Robustness

2.4.3.1 Are beliefs the channel through which HIV testing is af-

fecting behavior?

While o�ers of HIV testing were randomly assigned, the research design did
not stratify by prior beliefs and randomize within each belief group. There
are two possible issues that could a�ect inference. The �rst issue concerns
whether there are preexisting di�erences between treatment and control in
each of the four groups analyzed, while the second issue is whether prior
beliefs are correlated with other variables that might be driving the results.

Regarding the �rst issue of preexisting di�erences, if within each of the
four groups analyzed: 1) Low Priors/HIV-, 2) Low Priors/HIV+, 3) High
Priors/HIV-, and 4) High Priors/HIV+ (see Table 2.1; section 2.4.1), there
were di�erences between the treatment and control group before treatment
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assignment then the e�ect I am inferring from testing might be driven by
preexisting di�erences. For example, for those with low priors who are HIV-
positive, if the treatment arm had a higher proportion of males and if males
engage in riskier sex, than the testing e�ect I �nd for this group might be
due to the higher proportion of males and not to HIV testing.

To show that preexisting di�erences between the treatment and control
arms are not a concern, I present comparisons of baseline characteristics for
the treatment and control arms in each of these four groups (Table 2.7).
The two groups that I focus on are the ones where testing has an e�ect.
The �rst group, the low prior/HIV-positive (testing increases risky sexual
behavior), is presented in columns 4-6. There are no statistically signi�cant
di�erences on any baseline demographics, although given the relative small
size of this group (n=144), there may not be enough statistical power to
detect small di�erences. Since individuals in this group increase their risky
sexual behavior after an HIV test, I pay particular attention to any di�erences
in self reported sexual activity. Again, across these variables, there are no
statistically signi�cant di�erences. It does appear that the control group may
be a riskier group given that a higher proportion of them report having sex
with two or more partners (.22 vs. .15; row 19) and engaging in sex with a
commercial partner (.17 vs. .08; row 21) compared to the treatment group.
This provides additional support that the HIV-positive control group engages
in riskier sexual behavior (section 2.3.2) and that estimates of HIV testing
in this group serve as a lower bound for the true e�ect. The second group
where testing has an e�ect is the high prior/HIV- group (testing decreases
risky sexual behavior), is presented in columns 7-9. There are no statistically
signi�cant di�erences on any demographics except for the number of children
(Row 13), and this di�erence is very small. Focusing on self reported sexual
behavior, the control group has a lower proportion reporting sex with a non-
primary partner (.23 vs. .30; row 22). This is consistent with the discussion
in section 2.3.2 showing that the HIV-negative control group engages in safer
sexual behavior. Overall, across 112 tests of di�erence of means (4 groups X
28 variables), I �nd only 2 statistically signi�cant di�erences at the 5% level.
Based on these observed characteristics and self-reported behaviors, there
doesn't appear to be major pre-testing di�erences between the treatment
and control arms in each group. This provides evidence that the changes in
risky sexual behavior are due to testing.

The second issue is whether prior beliefs are correlated with other indi-
vidual characteristics. Using a similar example as before, if there were more
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males in the low prior belief group and females in the high prior belief group,
the e�ects of testing maybe due to di�erential responses in gender and not
beliefs. Comparing observed characteristics at baseline between the low and
high belief groups, I �nd that the members of the low belief group are more
likely to be married, Christian and less likely to have had HIV counseling and
testing and report symptoms of STDs. To see if testing is working through a
channel other then beliefs, I estimate the main equation (2.4.1) and interact
test and HIV status with the variables of these observed di�erences (Table
2.8)32. Column 1 has demographic interactions (marriage, Christian), col-
umn 2 uses interactions of HIV/AIDS awareness (counseling and testing),
column 3 includes interactions of STD symptoms, and �nally column 4 in-
cludes all interactions. The estimated e�ects of HIV testing by prior belief
groups remain stable. The e�ect of an HIV-positive test on the low prior
group (row 9) remains large and statistically signi�cant, as does the e�ect
of an HIV-negative test on those with high priors (row 10). These results
suggest that HIV testing is working through beliefs to a�ect sexual behavior
and not through an alternative channel.

2.4.3.2 Are results sensitive to how belief groups are speci�ed?

The low and high prior belief groups used in the main analysis were deter-
mined by taking the average response of four questions designed to measure
HIV risk perception and dividing the sample by the median response. One
potential concern is that the results are sensitive to using the median re-
sponse as the cut point determining low and high priors. To examine how
sensitive the results are to this cut point, I estimate the e�ects of HIV testing
when varying this cut point (Figure 2.7.4). For example, with a cut point of

32

Robust standard errors in parentheses. Disturbance terms are clustered within couple
pairings. Signi�cantly di�erent from zero at 99(***), 95( **), and 90(*) percent con�dence.
Base interactions include all possible combinations of Test, High Prior, HIV+, and Couple.
There are 6 double and 4 triple interaction terms (not all shown). Additional interactions
include marriage and christian (demographic), HIV counseling and testing (HIV/AIDS
Awareness), and sexually transmitted disease symptoms (STD symptoms) interacted with
Test and HIV+. Controls include: indicator for marriage, primary school, secondary
school, college, Muslim, Catholic, Christian, number of children, number of assets, and a
country �xed e�ect. All standard errors on linear combinations are adjusted for covariance
between variables.
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1.25, all responses below this are grouped into low priors, while those equal
or above the point are grouped into high priors. The e�ects of testing on STI
incidence is then estimating using these 6 di�erent cut points to classify low
and high prior groups (Table 2.9). The results remain fairly stable across all
six speci�cations. Those surprised by an HIV-positive test show an increase
in risky sex in all speci�cations, and the estimate is statistically signi�cant
in four of the six (row 2). The attenuation of the e�ect makes sense as the
cut point increases; a high cut point implies a smaller percentage of people
will be surprised by an HIV-positive test since they have higher priors. The
same pattern is found with those surprised by an HIV-negative test (row 3).
All cut points show a decrease in risky sex, with the e�ect becoming attenu-
ated as the cut point decreases. Again the attenuation is consistent with the
notion that a fewer percentage of people are surprised by an HIV-negative
test with a lower cut point (since they have lower priors). Finally the e�ect
of testing where test results con�rm priors is never statistically signi�cant
(row 1 & 4). Overall, the main results in this paper do not appear sensitive
to how the sample was divided into low and high prior belief groups.

2.5 Short-Term E�ect of Testing on New HIV

Infections

What are the e�ects of testing on new HIV infections? This question has
important implications for public policy. Unfortunately we cannot go di-
rectly from the main empirical STI results to estimating new HIV infections.
First transmission rates vary greatly between gonorrhea/chlamydia and HIV
(see footnote 20). Secondly, the prevalence of gonorrhea/chlamydia and HIV
are also very di�erent - this is because gonorrhea and chlamydia both have
�xed durations while HIV is a permanent infection. In the study sample, the
prevalence of gonorrhea/chlamydia is 5.7% while for HIV it is 19%. These
di�erences in transmission rates and prevalence prevent a straightforward
analysis of HIV infections that result from testing using the empirical �nd-
ings.

To estimate the e�ect of testing on new HIV infections requires the follow-
ing: 1) estimating the e�ects of testing on STI incidence, 2) using the STI
outcomes to estimate changes in sexual behavior, 3) comparing how HIV
transmission rates change due to changes in sexual behavior, and �nally, 4)
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estimating new HIV infections in a base case without testing and in a case
where everyone is tested. Step 1 comes from the main empirical results (Ta-
ble 2.5), while steps 2-3 use a simple epidemiological model. Step 4 relies on
the distribution of beliefs of HIV infection and actual HIV prevalence in the
population. A simple diagram outlines the 4 steps:

HIV Testing
1→ STI Incidence

2→ Sexual Behavior
3→ HIV transmission

4→ New HIV Infections

Before introducing the epidemiological model, some intuition is helpful.
The key challenge is that the empirical �ndings show certain groups changing
their STI incidence after testing, but we do not know to what degree behavior
is changing. For example, if a group has more STIs after testing, how many
more sexual partners does this imply? What is required is translating STI
outcomes into actual sexual behavior (step 2). Once this is done, we can
see how changes in the number of partners a�ects the likelihood of HIV
transmission (step 3). The model described below helps us in both steps.

The AVERT epidemiological model (Rehle et al. 1998) is used to estimate
both changes in sexual behavior and HIV transmission rates (steps 2 & 3). It
has been used previously by both Thornton (2008) and Sweat et al. (2000) to
estimate the e�ects of testing on new HIV infections. The major di�erence is
that I use the model to translate the STI outcomes to sexual behavior (step
2), which previously was not done. The model predicts the likelihood of
infection from HIV or an STI, and is driven by the probability of matching
with someone who is already infected, and conditional on this match, the
probability of becoming infected. The model is expressed as:

P(Infection) = 1−
{
W [1−R(1− FE)]N + (1−W )

}M
(2.5.1)

where P(Infection) is the likelihood of becoming infected with either
HIV or an STI, W =prevalence, R =infectivity or the probability of infec-
tion per unprotected sexual act, F =fraction of sex acts where a condom is
used, E = e�ectiveness of condoms, N =Number of sex acts per partner,
and M =number of sexual partners. Parameter estimates for condom e�ec-
tiveness (E) and infectivity (R) come from epidemiological research (Kret-
zschmar, van Duynhoven and Severijnen 1996; Sweat et al. 2000; Gray et al.
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2001), while sexual acts per partner N and prevalence of STIs (W ) comes
from the study (Table 2.10; column 1)

For step 2, estimating how STI incidence translates into changes in sexual
behavior, I focus on M or the number of sexual partners.33 Solving equation
2.5.1 for M results in:

M =
log(1− P(Infection))

log(W [1−R(1− FE))N + (1−W ))
(2.5.2)

Using the parameter values from Table 2.10, and applying the main em-
pirical results (Table 2.5) for P(Infection), changes in the number of partners
(M) are generated (Table 2.11). For example, in the the �rst row (Low Prior
Beliefs) and second column (HIV-positive), the control arm has an average
STI incidence of .02 which generates an average number of partners of .40.
This can be interpreted as the rate of partner turnover, so approximately 2
in 5 from this group changed partners during the 6 month study. The STI
incidence in the testing arm is 14% (.02 + .12), which translates into 2.82
partners on average during the study period. In the groups where testing
had no statistically signi�cant e�ects, I assume both the control and testing
arms had on average a similar number of partners (i.e. low prior beliefs/HIV-
negative and high prior beliefs/HIV-positive).

Step 3 converts the sexual behavior (M) into HIV transmission proba-
bilities for HIV-positive types (P(HIV Transmission)), and HIV infection
probabilities for HIV-negative types (P(HIV Infection)) . The probability of
infection simply uses equation 2.5.1, using HIV parameter values from Table
(2.10; column 2) and sexual behavior estimates from step 2. To calculate
the probability of transmitting HIV to another individual requires a trivial
modi�cation of equation 2.5.1:

P(HIV Transmission) = 1− [W + (1−W )(1−R(1− FE))N ]M
∗
(2.5.3)

whereM∗ are the estimates of sexual behavior from step 2. Transmission
and infection likelihoods are presented in the �nal column of each cell in
Table 2.11. For example, in the low prior belief/HIV-positive cell of Table
2.11, the control arm is estimated to have .40 partners which translates to

33The choice of focusing on number of sexual partners and not condom use is not arbi-
trary. Given the high rates of infectivity for gonorrhea or chlamydia, the most important
factor determining likelihood of either of these STIs is the number of partners you have.
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a .18% chance of transmitting HIV to an uninfected person over a 6 month
time frame.

The �nal step is to apply these HIV transmission rates to a sample pop-
ulation segmented by prior beliefs and HIV status (Table 2.12). I use the
same distribution of priors and HIV as the sample data. For example, 38%
of the individuals in the data have low prior beliefs and are HIV-negative. I
simulate the e�ects of HIV testing on a hypothetical population of 100,000
for a six month time frame; the �N� for each cell is simply the mass multiplied
by 100,000. In each cell, the number of new HIV infections is determined by
multiplying either the transmission rates or infection likelihoods from Table
2.11 by the number of individuals in each cell. For example, in the low prior
belief/HIV-positive cell in Table 2.12, the number of new infections in the
testing case is the number of people (N=7000) multiplied by the probablity
of transmitting HIV to an uninfected individual (1.28%; Table 2.11). A base
case (no testing) and testing case are compared, with di�erences between each
case shown for each group. Testing reduces the number of new infections for
those with high priors who are HIV-negative as these types reduce their risky
sexual behavior. Testing however increases the number of new infections for
those with low priors who are HIV-positive. The second part of Table 2.12
aggregates the number of new HIV infections by transmission (HIV-positive
individual infecting another person) and infection (HIV-negative individual
becoming infected). The combined e�ect is that there are 175 new HIV infec-
tions in the base case which increases to 218 new HIV infections in the testing
case. Thus, using the distribution of beliefs and HIV from this sample, HIV
testing leads to a 25% increase in HIV infections.

The above analysis relies on using point estimates from the main empirical
speci�cation (Table 2.5). In order to test the sensitivity of the above analysis,
I do a paired bootstrap with 1000 replications sampling on the couple level.
Each replication generates new estimates of the e�ects of testing on STI
incidence, which I then use to estimate changes in HIV infections. The
distribution of percent changes in HIV infections due to testing from the
bootstrap are presented in Figure 2.7.5. The mean is 27.3% (SD = 23.4%)
which is very similar to the estimate of 25% using the original point estimates.
While I cannot reject the null hypothesis that the e�ect of HIV testing on new
HIV infections is zero using traditional thresholds of statistical signi�cance,
I do �nd that 88% of the replications show an increase in HIV infections due
to testing.

What if there is assortative matching by HIV status? The analysis above

31



also assumes random matching of sexual partners, or that everyone has the
same likelihood of matching with an HIV-positive partner. Following the
analysis by Sweat et al. (2000), I relax this assumption and allow for HIV-
negative types to have a lower likelihood of matching with an HIV-positive
partner. I assume that HIV-positive types draw from a pool of partners
which HIV prevalence is 20% and I let HIV-negative types draw from a pool
of partners where HIV prevalence ranges from 18% to 4%. I then redo the
paired bootstrap described above to generate a mean percentage change in
HIV infections due to testing. Results are presented in Table 2.13. Each row
is a separate bootstrap with 1000 replications sampling on the couple level.
HIV prevalence of the pool of partners that HIV-negative types draw from
is listed in column 1 and the di�erence in the likelihood of matching with an
HIV-positive individual is in column 2. For example, if HIV-negative types
draw from a pool of partners where HIV prevalence is 10% (row 5) then these
types have a 1 in 10 chance of matching with an HIV-positive partner. HIV-
positive types draw from a pool of partners where HIV prevalence is 20%,
and face a 1 in 5 chance of matching with an HIV-positive partner, which
is a 100% greater likelihood compared to the HIV-negative type (column 2).
The mean percentage change in HIV infections is 23% (column 3) and the
percentage of observations (of the 1000 replications) that show an increase in
HIV infections due to testing is 84% (column 5). Two things to note: 1) in
every speci�cation the mean percentage change in HIV infections is positive
(column 3) and 2) the vast majority of observations under every speci�cation
show an increase in the number of HIV infections due to testing (column 5).
The overall increase is the number of HIV infections due to testing does not
appear sensitive to reasonable matching patterns.34

Combining a simple epidemiological model with well identi�ed estimates
on the e�ects of HIV testing on sexual behavior, I show that HIV testing
in the short term can lead to an increase in the the number of new HIV
infections compared to a case where there is no testing. This result is driven
by those surprised by an HIV-positive test.

A few caveats are in order. First, in the long run, as testing increases the
risky behavior of those surprsied by an HIV-positive test, the pool of potential
sexual partnerships becomes riskier. HIV-negative types may respond to this

34As previously noted, if HIV-positive types always match with HIV-positive partners
OR if HIV-negative types always match with HIV-negative partners after testing then
there would be no increases in HIV infections.
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by decreasing their risky sexual behavior (Kremer 1996; Mechoulan 2004).
I therefore cannot say anything using this analysis about how steady-state
HIV prevalence would be changed by HIV testing. Secondly, the population
of interest in this study are sexually active urban individuals. The e�ect
of testing maybe di�erent on a rural population that is less sexually active.
This remains a topic for further research.

2.6 Conclusion & Policy Implications

This study is the �rst to show that HIV testing can lead to adverse out-
comes. Empirically, I show that groups surprised by HIV-positive tests (low
prior beliefs/HIV-positive), increase their risky sexual behavior after testing.
Combining these empirical results with a simple epidemiological model, I �nd
that in the short-run, HIV testing leads to an increase in the number of new
HIV infections compared to scenario of no testing.

These results raise concern that HIV testing under some instances may
increase the number of new HIV infections. The behavioral response of those
surprised by HIV-positive test results is consistent with rational behavior; if
there is no longer any bene�t of safe sex then individuals no longer practice
it (�nothing to lose�). It raises questions about the implicit assumption in
HIV testing policies that those who receive HIV-positive tests will behave
altruistically and take steps to prevent infecting others.

From a policy perspective, it should be stressed that this paper does not
advocate eliminating HIV testing. It does suggest that better targeting of
HIV testing might be both feasible and desirable. Using population based
surveys, such as ones conducted by the Demographic Health Surveys (DHS),
we may be able to identify populations that overestimate and underestimate
their HIV risk. Based on the results from this study, HIV testing may prevent
new infections when rolled out in populations that overestimate their HIV
risk. It may also be necessary to o�er incentives for those who are surprised
by an HIV-positive test to reduce their risky sexual behavior. Stressing
the dangers of reinfection with HIV and the diminished e�cacy of ARV
treatments if the HIV virus mutates may be helpful. Providing monetary
incentives to practice safe sex may also be a policy consideration, especially
given the costs of treating new HIV infections.

HIV testing has been advocated by both international organizations (i.e.
UNAIDS) and national governments in sub-Saharan Africa as a means to
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prevent new infections. There is no rigorous evidence that this is the case.
The evidence from this paper and Thornton (2008) suggests that focusing
limited resources on other interventions maybe much more cost e�ective at
preventing new HIV infections. For example, preventing mother-to-child
transmission of HIV and male circumcision are both interventions that have
substantial evidence showing that they reduce HIV transmission. Investing
in the prevention of other diseases such as malaria or tuberculosis may also
generate a behavioral response to safer sex (see Oster (2009)).

Additional research is needed to understand the incentives that HIV-
positive individuals face when making decisions about sexual behavior. Pol-
icymakers may also need to take into account people's beliefs and awareness
about their HIV risk so that increased access to HIV testing does not lead
to unintended outcomes.
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2.7 Figures & Tables

Figure 2.7.1: Study Design

  

Baseline (N=2942)
●Baseline Survey
●Urine Samples Collected (frozen) 

TREATMENT ARM [HIV testing]
N=1477

CONTROL ARM [No  test]
N=1465

●Pretest Counseling
●HIV Test (blood drawn)
●Free condoms (25)

Return Visit (2 weeks)
●HIV status revealed
●Counseling
●Free Condoms 

●Health Information Video 
(15 minutes)
●Discussion with Health 
Educator
●Free Condoms (25)

6 Month Follow Up (N=1984)
●Follow up Survey
●STD Exam: Urine Samples Collected & 
Tested
●HIV Test
●Free Condoms

Attending Follow-up
N=1012 (69%)

Attending Follow-up
N=972 (66%)

Randomization
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Figure 2.7.2: Attrition in Study
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Figure 2.7.3: Distribution of Average Response to Questions A,B,C,D
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Figure 2.7.4: Alternative Cut Points
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Figure 2.7.5: Bootstrap Distribution of Change in New HIV Infections in
Testing Case

88% of Replications are an Increase in HIV infections due to Testing
Mean = 27.3%; SD = 23.4%
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Table 2.2: Summary Statistics

Treatment Control
Variable Mean Mean p value

(1) (2) (3)

Demographics
(1) Male 0.50 0.50 0.97
(2) Age 28.3 28.3 1.00
(3) Primary School 0.62 0.63 0.60
(4) Secondary School 0.26 0.27 0.85
(5) Muslim 0.28 0.29 0.46
(6) Catholic 0.33 0.36 0.10
(7) Christian 0.35 0.31 0.02
(8) Tap water in home 0.54 0.54 0.96
(9) Electricity in home 0.44 0.45 0.49

Relationship Status
(10) Enrolled as Couple 0.33 0.32 0.90
(11) Married 0.39 0.39 0.94
(12) Cohabiting 0.49 0.49 0.69
(13) Number Living Children 1.45 1.48 0.65
(14) Planning for Children in near term 0.20 0.18 0.21

HIV/AIDS
(15) HIV/AIDS Knowledge (out of 12) 9.73 9.76 0.75
(16) HIV/AIDS Counseling 0.19 0.22 0.07
(17) HIV Testing 0.01 0.02 0.15
(18) Baseline HIV+ 0.20

Sexual Activity Past 2 mo
(19) Two or More Partners 0.22 0.21 0.70
(20) Unprotected Sex with
(21) Commerical Partner 0.12 0.13 0.38
(22) Non-Primary Partner 0.25 0.24 0.42
(23) Primary Partner 0.50 0.49 0.35

Episodes Unprotected Sex with
(24) Commercial Partner 6.37 7.32 0.31
(25) Non-Primary Partner 6.50 7.40 0.21
(26) Primary Partner 12.52 11.92 0.36
(27) STD Symptoms 0.40 0.37 0.19

Sample Size 1477 1465
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Table 2.5: E�ect of HIV Testing on STI Incidence (Risky Sexual Behavior)
Dependent Variable: STI Incidence (mean = .039)

(1) (2) (3)

(1) Test -.008 .000 -.004
(.009) (.014) (.014)

(2) High Prior Beliefs .021 .044 .052
(.009)∗∗ (.018)∗∗ (.019)∗∗∗

(3) HIV+ .042 -.014 -.010
(.014)∗∗∗ (.015) (.016)

(4) Couple -.012 .000 .019
(.009) (.019) (.019)

(5) Test X High Prior -.040 -.037
(.022)∗ (.023)

(6) Test X HIV+ .136 .121
(.050)∗∗∗ (.049)∗∗

(7) Test X High Prior X HIV+ -.120 -.106
(.058)∗∗ (.056)∗

Interactions No Yes Yes
Controls No No Yes
Obs. 1961 1961 1887
R2 .012 .028 .05

Linear Combinations: E�ect of HIV Tests by Prior Beliefs
HIV- test on low prior group
(8) Test 0.000 -0.004

(0.014) (0.014)

HIV+ test on low prior group
(9) Test+(Test X HIV) 0.135 0.117

(0.049)*** (0.048)**

HIV- test on high prior group
(10) Test+(Test X High) -0.040 -0.041

(0.017)** (0.018)**

HIV+ test on high prior group
(11) Test+(Test X HIV)+(Test X High) -0.025 -0.027
+(Test X High X HIV) (0.039) (0.038)
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Table 2.8: E�ect of HIV Testing on STI Incidence with Multiple Interaction Terms

Demographic HIV/AIDS STD All
(1) (2) (3) (4)

(1) Test -.005 -.014 -.010 -.022
(.016) (.015) (.015) (.018)

(2) High Prior Beliefs .052 .055 .054 .057
(.019)∗∗∗ (.019)∗∗∗ (.020)∗∗∗ (.020)∗∗∗

(3) HIV+ -.011 -.013 -.005 -.003
(.019) (.019) (.023) (.028)

(4) Couple .014 .017 .018 .014
(.020) (.019) (.019) (.020)

(5) Test X High Prior -.038 -.041 -.035 -.038
(.023) (.023)∗ (.023) (.024)

(6) Test X HIV .142 .134 .099 .129
(.050)∗∗∗ (.052)∗∗∗ (.054)∗ (.057)∗∗

(7) Test X High Prior X HIV -.109 -.110 -.108 -.115
(.056)∗ (.058)∗ (.057)∗ (.057)∗∗

Base Interactions Yes Yes Yes Yes
Demographic Interactions Yes No No Yes
HIV/AIDS Awareness Interactions No Yes No Yes
STD Symptoms Interactions No No Yes Yes

Obs. 1887 1887 1864 1864
R2 .051 .056 .052 .059

Linear Combinations: E�ect of HIV Tests by Prior Beliefs
HIV- test on low prior group
(8) Test -0.005 -0.014 -0.010 -0.022

(0.016) (0.015) (0.015) (0.018)

HIV+ test on low prior group
(9) Test+(Test X HIV) 0.137 0.121 0.090 0.108

(0.049)*** (0.050)** (0.052)* (0.056)*

HIV- test on high prior group
(10) Test+(Test X High) -0.042 -0.055 -0.044 -0.060

(0.019)** (0.02)*** (0.022)** (0.025)**

HIV+ test on high prior group
(11) Test+(Test X HIV) -0.010 -0.030 -0.053 -0.045
+(Test X High) (0.041) (0.044) (0.048) (0.056)
+(Test X High X HIV)
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Table 2.10: Parameter Estimates for AVERT model

Gonorrhea/Chlamydia HIV Source
Parameters (1) (2) (3)

W (Prevalence) 0.057 0.191 Dataset
R (Transmission per act) 0.350 0.001 Kretzschmar et. al. (1996);

Gray et. al. (2001)
F (Fraction of Acts Condom is used) 0.378 0.378 Dataset

E (Condom E�ectiveness) 0.95 0.95 Sweat et. al. (2000 )
N (Sex Acts per Partner) 8.82 8.82 Dataset
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Table 2.13: E�ects of Assortative Matching on Change in HIV Infections due
to Testing

Prevalence of Di�erence in Pct Chg in HIV Standard Pct of Obs
HIV Negative Partners Likelihood Infections (Mean) Deviation that are Increase

(1) (2) (3) (4) (5)
(1) 18% 11% 27% 23% 88%
(2) 16% 25% 24% 23% 86%
(3) 14% 43% 24% 23% 86%
(4) 12% 67% 24% 25% 85%
(5) 10% 100% 23% 23% 84%
(6) 8% 150% 22% 24% 82%
(7) 6% 233% 21% 23% 82%
(8) 4% 400% 20% 23% 81%
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Chapter 3

Income Shocks and HIV

3.1 Introduction

Although Sub-Saharan Africa makes up only one-tenth of world population,
it contains two-thirds of all the HIV infections worldwide. Various explana-
tions have been proposed to explain the stark di�erences in the HIV/AIDS
epidemic between Sub-Saharan Africa and the rest of the world. Di�erences
in government policies1, circumcision rates2, marriage formation3, sexually
transmitted infections4, and culture have been proposed as drivers of the
epidemic. Recently, a growing literature has posited links between economic
outcomes and HIV rates as well.

In this paper we explore the relationship between community-level eco-
nomic shocks and HIV prevalence. We model the in�uence of such shocks
on sexual behavior choices and hypothesize that behavioral responses are the
link between shocks and increased infections. In Sub-Saharan Africa (SSA),
a shock that reduces current income may induce women to engage in (or
increase participation in) transactional sex.5 In this context, women who
participate in this market may be married or have other forms of employ-
ment, and may not identify as sex workers.6 Increases in partnerships or risks

1Epstein (2007)
2Halperin and Epstein (2008); Auvert et al. (2005); Gray et al. (2007); Bailey et al.

(2007)
3Magruder (forthcoming)
4Oster (2005)
5Dupas and Robinson (2009); Robinson and Yeh (2011b)
6Wojcicki (2002); Hunter (2002); MacPhail and Campbell (2001)
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taken in partnerships in order to supplement current income put women at
signi�cantly increased risk of infection.7

Further, in contrast to prostitution, these women commonly view male
partners as boyfriends or lovers, and the relationships may be long-term.
Transfers of money or in-kind gifts may occur throughout the duration of the
relationship, rather than in exchange for speci�c sexual acts. Women may
keep multiple concurrent partners long-term as a form of informal insurance.
Such networks can seriously exacerbate existing epidemics as disease spreads
more quickly via simultaneouly partnerships.8

Why would this type of behavior be speci�c to sub-Saharan Africa?
When monetary savings are nonexistent and insurance is incomplete, women
may engage in transactional sex to smooth current consumption and/or in-
sure against future shocks. This behavior has been documented in Kenya9,
Malawi10, and Zambia11. However, while previous research has shown a be-
havioral response to income shocks, the link with actual HIV infections is
still speculative. To the best of our knowledge, our work is the �rst to show
that income shocks lead to an increase in actual HIV infections.

We employ the latest rounds of Demographic & Health Surveys (DHS)
that contain data on actual HIV status for individuals and GIS coordinates
for their locations. A major limitation of the DHS is that they contain
very little economic information, so that income and expenditures are not
observed. To address this limitation, we link the DHS data with weather
data from the University of Delaware using GIS coordinates. Since a vast
majority of agriculture in SSA is rain fed, rainfall shocks act as a proxy for
economic shocks, especially for rural households.12 We de�ne a shock as
annual rainfall that falls below the local historical mean by 1.5 SD or more.

Our main �nding is that shocks have a strong e�ect on HIV infection of
females in rural areas where there is a large, generalized HIV/AIDS epidemic
(5-15% prevalence). Each shock in the past ten years leads to a 1.3 percentage
point increase in the likelihood of infection for this sub-group. The magnitude
of the e�ect is large; given that prevalence for this group is about 7.7%, each
rainfall shock amounts to a 17% increase in HIV risk.

7Stoneburner and Low-Beer (2004)
8Morris and Kretzschmar (1997)
9Dupas and Robinson, 2009; Robinson and Yeh, 2011b,a
10Swidler and Watkins 2007
11Byron, Gillespie and Hamazakaza 2006
12Miguel, Satyanath and Sergenti 2004; Burke et al. 2009
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In section 3.3 we present a conceptual framework, which predicts the
e�ects to be greatest in rural areas, among women with the least ability
to otherwise cope with shocks, and among the most economically stable
men. The empirical �ndings in section 3.5 support these predictions. In
sections 3.5.3 and 3.5.4 we verify that these results are robust to alternative
assumptions and rule out other explanations. Section 3.6 concludes and
discusses policy implications.

3.2 Related Literature

This work contributes to a number of distinct, yet related streams of litera-
ture. First and foremost, we build on recent work regarding sexual behavior
responses to economic shocks. Robinson and Yeh (2011b; 2011a) employ in-
novative methods of collecting sexual behavior data, having umarried women
in Busia, Kenya maintain daily journals of their sexual activity. They �nd
that these women engage in transactional sex to supplement current income
and as a means of obtaining informal insurance against future shocks. Using
the same sample, Dupas and Robinson (2009) �nd that these women also
respond to aggregate shocks; speci�cally, after the disruptions of the 2007
elections in Kenya, women in Busia increased their likelihood of engaging in
unprotected sex, which carriers higher premiums.

In contrast, Dinkelman, Lam and Leibbrandt (2008) �nd that self-reported
household-level income shocks reduce the number of sexual partners for fe-
males and increase that number for males. This �nding is based on a sample
of 14-22 year old youths in the Cape Area of South Africa. Perhaps the need
to compensate for negative income shocks falls less on those still living with
parents than upon older, economically independent adults.

Our contribution to this line of literature is twofold. First, in contrast
to the studies noted above, we focus not on a speci�c micro-population,
but rather seek evidence of behavioral response more broadly across SSA.
Secondly,we focus on actual HIV outcomes, rather than self-reports of risky
behavior. This o�ers a number of advantages. The �rst is that biological
markers of risky sex are not subject to the social desirability bias of self-
reports on risky sexual behavior Padian et al. 2008. And yet, HIV infections
are strongly indicative of risky sexual behavior, as this is the primary mode of
transmission in this context.13 The second is that, for policy makers, actual

13Other means of HIV transmission are using needles infected with HIV (e.g. intravenous
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HIV infections are one of the relevant outcomes when studying the e�ects of
income shocks on sexual behavior.

A second stream of literature to which we contribute is that concerning
the as-yet ambiguous relationship between wealth and HIV in Sub-Saharan
Africa. While there are a number of papers demonstrating a positive correla-
tion between wealth and HIV (Shelton, Cassell and Adetunji 2005; DeWalque
2006; Johnson and Way 2006), there may be considerable di�erences between
countries. For example, Fortson (2008) �nds that the relationship between
wealth and HIV is positive in Burkina Faso, negative in Ghana, and concave
in Tanzania. In this work we focus on the interaction of wealth and negative
income shocks. Women with lower levels of assets are less able to cope with
income shocks and will subsequently have a larger sexual behavior response
compared to women with higher levels of assets.

Thirdly, we contribute to the literature that applies economic reasoning
to issues surrounding the HIV/AIDS epidemic in sub-Saharan Africa. Work
by Oster (Forthcoming) �nds a relationship between export levels and in-
creases in HIV incidence. Such �ndings are most likely explained by an
increase in the movement of high risk individuals, namely truckers who are
key players in an export driven economy. Fortson (2009) and Kalemli-Ozcan
and Turan (2010) consider how sexual behavior responds to existing HIV
prevalence, both �nding that it does not. Oster (2007) suggests that such
lacking response may be a result of signi�cant competing mortality risks. In
contrast, our work considers behavior as a driver of the epidemic rather than
a response to it.

Finally, this paper contributes to the literature on economic shocks and
health outcomes. Most of the previous literature in this vein has shown a
negative relationship between economic shocks and children's health (Alder-
man, Hoddinott and Kinsey 2006; Maccini and Yang 2009). The proposed
channel is that economic shocks lower the availability of nutrients during a
key phase in a child's development. However, if women are able to mitigate
economic shocks through transactional sex, a mother may trade-o� her long-
term health (via risk of HIV infection) in order to provide for her children and
thereby increase her children's long-term health and educational outcomes.

drug use or vaccines) and transfusion from contaminated blood supplies. While we are
unable to rule out these channels, it appears unlikely that economic shocks would lead to
increases in intravenous drug use or contaminated blood transfusions. Further, in most of
our study areas, both intravenous drug use and blood transfusions are extremely rare.
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3.3 Conceptual Framework

3.3.1 HIV and Rainfall Shocks

What we ultimately estimate in this paper is the relationship between rain-
fall shocks and HIV infection. The purpose of this section is to provide a
theoretical framework for why such a relationship should hold. Formally, the
relationship we examine is the following:

∂HIV

∂D
=
∂HIV

∂p

∂p

∂z

∂z

∂S
(3.3.1)

where an individual woman's probability of HIV infection (HIV ) is re-
lated to rainfall shocks (S) through the following pathway:

• ∂HIV
∂p

is the relationship between HIV and risky sexual behavior (p).
In this case, we let p be the number of sexual partners an individual
woman has. There is substantial evidence suggesting this relationship
is positive , that is, one's risk of HIV infection increases in the number
of partners (Halperin and Epstein 2008; Potts et al. 2008; Stoneburner
and Low-Beer 2004; Epstein 2007). This relationship will also depend
on the prevalence of HIV in an area (λ). Regions with higher HIV
prevalence will have a stronger relationship between risky behaviors

and new infections than regions with low prevalence
(
∂HIV
∂p∂λ

)
> 0.

• ∂p
∂z

is the relationship between the number of partners and income
shocks (z). We discuss this relationship in more detail below.

• ∂z
∂S

is the relationship between income shocks and rainfall shocks. In ru-
ral areas (r), where most income is generated from rain fed agriculture,
we expect ∂z

∂S
> 0 . Droughts lead to lower crop yields which create

lower-than-normal income. In urban areas, where agriculture plays a
smaller role in the local economy, we expect rainfall to have a more
muted e�ect on income

(
∂z
∂S∂r

)
> 0.

The question central to this paper is how does the number of partners change
in response to changes in income

(
∂p
∂z

)
? In the next two sections, we present

two simple models that predict the sign of ∂p
∂z
. The intuition behind both

models is that the experience of income shortfalls due to rainfall shocks
pushes women to increase their number of sexual partners for two reasons: 1)
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to generate current income to smooth present consumption, and 2) to secure
informal insurance in the event of future income shocks. Though the models
illustrate separate behaviors, in both cases the prediction is that women in-
crease risky sexual behavior in response to shocks, thereby increasing risk of
HIV infection.

It is important to note that we are modeling a woman's sexual re-
sponse to decreases in income; there is evidence that the relationship be-
tween number of partners and income for men goes the opposite direction(
∂p
∂y
≥ 0
)
(Kohler and Thornton 2010).

3.3.2 Current Income

Under this framework, a woman experiences an income shock due to low rain-
fall. In order to make up the lost income, she engages in a sexual relationship
in exchange for a transfer of money or gifts. The trade-o� the woman makes
is the increased risk of HIV-infection in the future. This behavior has been
well documented in Western Kenya, in work by Robinson and Yeh (2011b)
and Dupas and Robinson (2009). In both works, individual females respond
to both idiosyncratic and aggregate shocks by increasing partners and the
level of risky sexual behavior to earn the higher premiums associated with
risky sex (i.e. unprotected sex). Here we present a simple model to show the
trade-o� between current income and future health risk.

Adapting a model from Philipson and Posner (1993), an individual's util-
ity consists of present income and future health risks:

U(p) = u (y(p)− z + zw)− βpλc

where u(.) is the utility from income, p ∈ [0, 1] is a measure of risky sexual
behavior (i.e. number of partners), where p = 0 denoting abstinence, and
p = 1 representing the maximum number of partners an individual can have.
A women can generate income y(p) by increasing her risky sexual behavior(
∂y
∂p
> 0
)
but it has decreasing returns

(
∂2y
∂p2

< 0
)
. If a rainfall shock occurs,

there is a decrease in income represented by z; these shocks are transitory
and are normally distributed (N ∼ (0, σ2)). A woman is also able to mitigate
some of the shock if she has assets w where w ∈ [0, 1]. The cost of engaging
in risky sex is the risk of HIV infection in the future, where β is the discount
rate, λ is HIV-prevalence, and c is the utility lost if HIV-positive. We assume
a log utility u = ln(.) and individual's have a minimum level of utility Ū = 0 .
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The intuition is that if a rainfall shock occurs, a woman will choose to engage
in a level of transactional sex to make up for this income shortfall; however
the woman must also take into account the increase risk of HIV infection
from transactional sex.

The �rst order condition is:(
1

y − z + zw

)
∂y

∂p
− βλc = 0

where the individual chooses p to equate the marginal bene�t of increase
income to the cost of future HIV infection.

The following comparative static shows how partners change as shocks
increase:

∂p

∂z
= −

 −(y − z + zw)−1(w − 1)

−(y − z + zw)−1
(
∂y
∂p

)2
+
(
∂2y
∂p2

)
 (3.3.2)

Given that ∂2y
∂p2

< 0, the denominator is negative; and given that (w−1) ≤
0, the numerator is positive. Therefore, ∂p

∂z
≥ 0, or, as shocks increase more

partners are added. The model also predicts that as assets increases, the
change in partnerships as a result of a shock is mitigated ∂p

∂z∂w
≤ 0 (see

Appendix, Section 5.2.1); intuitively individuals with more assets may be able
to draw down these assets during transitory shocks and avoid transactional
sex.

Further, let us assume that y(p) = ȳ + τ (p− p2), so that income is com-
posed of a baseline income (ȳ), plus the transfer received from each partner
(τ), less a discount which is increasing in the number of partners. Then, we
can show that ∂y

∂p∂τ
> 0 and thus ∂p

∂z∂τ
> 0. That is, the larger the potential

transfer from partners, the higher the likelihood that a woman will engage.
The predictions that stem from this model are:

1. Number of partners is increasing in shocks
(
∂p
∂z
≥ 0
)
. Given the previous

predictions that ∂HIV
∂p

> 0 and ∂z
∂S

> 0, this implies that ∂HIV
∂D

=
∂HIV
∂p

∂p
∂z

∂z
∂S
≥ 0.

2. The e�ects of shocks on behavior should be highest for women with the
fewest assets

(
∂p

∂z∂w
≤ 0
)
. Since ∂HIV

∂p
and ∂z

∂S
are una�ected by w , this

implies that ∂HIV
∂S∂w

≤ 0.
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3. Given that a woman's response to shocks is increasing in the potential
transfer

(
∂p
∂z∂τ

)
, we would expect to see men's HIV prevalence respond

to shocks mainly among the wealthiest men.

3.3.3 Insurance Model

For simplicity, suppose that each woman lives for two periods. In the �rst
period she may choose to build a relationship with a man in addition to her
regular partner, in the hopes that he will provide a transfer (τ) to her in
the event of a future negative income shock (z). She may also choose to
not engage in this insurance networking, in which case, future shocks will
force her to rely solely on her regular partner, her savings or other outside
option (w). If she chooses to network, there is a chance she will contract
HIV, which is an increasing function of the prevailing prevalence at the time
(λ). If she does become infected, her ability to earn her baseline income (y)
in the second period will be diminished by a factor r ∈ (0, 1).

If she chooses to network (p = 1), her expected utility over the two periods
is

E(U |p = 1) = u(y) + βu [y − h(λ)ry − Pr(z > 0) [E(z|z > 0)− τ ]]

where β is a discount on the future period. Thus, in the second period, there
is some chance of having HIV (h(λ)), and if she does, this will reduce her
consumption by ry. Further, if there is a shock (z > 0), then consumption
is reduced by the size of the shock (z) but increased by the amount of the
transfer (τ).

If she chooses not to network (p = 0), her expected utility over the two
periods is

E(U |p = 0) = u(y) + βu [y − Pr(z > 0) [E(z|z > 0)− w]]

so that there is no chance of HIV in the second period. In the event of a
shock, her consumption is reduced by z but increased by drawing down her
savings, borrowing from better-o� family, taking out a loan, or whatever is
her outside option (w).

She will choose the network behavior in the �rst period if and only if
E(U |p = 0) < E(U |p = 1). Let us assume for simplicity that utility over
consumption takes the form u(c) = ln(c). Then her participation condition
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can be written as

−Pr(z > 0) [E(z|z > 0)− w] < −h(λ)ry − Pr(z > 0) [E(z|z > 0)− τ ]

h(λ)ry < Pr(z > 0) [τ − w]

Based on this condition we derive the following predictions:

1. Her likelihood of choosing p = 1 will be higher if:

(a) Pr(z > 0) is high (or perceived to be high)

(b) The potential transfer (τ) is large, perhaps because the potential
partner is of signi�cant means

(c) She lacks a su�cient outside option (w)

2. Her likelihood of choosing p = 1 will be lower if:

(a) λ is very large, or she personally has a high potential for trans-
mission (e.g. has an STI)

(b) Contracting HIV is very costly (high r due to lack of treatment
and resulting incapacitation)

3.4 Data

3.4.1 Demographic Health Surveys

The data on individuals are taken from 21 Demographic and Health Surveys
(DHS) conducted in 19 di�erent Sub-Saharan countries (Figure 3.7.1). Of
the existing DHS surveys available in early 2011, we employ all those that
(i) include results from individual-level HIV-tests, and (ii) include longitude
and latitude information, allowing us to map households to data on shocks.14

For two countries (Kenya and Tanzania), two survey rounds matched these
criteria; however, these are separate cross-sections and creation of panel data
at the individual or cluster level is not possible. Nonetheless, for each country
both rounds are included in the analysis as entirely separate surveys.

14The one exception is the Mali 2001 survey. We must exclude this survey as it is not
possible to link the HIV results to individuals in the GIS-marked clusters.
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Each of these surveys randomly samples clusters of households from strat-
i�ed regions and then randomly samples households within each cluster. In
each sampled household, every woman aged 15-49 is asked questions regard-
ing health, fertility, and sexual behavior.15 A men's sample is composed
of all men within a speci�ed age range within households selected for the
men's sample.16 Depending on the survey, this is either all sampled house-
holds, or a random half (or third) of households within each cluster. In all
households selected for the men's sample, all surveyed men and women are
asked to provide a �nger-prick blood smear for serotesting.17 By employing
cluster-speci�c weights, the HIV prevalence rates estimated with this data
are representative at the national level.18

Table 3.1 gives the list of included surveys along with basic survey infor-
mation. The compiled data contains over 8,000 clusters. On average, there
are 25 surveyed individuals per cluster, and 90% of clusters contain between
10 and 50 surveyed individuals. In total, there are over 200,000 indivduals
in the pooled data.

Table 3.1 also shows HIV prevalence rates for each survey. Overall,
women's prevalence is 9.2% and men's is 6.2%. However, these numbers
mask a range that varies widely from over 30% prevalence for women in
Swaziland to less than 1% prevalence in Senegal. Given that the sexual
behavior response to economic shocks may have di�erent implications de-
pending on HIV risk, we classify countries into two HIV prevalence groups:
low prevalence countries with less than 5%; and high prevalence countries
with over 5% prevalence.19

We present historical trends in HIV prevalence for the countries in our
study (Figure 3.7.2). For each country, we take the ten years preceding
the survey year and plot yearly estimates of HIV prevalence from UNAIDS
(2010).20 For a majority of countries, HIV prevalence has been declining over
the ten years prior to the DHS survey. With the exception of Cameroon, the

15Mozambique 2009 samples women up to age 64.
16The age range for men is 15 to either 49, 54, 59 or 64, depending on the survey. Sample

selection details for each survey are shown in Appendix table XX.
17Testing success rates for each survey are shown by sex in Appendix table XX.
18These are inverse-probability of sampling weights provided by DHS.
19Kenya and Tanzania are consistently categorized as high prevalence by estimates from

both survey rounds.
20Ethiopia and Democratic Republic of Congo are not included in the �gures as UNAIDS

does not have historical estimates of HIV-prevalence for either country. We assume that
both countries remained in the low prevalence category over the past ten years.
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high and low prevalence classi�cations for each country remains stable for
the ten years preceding the survey year.

The DHS data also provide information on individual characteristics,
which we employ as controls in our analysis. Level of education is cate-
gorized as none, some primary, completed primary or beyond primary. For
nearly all individuals over age 25, this will have been determined prior to
the time period included in our analysis. DHS also provide a country-specifc
indicator of wealth quintile for each household, estimated from a principle
components analysis of household assets, housing quality, access to improved
water, etc (Filmer and Pritchett 2001). We interpret this as rough indicator
of socio-economic status that is relatively constant over time.

3.4.2 Weather Data

Weather data are from the �UDel� (University of Delaware) dataset, a 0.5 x
0.5 degree gridded monthly temperature and precipitation dataset (Matsuura
and Willmott 2009).21 These gridded data are based on interpolated weather
station data and have global coverage over land areas from 1900-2008. Using
the latitute/longitude data in the DHS, we match each DHS cluster to the
nearest cell in the gridded weather data. Because GIS data are at the cluster
level, all individuals within a given cluster are assigned the same weather.

To capture the seasonality of agriculture, we construct cluster-level es-
timates of �crop year� rainfall, where the crop year is de�ned as the twelve
months following planting for the main growing season in a region. Estimates
of planting dates are derived from (Sacks et al. 2010); planting of staple cereal
crops for the primary growing season typically occurs in the boreal (northern
hemisphere) spring across most of West and Central Africa, and in the bo-
real autumn across most of Southern Africa. Annual crop year estimates are
generated by summing monthly rainfall across the twelve months at a given
location.

In our main speci�cations, we de�ne a �shock� as a year in which crop year
precipitation is more than 1.5 standard deviations below the cluster-speci�c
mean, where the cluster mean is de�ned over 1970-2008.22 While we cannot
directly show the importance of these shocks for household income (as noted

210.5 degrees is roughly 50 kilometers at the equator.
22The choice of 1970-2008 is somewhat arbitrary, but was chosen to be a long enough pe-

riod to be relatively insensitive to the recent shocks of interest, but short enough to capture
relatively recent averages if long run means are changing (e.g. with climate change).
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above, the DHS do not include income or consumption measures), aggregate
data suggest that these shocks are economically important. Table 3.3 shows
the impact of 1 and 1.5 standard deviation shocks on country-level maize
yields across Sub-Saharan African countries. Maize is the most widely grown
crop in Africa, and annual maize yields are strongly a�ected by precipitation:
for instance, a 1 sd precipitation shock lowers yields by about 13%, and a 1.5
sd shock lowers yields by about 20%. With 60-80% of rural African incomes
derived directly from agriculture (Davis 2008), these productivity impacts
likely represent signi�cant shocks to household incomes.23

3.5 Empirical Test

3.5.1 Estimation

Using weather shocks as an independent variable is attractive because weather
variation over time at a given location is generally considered as good as
randomly assigned. Our de�nition of shocks helps us avoid many of the typ-
ical omitted variables problems that generally plauge cross-sectional studies.
In particular, because shocks are de�ned relative to local means, and these
shocks are presumably accumulated randomly, then shocks should be orthog-
onal to other unobserved factors that might also a�ect HIV prevalence.

In order to ensure that our measure of shocks is a random variable, rather
than a proxy for other unobserved di�erences across clusters, we regress the
accumulated shocks on the local mean and standard deviation of rainfall.
Table 3.4 shows these results. When all clusters in the sample are pooled, we
in fact �nd that recent shocks are positively correlated with a history of gen-
erally volitile rainfall. However, if we estimate across clusters within a given
survey we �nd that recent shocks are orthogonal to overall rainfall variance.
For this reason, in our primary speci�cation, we include survey �xed-e�ects
to ensure that the accumulation of recent shocks is e�ectively random.24 We
also �nd that, even when including survey �xed e�ect, there still exists a

23Schlenker and Lobell (2010) demonstrate that these strong negative impacts of weather
shocks generalize to other African staples, not just maize.

24There are a host of other reasons for including survey �xed-e�ects as well. Innumerable
di�erences across countries exist that we cannot observe, including: social norms on sexual
behavior, male circumcision rates, access to health services, and the national response to
the AIDS epidemic. Such unobservable di�erences may also apply to di�erent time periods
within the same country, thus motivating a within-survey estimation.
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small positive correlation between recent shocks and mean rainfall. For this
reason, we consistently control for local mean rainfall in all speci�cations.

We estimate

HIVijk = α + β1S
t
j + C ′jζ +X ′iδ + ωk + εijk (3.5.1)

where HIVijk is an indicator that individual i in cluster j tested HIV-positive
in survey k. The vector Cj contains characteristics of the cluster j such as
location type (rural or urban) and historical average rainfall. The vector Xi

contains characteristics of individual i, including gender, age, marital status,
and indicators for education level and wealth level. The survey �xed e�ect
is ωk and εijk is a mean-zero error term. Rather than assuming that εijk is
independent across individuals, we allow for correlation of error terms across
individuals in the same village by clustering standard errors at the village
level.

Stj is the number of rainfall shocks that cluster j has experienced in
the t years before the survey. The default indicator for Z is the number
of crop-years with rainfall at least 1.5 SD below the historical average for
the cluster. The default for t is the 10 years preceding the survey, since
the median survival time at infection with HIV in sub-Saharan Africa, if
untreated, is 9.8 years (Morgan et al. 2002). Both Z and t are varied over a
range to test the robustness of results.

3.5.2 Results

Table 3.5 shows estimations of equation 3.5.1 for the full sample and six sub-
samples: women, rural women, urban women, men, rural men and urban
men. The overall e�ect of the full sample (column 1) is positive (.002) and
statistically signi�cant at the 90% con�dence level. We expect the e�ect of
rainfall shocks to be focused in rural areas (where agricultural income is a
more important component of total income), and this appears to be the case
(columns 3 & 6). For rural women, we estimate that each shock over the past
10 years increased HIV prevalence by 0.6 percentage points (p-value = .001).
For rural men, the e�ect is somewhat smaller, with an estimated e�ect of 0.2
percentage points per shock (p-value = .084). The magnitude of both e�ects
is surprisingly large. For rural women, where the mean HIV prevalence is
8%, this amounts to a 7.5% increase in HIV risk per shock; for rural men,
who have a mean HIV prevalence of 2.8%, each shock increases HIV risk by
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3.7%.
The model predicts that the e�ect should depend not only on the occur-

rence of a shock, but also the prevailing prevalence at the time of the shock.
We therefore examine the estimated e�ect on rural women by low and high
prevalence groups (Table 3.6). As predicted, countries with low prevalence
have a near-zero e�ect (columns 1 & 3). In countries with high prevalence,
there is a large e�ect for rural females (column 2) and smaller e�ect for
rural males (column 4). For rural women in high prevalence countries, we
estimate that each shock increases the likelihood of HIV by 1.4 percentage
points, which is a 10.7% increase in HIV risk, given HIV prevalence of 13%
for rural women in high prevalence countries. For rural males, the 0.7 ppt
increase per shock is a 8% increase in HIV risk (mean HIV = 8.8%).

Our theoretical model predicts that the sexual behavior response to eco-
nomic shocks should have the strongest e�ect in women with fewer assets
and savings. During economic shocks, women with more assets maybe able
to draw down on these assets to smooth consumption; women with fewer
assets may need to trade o� longer term health risks (HIV infection) to meet
current consumption needs. This ultimately should be re�ected in higher
HIV infections for those with fewer assets. Our model also suggest that
there should be an asymmetry in HIV rates between men and women as a
result of economic shocks. If a large number of vulnerable women are part-
nering with a smaller number of economically secure men, then we expect
large e�ects of shocks on HIV rates in women with fewer assets, and a smaller
e�ect of shocks on men with more assets.

Table 3.7 examines this by dividing our sample by asset groups. We �nd
evidence supporting our model predictions: the e�ects of shocks on women
in the three lowest assets categories is large and statistically signi�cant, yet
we fail to reject that the e�ect for highest wealth group is zero (Table 3.7;
top panel). With men, the e�ect of shocks on HIV rates is strongest in the
highest wealth quintiles (Table 3.7; bottom panel).25

Since assets were measured at the time of the survey, they may not re�ect
the assets at the time of the shock, or - worse - they might be endogenous
to realized shocks. A potentially more durable measure of socio-economic
status is educational attainment. We limit the sample to those who would
have completed their schooling at the time of the shock (age 25 and older

25Note that the two highest quintiles are combined as �BetterO��, as there are too few
individuals in the highest quintile in rural areas to compose a sub-group.
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at time of survey). Table 3.8 examines the e�ects of shocks by educational
attainment . We �nd strong e�ects of shocks on rural females for those with
little education (columns 1-2), and no statistically signi�cant e�ect for those
who have completed primary school and beyond (columns 3-4).

Overall, our main results are consistent with the following: 1) rainfall
shocks only a�ect the income of those living in rural areas, 2) rural females
respond to income shocks by increasing their risky sexual behavior as a means
to smooth consumption during transitory shocks, 3) this sexual behavioral
response leads to higher HIV infection rates for rural females. In addition,
we �nd evidence that those less able to cope with shocks are increasing their
sexual behavior more in response to shocks leading to higher HIV rates in
the lower wealth quartiles for women.

3.5.3 Robustness Checks

We conduct a variety of robustness checks on our main results, including
varying the time window that rain shocks occur, varying the set of individual
and cluster level controls, and estimating our results without population
weights. We �rst show that our main results are not sensitive to changes in
the time period. Table 3.9 shows the following speci�cations: 1) limiting the
age group to be consistent across all surveys (column 1), without individual
and cluster level controls (column 2), and without sampling weights (column
3), neither of which vary signi�cantly from our previous estimates. Finally,
we replace the survey �xed e�ects with country and year �xed e�ects (column
4) and with sub-national-region and year �xed e�ects (column 5). Overall,
our main results are robust to each of these alternative speci�cations.

Next, we also present results based on inclusion of shocks from the pre-
ceding 5, 7 or 13 years, rather than 10 (Table 3.10; columns 1-3). In each
case, the point estimate is between 1 and 2 percentage points, and always
distinguishable from zero, but never from our baseline 1.5 SD shock point
estimate of 1.4 percentage points. Additionally, we run speci�cations where
rainfall shocks are re-de�ned as deviations that are more than 1, 1.25, 1.75,
or 2 SD from the local mean (Table 3.11). As expected, point estimates of
the impact of shocks are generally increasing with the intensity of the shock,
and the estimates are suggestively non-linear: a 2 SD negative shock has
more than twice the e�ect of a 1.5 SD shock.

One important factor to note, is that if rainfall shocks can be accurately
predicted, there could exist selection issues whereby certain types who can
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anticipate rainfall shocks move from a village. If these types are less likely
to be infected with HIV, the e�ect that we observed of shocks on individual
HIV infection could be a result of attrition. Another concern is that shocks
could somehow be proxying for other time-invariant cluster characteristics
that are also associated with HIV risk, causing us to con�ate the e�ect of
shocks with some other unobservable26

We test for both of these potential confounders using rainfall shocks that
occur after the survey year of each sample. Given that the DHS surveys
were conducted between 2003-2009 and our weather data ends in 2008, we
are not able to use similar time windows (i.e. 10 years) that are used for our
main analysis. We create two time windows: 1) all shocks four years after
the survey year and 2) all shocks three years after the survey year. We �nd
no evidence that future shocks predict HIV rates (Table 3.10; columns 4-
5). This placebo test suggests both that shocks are relatively unanticipated,
and that our pre-survey shocks measure is unlikely to be proxying for other
factors that also a�ect HIV risk.

3.5.4 Confounders

We assert that the main channel by which rain shocks a�ect HIV rates is a
sexual behavior response to loss in income. Another possible channel is that
income shocks cause rural women to leave school prematurely which may
lead them to be sexually active at an earlier age (Baird et al. 2009). If this
is occurring, we would expect the e�ect of shocks on HIV to be concentrated
in the women who were of schooling age when the shocks occurred.

In Table 3.12, we divide the sample into four categories based on age at
the time of survey and re-estimate the main equation for each. Women aged
15-21 at the survey ranged in age from 5 to 20 over the preceding ten years �
prime schooling age. In contrast, women aged 32-41 at the survey were aged
22 or older when any of the shocks occured, an age past which these women
are unlikely to be in school. We �nd no statistically signi�cant di�erences in
the e�ects between these two groups (or the one in between). If anything,
the e�ects are slightly larger for the older age groups. This seems to rule out
the notion that leaving school is the primary driver of our results.

A second potential confounder is the possibility of selective emmigration

26Note that by construction, this is presumably not the case: the number of shocks a
given location experienced over the last 10 years should be random.
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from rural areas in the event of droughts. If certain types respond to shocks
by permanently migrating and if these types are more likely to be HIV neg-
ative, then the types that remain might be more likely to be HIV positive.
In this case, we observe a spurrious correlation of shocks and HIV infections
that re�ect migration, rather than behavioral response. In order to test
whether selective migration can account for the results we �nd, we simulate
the replacement of the assumed migrants into the sample.

In adding such �ghost� individuals to our data, two questions arise: (1)
how many people left per shock? and (2) what was the HIV prevalence of
those that left? In order to answer question (1), we could make a variety
of assumptions regarding the share of a rural village that migrates during
a shock. The column headers in table 3.13 show several possibile assump-
tions ranging from 1% to 20% per shock. A bit of algebra reveals that if,
for example, 5% of the population leaves during each shock, a village with
three shocks over the past ten years has lost 14.3% of its population in that
time. The calculation of lost population by number of shocks and assumption
maintained are shown in the body of table 3.13. By applying these calcula-
tions to the rural clusters in our data according to each cluster's number of
shocks, we calculate the total population lost in our rural sample over the
ten years before the applicable survey. The bottom row of table 3.13 shows
these estimates.

Based on the World Bank Development Indicators, the share of Sub-
Saharan Africa's population that lives in rural areas dropped from 68% to
63% from 1999 to 2009. This suggests that out-migration drains 7.4% of
rural populations over a 10-year period. Based on the assumption that 10%
of a village leaves during each shock, we estimate that our rural sample has
lost 7.1% of its population in the past ten years. This suggests that an
assumption of 10 to 15% population loss per shock approaches reality.

The second question is to what degree the folks that left were less likely
to be HIV-positive than those that stayed. In order to be as conservative
as possible, we assume that every migrant was HIV-negative. We then cre-
ate enough �ghost� women to increase the female population in each cluster
according to the schedule shown in table 3.13 for the 10% assumption.

Table 3.14 �rst reproduces our primary result: in high-prevalence coun-
tries, rural women's probability of infection increases 1.4 percentage points
per shock. The second column shows the same estimation based on data
which includes the additional �ghost� migrants under the 10% assumption.
We see that, while the point estimate is mechanically reduced, the phe-

68



nomenon cannot fully explain the postitive and statistically signi�cant results
we estimate. In the third column, we repeat the entire exercise under the
15% assumption and �nd that, even accounting for massive out-migration
(nearly 40% in some clusters), we an still reject that the e�ect is zero.

3.6 Conclusion

The intention of this work is to seek evidence on a broad scale for the propo-
sition that vulnerability to economic shocks exacerbates the AIDS epidemic.
We postulate that the pathway by which shocks increase HIV infections is
an increase in risky sexual behavior taken by vulnerable women. Our work is
preceded by anecdotal reports that in the face of economic hardship, women
in Sub-Saharan Africa are pushed into �survival sex.� In an attempt to
smooth income, or perhaps insure themselves against future shocks, women
may increase partnerships or increase the risks taken within existing partner-
ships. These actions are reportedly common in many SSA countries, and are
not considered prostitution by societal norms. Nonetheless they contribute
signi�cantly to increasing the risk of HIV transmission.

We investigate whether such behavioral responses to income shocks yield
signi�cant increases in HIV infections across SSA. In 19 countries in West,
Central, East, and Southern Africa, we match serostatus test results to the
GIS location of the individual's home. Lacking any information on income or
shocks at the individual level, we proxy village-level economic shocks by the
number of droughts experienced over the preceding ten years. In rural areas
of Africa, the majority of income is agriculture-based and nearly all farming
is rain fed. As a result, shortfalls in annual precipitation can devestate crop
yields and create signi�cant economic hardship.

In countries with severe epidemics (upwards of 5% prevalence), the results
suggest that each shock in a rural village increases the risk of HIV by 11%
for women and 8% for men. In order to probe the potential pathway for this
relationship, we test several hypotheses suggested by our theoretical models.
We �nd that the e�ects are concentrated among women with lower levels
of wealth and education and among men with the highest levels of wealth,
supporting the theory that women are engaging in �survival sex� with more
economically stable men. Other potential pathways suggested include early
termination of schooling as a result of shocks, which leads to earlier marriage
and sexual activity and thus higher levels of risk; or, selective out-migration

69



from rural villages following shocks, which would bias the observed sample.
Further empirical evidence and a simple simulation reject both alternative
pathways.

The collection of evidence presented here strongly suggests that changes
in sexual behavior in response to economic shocks are a contributing factor
in the AIDS epidemic in Africa. Further, it seems that such behavior is
speci�cally motivated by the vulnerability of certain groups of rural women.
In countries where HIV prevalence is already high, the bene�ts of reducing
such vulnerability could be far-reaching. Each additional infection increases
risk for everyone in the network. E�orts to protect these target groups from
income volitility could reduce negative externalities for society, such as the
increases in prevalence that we have estimated here.

It's clear that government implementation of comprehensive social safety
nets may be unrealistic in these impoverished nations. However, speci�c
e�orts such as group-based crop insurance, if properly targeted, could stem
the spread of HIV by mitigating the sexual response to agricultural shocks.
One could make the case that the �nancing of such programs by external
donors is justi�ed. In countries where prevalence has been consistenly above
5% for a decade, reducing rural vulnerabilities could reap health bene�ts for
entire nation.
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3.7 Figures

Figure 3.7.1: DHS Countries Included
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Figure 3.7.2: Pre-survey 10-year HIV trends, Low and High Prevalence Coun-
tries

Figure 3.7.3: Distribution of Clusters by Rainfall Shocks
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3.8 Tables

Table 3.1: DHS Survey Information

Prevalence
Country Year Clusters Individuals Female Male Overall Category

1 Swaziland 2007 271 8,186 31.1% 19.7% 25.9% High
2 Lesotho 2004 381 5,254 26.4% 18.9% 23.2% High
3 Zambia 2007 398 26,098 21.1% 14.8% 18.1% High
4 Zimbabwe 2006 319 10,874 16.1% 12.3% 14.2% High
5 Malawi 2004 521 5,268 13.3% 10.2% 11.8% High
6 Mozambique 2009 270 10,305 12.7% 9.0% 11.1% High
7 Tanzania 2008 345 10,743 7.7% 6.3% 7.0% High
8 Kenya 2003 399 6,188 8.7% 4.6% 6.7% High
9 Kenya 2009 397 6,906 8.0% 4.6% 6.4% High
10 Tanzania 2004 466 15,044 6.6% 4.6% 5.7% High
11 Cameroon 2004 466 10,195 6.6% 3.9% 5.3% High

12 Rwanda 2005 460 10,391 3.6% 2.2% 3.0% Low
13 Ghana 2003 412 9,554 2.7% 1.6% 2.2% Low
14 Burkina Faso 2003 399 7,530 1.8% 1.9% 1.9% Low
15 Liberia 2007 291 11,688 1.9% 1.2% 1.6% Low
16 Guinea 2005 291 6,767 1.9% 1.1% 1.5% Low
17 Sierra Leone 2008 350 6,475 1.7% 1.2% 1.5% Low
18 Ethiopia 2005 529 11,049 1.9% 0.9% 1.4% Low
19 Mali 2006 405 8,629 1.5% 1.1% 1.3% Low
20 Congo DR 2007 293 8,936 1.6% 0.9% 1.3% Low
21 Senegal 2005 368 7,716 0.9% 0.4% 0.7% Low

Total 8031 203,796 9.2% 6.2% 7.8%

Prevalence estimates are weighted to be representative at the national level.
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Table 3.2: Frequency of Rain Shocks over 10 years

Clusters with X droughts
Survey 0 1 2 3 4

1 Swaziland 2007 16 181 74 0 0
2 Lesotho 2004 79 253 49 0 0
3 Zambia 2007 214 159 25 0 0
4 Zimbabwe 2006 260 58 1 0 0
5 Malawi 2004 517 4 0 0 0
6 Mozambique 2009 195 75 0 0 0
7 Tanzania 2008 264 79 1 1 0
8 Kenya 2003 201 172 26 0 0
9 Kenya 2009 200 168 29 0 0
10 Tanzania 2004 143 225 94 4 0
11 Cameroon 2004 120 329 17 0 0
12 Rwanda 2005 31 64 307 58 0
13 Ghana 2003 367 45 0 0 0
14 Burkina Faso 2003 243 118 38 0 0
15 Liberia 2007 179 1 89 22 0
16 Guinea 2005 78 114 99 0 0
17 Sierra Leone 2008 0 0 0 350 0
18 Ethiopia 2005 292 146 32 59 0
19 Mali 2006 295 105 5 0 0
20 Congo DR 2007 134 63 91 4 1
21 Senegal 2005 312 53 3 0 0

Total 4140 2412 980 498 1
Percent of clusters 52% 30% 12% 6% 0%
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Table 3.3: Impact of Precipitation Shocks on Yields

(1) (2)
drought 1sd -0.134∗∗∗

(0.019)
drought 1.5sd -0.204∗∗∗

(0.048)

Observations 1916 1916
R2 0.319 0.319
Pct. drought 0.144 0.052

Dependent variable is country-level maize yield. Regressions cover years 1961-2008 and

include country �xed e�ects, year �xed e�ects, and a constant, and are weighted by

country average maize area. Yield data are from FAO (2010). Weather data are from

UDel.

Table 3.4: Rainfall Shocks and Overall Variability

(1) (2) (3) (4)
SD of Annual Rainfall (mm) 0.272 -0.002

(25.32) (-0.20)

Mean Annual Rainfall (mm) 0.367 0.123
(35.40) (8.76)

Survey FE No Yes No Yes

Observations 8031 8031 8031 8031
R2 0.074 0.527 0.135 0.531

Dependent variable is number of 1.5SD shocks in the past 10 years. Estimates shown are

beta coe�cients. t-statistics are shown in parentheses.
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Table 3.6: E�ect of Shocks on HIV in Rural Areas: By Country Prevalence

Female Male
Prevalence Low High Low High

(1) (2) (3) (4)
1.5 SD Shocks 10 Years .000 .014∗∗∗ -.001 .007∗∗

(.002) (.004) (.001) (.003)

Obs. 31074 33054 26035 26882
R2 .005 .033 .004 .027
All speci�cations employ the rural sample and include controls for mean rainfall, age,

marital status, education and wealth, as well as survey �xed e�ects. All speci�cations

are weighted to be representative at the national level. Standard errors are shown in

parentheses, adjusted for clustered sample design. Stars indicate signi�cantly di�erent

from zero at 99(***), 95( **), and 90(*) percent con�dence.
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Table 3.7: E�ect of Shocks By Wealth

WOMEN Poorest Poor NotPoor BetterO�
(1) (2) (3) (4)

1.5 SD Shocks 10 Years .014∗∗ .021∗∗∗ .010∗ .009
(.006) (.007) (.006) (.007)

Obs. 7821 8084 7870 9279
R2 .032 .029 .03 .059

MEN Poorest Poor NotPoor BetterO�
(1) (2) (3) (4)

1.5 SD Shocks 10 Years .007 .003 -.002 .016∗∗∗

(.005) (.005) (.005) (.006)

Obs. 5988 6688 6767 7439
R2 .021 .022 .029 .044

All speci�cations employ the rural sample from high-prevalence countries and include

controls for mean rainfall, age, marital status, education and wealth, as well as survey �xed

e�ects. Note that there are too few rural individuals in the highest wealth quintile and

thus it is combined with the 4th quintile as �BetterO��. All speci�cations are weighted to

be representative at the national level. Standard errors are shown in parentheses, adjusted

for clustered sample design. Stars indicate signi�cantly di�erent from zero at 99(***), 95(

**), and 90(*) percent con�dence.
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Table 3.8: E�ect of Shocks By Education

WOMEN NoEduc SomePrim CompletePrim BeyondPrim
(1) (2) (3) (4)

1.5 SD Shocks 10 Years .016∗∗∗ .040∗∗∗ -.002 .020
(.006) (.010) (.008) (.014)

Obs. 5509 5796 5363 2884
R2 .05 .07 .049 .112

MEN NoEduc SomePrim CompletePrim BeyondPrim
(1) (2) (3) (4)

1.5 SD Shocks 10 Years -.003 .034∗∗∗ .004 .022∗

(.010) (.011) (.006) (.012)

Obs. 2460 4925 4850 3461
R2 .031 .023 .019 .049

All speci�cations employ the rural sample from high-prevalence countries and include

controls for mean rainfall, age, marital status and wealth, as well as survey �xed e�ects.

All speci�cations are weighted to be representative at the national level. Standard errors

are shown in parentheses, adjusted for clustered sample design. Stars indicate signi�cantly

di�erent from zero at 99(***), 95( **), and 90(*) percent con�dence.
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Table 3.9: Robustness Checks

(1) (2) (3) (4) (5)
1.5 SD Shocks 10 Years .014∗∗∗ .015∗∗∗ .009∗∗ .014∗∗∗ .011∗∗∗

(.004) (.004) (.004) (.004) (.004)

Controls Yes No Yes Yes Yes
Weights Yes Yes No Yes Yes
Fixed E�ects Svy Svy Svy Co&Yr Reg&Yr

Obs. 32652 33055 43147 33054 33054
R2 .022 .022 .058 .033 .06

Speci�cations employ the rural female sample from medium-prevalence countries and in-

clude controls and �xed e�ects as shown. Column (1) restricts the age range to 15-49

(exluding 50-64 yr olds in one survey). Speci�cations are weighted to be nationally rep-

resentative, as shown. Standard errors are shown in parentheses, adjusted for clustered

sample design. Stars indicate signi�cantly di�erent from zero at 99(***), 95( **), and

90(*) percent con�dence.
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Table 3.10: Robustness to Length of Shock Window & Placebo Test

(1) (2) (3) (4) (5)
1.5 SD Shocks 5 Years .012∗∗∗

(.004)

1.5 SD Shocks 7 Years .011∗∗

(.004)

1.5 SD Shocks 13 Years .016∗∗∗

(.003)

1.5 SD Shocks 3 Years Ahead -.007
(.006)

1.5 SD Shocks 4 Years Ahead -.005
(.006)

Obs. 33054 33054 33054 17242 14022
R2 .032 .032 .033 .039 .032

All speci�cations employ the rural female sample from high-prevalence countries and in-

clude controls for mean rainfall, age, marital status, education and wealth, as well as

survey �xed e�ects. All speci�cations are weighted to be representative at the national

level. Standard errors are shown in parentheses, adjusted for clustered sample design.

Stars indicate signi�cantly di�erent from zero at 99(***), 95( **), and 90(*) percent con-

�dence.
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Table 3.11: E�ects of Shocks of Varying Size

(1) (2) (3) (4) (5)
1.0 SD Shocks 10 Years .013∗∗∗

(.003)

1.25 SD Shocks 10 Years .012∗∗∗

(.003)

1.5 SD Shocks 10 Years .014∗∗∗

(.004)

1.75 SD Shocks 10 Years .026∗∗∗

(.005)

2.0 SD Shocks 10 Years .031∗∗∗

(.007)

Obs. 33054 33054 33054 33054 33054
R2 .034 .033 .033 .034 .034

All speci�cations employ the rural female sample from high-prevalence countries and in-

clude controls for mean rainfall, age, marital status, education and wealth, as well as

survey �xed e�ects. All speci�cations are weighted to be representative at the national

level. Standard errors are shown in parentheses, adjusted for clustered sample design.

Stars indicate signi�cantly di�erent from zero at 99(***), 95( **), and 90(*) percent con-

�dence.

Table 3.12: Are school age females driving results?

age15to20 age21to31 age32to41 age42to49
(1) (2) (3) (4)

1.5 SD Shocks 10 Years .010∗∗∗ .014∗∗ .018∗∗ .015∗

(.003) (.006) (.007) (.008)

Obs. 6877 10499 6451 3752
R2 .022 .035 .069 .059

All speci�cations employ the rural female sample from high-prevalence countries and in-

clude controls for mean rainfall, age, marital status, education and wealth, as well as

survey �xed e�ects. All speci�cations are weighted to be representative at the national

level. Standard errors are shown in parentheses, adjusted for clustered sample design.

Stars indicate signi�cantly di�erent from zero at 99(***), 95( **), and 90(*) percent con-

�dence.
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Table 3.13: Potential Reductions in Rural Populations due to Shock-induced
Migration

Share of Population Emmigrating Per Shock
Shocks / 10 yrs 1% 5% 10% 15% 20%

0 0% 0% 0% 0% 0%
1 1% 5% 10% 15% 20%
2 1.99% 9.8% 19.0% 27.8% 36.0%
3 2.97% 14.3% 27.1% 38.6% 48.8%

Total 0.7% 3.6% 7.1% 10.5% 13.7%

Table 3.14: Main Results, Accounting for Potential Migration

Observed TenPct FifteenPct
(1) (2) (3)

1.5SD shocks / 10yrs 0.014*** 0.011*** 0.008**
(0.004) (0.004) (0.004)

R2 0.010 0.010 0.010
Observations 27677 29491 29973

All speci�cations employ the rural female sample from high-prevalence countries and in-

clude controls for mean rainfall, age, marital status, education and wealth, as well as

survey �xed e�ects. Columns (2) and (3) include additional observations to account for

out-migration (see text). All speci�cations are weighted to be representative at the na-

tional level. Standard errors are shown in parentheses, adjusted for clustered sample de-

sign. Stars indicate signi�cantly di�erent from zero at 99(***), 95( **), and 90(*) percent

con�dence.
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Chapter 4

The E�ects of Education on Rural

to Urban Migration in an HIV

Epicenter

4.1 Introduction

Two major themes in the developing world over the past 20 years has been: 1)
rural to urban migration and 2) increased educational access. In developing
countries, rural to urban migration a�ects a vast number of individuals. Over
the past 25 years, an estimated 575 million people have migrated from rural to
urban areas in developing countries (WDR 2008). Large wage discrepancies,
increased job opportunities, and existing social networks all contribute to
this migration pattern. In addition, many developing countries see increased
education as a major policy objective in order to achieve growth and reduce
poverty. This paper seeks to understand the relationship between education
and rural to urban migration. Speci�cally, the question raised by this paper
is, � Does education increase the probability of rural to urban migration? �

Previously little work has been done on studying migration patterns in
developing countries. The major constraint has been the availability of panel
datasets that track individuals over time to document their migration deci-
sions. In East Africa, the two known panel datasets with a tracking com-
ponent are the Kagera Health and Development Survey (KHDS) and the
Kenyan Life Panel Survey (KLPS). This paper utilizes the former (KHDS)
to study the e�ects that education has on rural to urban migration.
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Measuring the causal e�ect of education on migration is challenging be-
cause education is an endogenous choice by an individual and is correlated
with a host of unobserved factors. The e�ects of education on individual
private earnings is a widely studied subject, and numerous techniques have
been devised to measure the causal e�ects of education (see Card 2001 for a
comprehensive review). In this context, an individual's decision on schooling
and migration maybe correlated with unobserved attributes such as individ-
ual ability or credit access.

This paper makes two contributions: 1) it uses a change in the govern-
ment's policy on secondary schools in the 1980's as a source of exogenous
variation for educational attainment and 2) it constructs multiple measures
of rural to urban migration. The �rst contribution is motivated by Du�o's
(2001) use of the INPRES school construction program in Indonesia to study
the e�ects of education on earnings.

While previous papers have used discrete variables on rural to urban mi-
gration (i.e. an indicator of whether an individual has migrated), I create
continuous variables of migration by taking into account the population den-
sity and distance migrated. Combining the KHDS surveys with census data,
I am able to determine the population density 1 of an individual's home com-
munity and the community he migrates to. This allows me to construct a
di�erence in population density between home and destination community.
Using GPS data (KHDS 2 2007) I can also calculate how far a migrant has
traveled. Using these two additional variables, I determine whether any indi-
vidual in the KHDS survey has migrated, the di�erence in population density
between their home and destination, and the distance traveled.

The outline of the paper is as follows: 1) a brief literature review on
migration, 2) a simple model of migration is presented, 3) the KHDS dataset
is described, 4) a population model and estimation framework are proposed,
and 5) the results of the estimation are discussed.

4.2 Literature Review

One of the central questions in the migration literature has been �Who mi-
grates?� Depending on the context, individuals with fewer skills might mi-
grate (negative selection) or those with higher skills do (positive selection).
In a seminal paper Borjas (1987) �nds evidence that Mexicans who immigrate

1Population density is measured as number of people per square km.
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into the United States are taken from the low-skilled distribution of work-
ers. Borjas develops the Roy Model of migration which predicts that wage
distributions between home and destination country determine the type of
migration. Given the greater wage inequality in Mexico, lower-skilled work-
ers in Mexico prefer to move to the United States, while high-skilled workers
remain. Ibarraran and Lubotsky (2007) also �nd support in census data for
this theory. In another in�uential work, Chiquiar and Hanson (2005) assume
migration costs are heterogeneous and negatively correlated with education
and predict more highly skilled workers from Mexico will migrate to the
United States. In a natural experiment using data from New Zealand and
Tonga, McKenzie and Gibson (2006) identify the direct e�ects of education
on migration, and �nd a positive relationship.

The literature on rural to urban migration in developing countries is more
limited. Lanzona (1998) and Hoddinott (1994) show that higher levels of
education are positively correlated with migration in the Philippines and
Kenya respectively. Zhao (1999) �nds a slight negative e�ect of education on
migration in China. All of these studies do not control for the endogeneity
of education in the migration decision.

If education builds skills in students and these higher skills lead people to
migrate to urban settings then rural to urban migrants might be positively
selected. Understanding the e�ect of education on migration may better shed
light on the rural/urban wage discrepancies found in developing countries.

4.3 Theory

The decision to migrate from a rural to urban area can be analyzed using
the Roy Model of migration (Roy 1951; Borjas 1987). The model I develop
is derived from Chiquiar and Hanson (2005) which allows both the bene�ts
and costs of migration to vary with education.

An individual living in a rural community faces two possible wages: 1) a
rural wage (equation 4.3.1) and 2) an urban wage (equation 4.3.2); they are
the respective wages earned if living in either a rural or urban area.

log(wagei,rural) = µrural + σrSi + εi,r (4.3.1)

log(wagei,urban) = µurban + σuSi + εi,u (4.3.2)

Both functions describe the wage (log(wagei,) ) for person i, where µrural
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and µurban are the wages for unskilled workers in rural and urban areas re-
spectively. Both rural and urban wages are functions of education (Si). The
returns to schooling are σr for rural areas, and σu for urban areas. I assume
that the returns to education in rural and urban areas are both positive
(σr > 0 and σu > 0) (see Psachaopoulos 2002; Schultz 2004). All other
variables that a�ect rural or urban wages are in εi,r and εi,u respectively.

Moving from a rural to urban area entails a cost πi which I model as

πi = −σπSi +Xiδ +Whλ+ λc (4.3.3)

The cost of migrating is a function of education (Si), individual (Xi),
household (Wh), and community (λc) e�ects. I assume that σπ is positive,
which implies that individuals who complete more school have lower costs to
migrating. There are two reasons why this maybe the case. Rural to urban
migration involves search costs, such as �nding the best route to travel,
locating amenities and housing in an urban area, and most importantly,
�nding a job. Education gives individuals skills that can lower these search
costs. Another reason is that increased education can lead to larger social
networks. These networks maybe important when migrating. Again, the
cost associated with �nding a job in an urban area can be thought of as
a migration cost. A larger social network that results from ties formed in
school can make it easier to �nd a job and lower these costs.

An individual decides to migrate if urban wages are greater than rural
wages minus migration costs.

log(wagei,urban)− log(wagei,rural)− πi > 0 (4.3.4)

(µu − µr) + (σu − σr + σπ)Si − (Xiδ +Whλ+Qcγ) + (εi,u − εi,r)︸ ︷︷ ︸
y∗i

> 0 (4.3.5)

Equation (4.3.4) shows the necessary condition for an individual to mi-
grate, while equation (4.3.5) results from substituting equations (4.3.1,4.3.2,4.3.3)
into equation (4.3.4). I de�ne y∗i in expression (4.3.6):

y∗i = α1Si −Xiδ −Whλ−Qcγ + µ+ εi (4.3.6)

where α1 = (σu − σr) + σπ , µ = (µurban − µrural), and εihc = (εi,u − εi,r).
We observe an individual migrating if (y = 1) and remains in her home
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community if (y = 0). Observed migration is then a binary variable that is
determined by y∗i .

y =

{
1(migrates) if y∗ > 0

0(nomigrate) if y∗ ≤ 0

There are two hypotheses the follow from the model:

1. If α1 > 0 then σu+σπ > σr, or the returns to education for migrating are
greater than remaining in a rural area. This implies positive selection
of urban migration; individuals with more skills are choosing to migrate
to urban areas.

2. If α1 < 0 then σr > σu + σπ, or that the the returns to education
for remaining in your rural community are higher then migrating to
an urban area. This implies negative selection; individuals with fewer
skills and education will migrate to urban areas.

4.4 Data

4.4.1 Kagera Health and Development Survey

The Kangera Health and Development Survey (KHDS) is a Living Standard
Measurement Study co-sponsored by the World Bank2. The �rst four rounds
of the baseline survey were conducted between 1991-1994 (KHDS 91-94),
while the �fth round was conducted in 2004 (KHDS 2004) (Beegle, De Weerdt
and Dercon 2006). The purpose of the baseline survey was to study the e�ect
of the HIV/AIDS epidemic on poverty and household welfare in Sub-Saharan
Africa. Kagera region, located in north western Tanzania (Figure 4.9.1), was
selected for the study because it is the epicenter of the HIV/AIDS epidemic in
East Africa (Ainsworth, Bhatt and Shafer 2004). HIV infection rates among
adults may have reached 24% in the regional capital of Bukoba in the years
proceeding the baseline survey.

The KHDS datasets are ideal for studying the e�ects of migration because
of the extensive tracking done in the �fth round (KHDS 2004). Originally,

2Several other organizations either sponsored the study or participated in data col-
lection. These organizations include: the Danish Agency for Development Assistance
(DANIDA), the United States Agency for International Development (USAID), the Uni-
versity of Dar es Salaam, and the Economic Development Initiative (E.D.I., Tanzania).
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there were 6355 individuals in 912 households that were surveyed in KHDS
91-94. The goal of KHDS 2004 was to track down and conduct a household
survey with each of these individuals. The survey team was able to recontact
4432 of the individuals from the baseline survey. When taking the number
of deaths that occurred before KHDS 2004 into account, the recontact rate
of surviving individuals is about 82%.

The KHDS 91-94 dataset contains a rich set of individual, household
and community level characteristics used to control for both observed and
unobserved factors in migration. Using the KHDS 2004 data set, I track each
of the individuals from baseline to see if and where the individual migrated.
Combining the KHDS datasets with census data allows me to detect: 1) if a
person migrated to an urban area, 2) the distance a person migrated, and 3)
the population density of their baseline and destination communities.

One of the limitations with the dataset is that the tracking begins in 2004.
There is no data on individual or household characteristics between the years
of 1994-2004. Since the decision to migrate was made during these years, I
am not able to identify individual and household characteristics at the time
of migration; I only have data on individual and household characteristics as
of the last round of the baseline survey in 1994.

Attrition in the survey is a concern. Table 4.2 compares the means of
individual, household, and community variables between people who were
tracked down versus those that were untraced. Untraced individuals were on
average older and more educated at the time of the baseline survey. Social
economic status variables (home construction, durable goods, community
variables) also indicate that untraced individuals lived in wealthier house-
holds and communities at baseline. All of this suggests that attrition is non-
random. I present results that include untraced individuals using baseline
data in order to see the e�ects of attrition.

Summary statistics are presented in Table (4.3). The table provides sum-
mary statistics for the whole sample (column 1), individuals living in rural
areas (column 2), and individuals living in urban areas (column 3) in 2004.
Individuals living in urban areas on average have higher levels of education
than those living in rural areas (highest grade 6.5 vs. 4.8). Columns (4)-
(6) compare individuals that migrated to those who stayed in their baseline
communities. Migrants are on average younger and more educated. Migrants
also appear to come from households with higher social economic status (par-
ent's education, home construction, durable goods, community services). The
comparison is more striking when rural to urban (RU) migrants are compared
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to non-migrants. RU migrants are the youngest of the migrants, and have
the highest level of education. RU migrants also are coming from wealthier
and more educated households. These statistics suggest that education and
social economic status are positively correlated with RU migration.

The KHDS also provides data on a subset of respondents. For those that
migrate, the survey asks for a reason for the move. Table (4.4) highlights the
major reasons for migration. Marriage and work are the two leading causes
for migration, while family related issues is another prominent reason.

Finally, GPS data (EDI 2007) is available for all respondents tracked in
the KHDS 2004 survey. This information makes it possible to construct a
continuous measure of migration. GPS coordinates of the home communi-
ties of all traced respondents and their destination communities are recorded.
Distance between home and destination communities is calculated and linked
with all tracked respondents. Figure 4.9.2 presents a histogram of the dis-
tance that migrants have moved. Most migrants travel short distances to
their destination; 50% of the migrants in the KHDS survey traveled less then
15 km. A non-trivial number of respondents migrated a considerable distance
from their home communities. About 15% of respondents migrated over 100
km.

4.4.2 Census Data

A second continuous variable of migration was constructed using data from
the 2002 National Census. By combining the KHDS datasets with census
data, it is possible to determine the population density of both home and
destination communities for all respondents. I then generate a variable that
measures the di�erence in population density between home and destination
community (equation 4.4.1).

Density Difference = PopDensityd − PopDensityh (4.4.1)

where PopDensityd is the population density of the destination and
PopDensityh is the population density of the home community measure in
people per square kilometer. Figure 4.9.3 shows the distribution of migra-
tions by the change in population density. The majority of migrants have
density di�erences within 500 people per square km. However, there is a long
right tail, indicating that there are a number of migrants who are moving to
much denser communities.
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4.4.3 Tanzania Educational Policy

During the 1980's, the Tanzania government renewed its emphasis on access
to secondary schools (Ministry of Education 1984; Samo� 1987). This policy
change was attributed to the strong demand in post-primary school educa-
tion. In the previous decade, primary school3 was the national focus: over
35,000 classrooms and teachers were added during the 1970s. The result was
that by the early 1980s, there was nearly universal enrollment in primary
school(Samo� 1987). In addition, the government deemphasized the need
for secondary schools; the skills learned in primary school were considered
su�cient for most of the population. Thus even as the number of primary
school graduates was increasing, the opportunity for secondary school enroll-
ment was slim. In 1982, only 2% of primary school graduates were selected
for government secondary schools. Seeing this, the national government es-
tablished a Presidential Commission on Education in the early 1980's. The
Commission made suggestions on how to increase access to secondary schools
and emphasized new secondary school construction and partnering with faith-
based organizations.

The national polices that governed the construction of secondary schools
during the 1980s lead to more access for individuals living in communities
where secondary schools were located. Historically, secondary schools were
built and managed by the government and provided full room and board.
Admission was primarily determined by exam scores after primary school.
In this context, secondary schools attracted the best and brightest from
throughout the nation; a secondary school in your town did little to increase
your chances of admission. National educational policies beginning in the
early 1980's emphasized the construction of day secondary schools. These
schools were not responsible for a student's room and board. This bene�ted
students who lived in villages where a secondary school was built, as there
could remain in their homes while attending schools. A second emphasis
was the reliance on private secondary schools (Ministry of Education 1984).
Typically a church or community based organization would raise initial funds
to begin the construction of a local private secondary school. Some of the
funds would be raised via an informal tax on community members: produce
fees on crops, school construction fees, and school entry fees. While these
privately �nanced secondary schools had to abide by regulations established

3Primary School consists of Standard 1 through Standard 7 OR the �rst seven years
of a child's education.
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by the Ministry of Education, they still were permitted to favor admission
to local students (Samo� 1987). These two policies that emphasized private
construction of secondary day schools increased local access to secondary
schools.

The data from KHDS 91-94 conforms to the national policies outlined
above. A majority of secondary schools built in the survey region before
1980 were public boarding schools. Of all secondary schools constructed
before 1980, 94% were boarding schools 4 while 57% of them were government
schools. The period between 1980 to 1990 was much di�erent. During this
time, 51% of new secondary schools were day schools, and 62% were private.

The timing and method of secondary school construction in Tanzania
creates a research design that plausibly creates exogenous variation on ed-
ucational attainment. Older individuals (+20) during the 1980's would not
directly bene�t from the new secondary schools, while young individuals
would bene�t. This creates a natural control group; the older cohort acts as
a control, while the younger cohort acts as the treatment group. In addi-
tion, since secondary schools during this period were mostly locally �nanced,
variation across regions can also be exploited. Di�erences between cohorts
and di�erences between regions generates a di�erence-in-di�erence research
design that is further described below.

4.5 Population Model

The population of interest are individuals living in the mostly rural region
of Kagera, Tanzania. I am interested in examining the e�ect that education
has on migration decisions. A population model that de�nes the migration
decisions as linear functions is presented in equations 4.5.1, 4.5.2, and 4.5.3.

migrationihc = α10 + α11educationi +Xiα12 +Whα13 + λc + εih (4.5.1)

densityihc = α20 + α21educationi +Xiα22 +Whα23 + λc + εih (4.5.2)

distanceihc = α30 + α31educationi +Xiα32 +Whα33 + λc + εih (4.5.3)

Equation 4.5.1 speci�es that rural to urban migration for individual i, in
household h, from community c is a linear function of educationi, individual

4KHDS 91-94 categorizes secondary schools as the following: 1) Day Only, 2) Boarding
, 3) Day-Board. I refer to boarding schools as including both boarding and Day-board,
while day schools are ones categorized as �Day Only.�
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(Xi) and household (Wh) characteristics, and community (λc) �xed e�ects.
All unobserved individual and household factors that a�ect rural to urban
migration are included in εih. Equations (4.5.2) and (4.5.3) model similar
linear relationships; equation (4.5.2) uses the di�erence in population density
between home and destination community while equation (4.5.3) uses the
distance a migrant moves as the dependent variable.

Table 4.1: Description of Variables in Equation 4.5.1
Variable Description

migrationihc Indicator of whether individual i has moved from a
rural to urban community

densityihc Di�erence in population density between home and
destination community

distanceihc Distance a migrant has moved from home community
educationi Indicator of whether an individual has completed

primary school
Xi Individual characteristics include: gender and age
Wh Household characteristics include: education of mother

and father, SES measures (i.e. house construction, value
of durable goods)

λc Community Fixed E�ect
εih All unobserved individual and household variables that

a�ect migration.

The estimands are α11, α21, and α31 which are the average partial e�ects
(APE) of completing primary school on the outcomes of interest.

4.6 Estimation Framework

In equations (4.5.1), (4.5.2), and (4.5.3) education is endogenous since un-
observed characteristics (i.e. ability, motivation) are correlated with both
education and the outcomes of interest. Individuals with higher ability may
choose to complete primary school and migrate as well. Alternatively, highly
motivated individuals may leave school early and migrate. Households with
better access to credit may be able to send their children to school and facil-
itate migration. A myriad of reasons exist for why education is endogneous
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to the migration decision. Since Cov(educationi, εihc) 6= 0, OLS estimation
of α11, α21, and α31 will be biased and inconsistent. What is needed is an
exogenous source of variation for educational attainment. The change in
national policies on secondary schools provides this variation.

Similar to Du�o (2001), I use an individual's age and home community
to jointly determine the exposure an individual had to the expansion of sec-
ondary schools during the 1980s. Secondary schools built between 1984 to
1990 bene�ted those individuals who were both: 1) aged 5 to 25 at baseline5

(young cohort) and 2) lived in communities where a 2ndary school was con-
structed. The young cohort was chosen because individuals aged 15 or less
in 1985 would have bene�ted from the opening of a secondary school in their
community. The older cohort (aged 30-50) in those same communities would
not have bene�ted from the presence of a secondary school. Young cohorts
that lived in communities where secondary schools were not built similarly
reaped no bene�t. It is therefore possible to use variation between communi-
ties (i.e. whether a secondary school was built) and variation between cohorts
to generate plausibly exogenous variation in educational attainment. Figure
4.9.4 describes the timing used for the research design. A di�erence in di�er-
ence estimator is used to measure the e�ect of secondary school construction
on educational attainment. Within this estimation framework, the interac-
tion of the young cohort with home community serves as an instrumental
variable for education.

Table (4.5) presents the two types of variation that I use to generate ex-
ogenous variation in education. In communities where a secondary school
was built, the young cohort group completed primary school at a 37% higher
rate then their older counterparts. The di�erence between cohorts in commu-
nities where no secondary school was built was 29%. A simple di�erence in
di�erence estimate results in a 9% higher probability of completing primary
school if an individual is in a young cohort and lives in a community where
a secondary school was built.

A more robust estimate of the di�erence in di�erence estimator includes
both individual and household level characteristics. The 1st stage relation-
ship between education and the interaction between cohort and secondary
school construction is described in equation (4.6.1) .

5I calculate the ages based on the date of the round 4 survey which was conducted in
1994.
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Primary Schoolihc = γ10+(ycohorti×2ndary Schc)γ11+maleiγ12+Whγ13+δi+λc+εih
(4.6.1)

Where the probability of completing primary school for individual i, in
household h, in community c , is a linear function of the combination of
being in the young cohort and having a secondary school built in your area
(ycohorti × 2ndary Schc), gender (malei) , household SES status and par-
ent's education (Xh), cohort and community �xed e�ects (δi, λi), and un-
observed individual and household characteristics (εih). The key identifying
assumption is that absent the secondary school construction during this pe-
riod, individuals in the young cohort group all communities would have the
same probability of completing primary school. Since the KHDS surveyed
all individuals in a household, I have data on individuals who between the
ages of 51 to 70 who can serve as an additional cohort group to test whether
other community level characteristics besides secondary schools are a�ecting
educational attainment.

If the interaction (ycohorti × 2ndary Schc) does have a positive e�ect on
a student's probability of completing primary school, then it can be used as
an instrumental variable for education. It will then be possible to estimate
the e�ect of education on rural to urban migration using 2SLS. The 2nd
stage relationship between migration and education is described in equation
(4.6.2).

migrationihc = α10+α11
̂educationi+maleiα12+Whα13+δi+λc+εih (4.6.2)

2SLS estimation of α11will produce a consistent estimate of the average
e�ect of education on rural to urban migration assuming that the combi-
nation of cohort of birth and home community is not correlated with any
unobserved factors that a�ect migration. A 2SLS estimator can also be used
to estimate α21 and α23 from equations (4.5.2) and (4.5.3) using the same
instrument (ycohorti × 2ndary Schc).

95



4.7 Results

4.7.1 OLS Estimation

OLS estimates of the average partial e�ect of education on the three di�erent
migration outcomes (α12,, α22, α32) are presented in table (4.6)6. Columns 1
and 2 use an indicator for whether an individual migrated from a rural to
urban community as the outcome of interest. There is a positive relation-
ship between completing primary school and migrating. On average, those
that complete primary school increase their probability of rural to urban
migration from 6.7% to 10.5%, an increase of over 50%. When the sample
is limited to migrants, the e�ect of graduating primary school on rural to
urban migration is similar to estimates using the whole sample. Columns 3
and 4 use the di�erence in population density between home and destination
community. Column 3 uses the whole sample, where non-migrants have a
density di�erence of zero, while column 4 limits the analysis to migrants.
Completing primary school in either speci�cation increases the di�erence in
population density by over 50%. Completing primary school increases the
di�erence in population density by 130 for the whole sample and 356 us-
ing only migrants. Finally, columns 5 and 6 present the e�ect of education
on distance migrated. The speci�cation in column 5 includes non-migrants
which were coded as having a distance value of zero, while column 6 uses
only migrants. In both speci�cations, completing primary school increased
the distance traveled for migration.

The results of OLS estimation point to a positive relationship between

6The estimating equation for columns 1-6 is

outcomeihc = α10 + α11educationi +Xiα12 +Whα13 + λc + εih

where outcomeic is a measure of migration for individual i in household h, living in
community c. educaitoni sis an indicator for whether an individual completed primary
school, Xi are individual controls including gender, age, SES status, and highest grade of
parents, λv is a village level �xed e�ect.
Columns (1)-(2) specify outcomeiv as an indicator for whether individual migrated from

a rural to urban area.
Columns (3)-(4) specify outcomeiv as the di�erence in density between baseline village

(1991-94) and destination village (2004). Individuals who did not migrate have a di�erence
of density of zero.
Columns (5)-(6) specify outcomeiv as the distance between baseline village and desti-

nation village. Individuals who did not migrate have a distance value of zero.
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education and various migration outcomes. By using the estimation frame-
work proposed above, we can identify the e�ect of education on migration
decisions. If 2SLS estimates a stronger e�ect of education on migration out-
comes, this will indicate that OLS estimates are biased downward, while
lower IV estimates imply that unobserved factors correlated with education
maybe driving the OLS results.

4.7.2 1st Stage (2SLS)

The 1st stage of the 2SLS estimation is presented in table (4.7)7. Indi-
viduals in the young cohort who had a secondary school built locally have
a 10% greater probability of completing primary school (when using point
estimates), a roughly 15% increase in graduation rates when compared to
sample averages. Results are statistically signi�cant at the 5% level and
Huber-White standard errors are clustered on the community level. This re-
sult is robust to a variety of speci�cations, including SES information (home
construction & value of durable goods), father's education, and mother's ed-
ucation (see columns 2-4). Cohort and village �xed e�ects also absorb any
unobserved heterogeneity at the cohort and village level.

The main identifying assumption for the 1st stage is that absent secondary
school construction, primary school graduation rates would follow the same
trend in all communities. If communities that constructed secondary schools
somehow had counterfactuals (i.e. the same communities but without sec-
ondary schools), then one could use these counterfactuals to test the common
trends assumption. A second best solution is to test trends in educational
attainment between the communities that built secondary schools and those
that didn't using two cohort groups not a�ected by new secondary schools.

7The estimating equation for columns 1-4 is

Primary Schoolihc = γ0 + (ycohorti × 2ndary Schc)γ1 +maleiγ2 +Whγ3 + δi + λc + εih
(4.7.1)

Primary Schooliv is an indicator for whether individual i , in household h , from com-
munity c completed primary school. δi is an indicator for whether an individual was aged
5 to 25 in 1994, 2ndarySchv is an indicator for whether a secondary school was built in
the village between 1984 to 1990, malei is an indicator for gender, and λvc is a village
level �xed e�ect. The sample in all regressions was limited to individuals aged 5 to 50.
Parent's education includes the highest grade completed for both the father and mother.
Column (2) uses home construction as an SES indicator while Column (4) uses the

average value of durable goods for SES data.
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If primary school graduation rates followed a similar trend in both commu-
nities before the 1980's, it provides some basis for the identifying assumption
above. As stated earlier, since data is available for individuals aged 51 to 70
in the KHDS dataset, I am able to create another cohort group that should
not be a�ected by new secondary schools. I then estimate the parameters
on a revised 1st stage equation (4.7.2) which now limits the sample to all
individuals aged 30-70.

Primary Schoolihc = γ20+(cohort30−50,i×2ndary Schc)γ21+maleiγ22+Whγ23+δ30−50i+λc+εih
(4.7.2)

In this speci�cation, cohort30−50,i is an indicator for everyone aged 30 to
50, δ30−50,i is a cohort �xed e�ect (for those aged 30-50), and 2ndary Schc
remains an indicator if a secondary school was constructed between 1984-
1990. If the interaction term (ycohorti× 2ndary Schc) from equation (4.6.1)
is exogenous, I expect that γ21to be zero. In other words, secondary schools
constructed between 1984-1990 should have no e�ect on educational attain-
ment for those who were to old to bene�t. The estimates for the parameters
from equation (??) are presented in table (4.8)8. Both speci�cations (columns
1 & 2 ) use cohort ad village �xed e�ects, in addition to SES and parental
education as controls. I am unable to reject the null hypothesis that γ21 = 0.
This suggests that trends in educational attainment were similar between
communities that built secondary schools and those that did not before the
1980's. If those trends continued on during the 1980's, then the common
trends assumption would be satis�ed, and the interaction between young co-
hort groups and secondary school construction provides an exogenous source
of variation for primary school graduation.

8The estimating equation for columns 1-2 is

Primary Schoolihc = γ20+(cohort30−50,i×2ndary Schc)γ21+maleiγ22+Whγ23+δ30−50i+λc+εih
(4.7.3)

Primary Schooliv is an indicator for whether individual i from village v completed
primary school. cohort30−50,i is an indicator for everyone aged 30 to 50, δ30−50,i is a cohort
�xed e�ect (for those aged 30-50), and 2ndary Schc remains an indicator if a secondary
school was constructed between 1984-1990, malei is an indicator for gender, and λv is a
village level �xed e�ect. The population used to estimate the parameters for equation
(4.7.3) are all individuals aged 30-70. s
Column (1) Uses home construction as an SES indicator.
Column (2) Uses the value of household durable goods as an SES indicator.
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4.7.3 2nd Stage (2SLS)

I estimate the parameters for equation (4.6.2) using 2SLS, where the in-
teraction of young cohort with secondary school construction (ycohorti ×
2ndary Schc) serving as an instrument for education. The results are pre-
sented in table (4.9). Column (1) uses rural to urban migration as the de-
pendent variable, where columns (2) and (3) use the di�erence in population
density between home and destination community, and columns (4) and (5)
use the distance migrated. Overall, I am unable to reject the null hypothesis
that the coe�cient associated with education is zero. The leading explana-
tions for these results: 1) the instrument for educational attainment is weak
and 2) individuals that respond to the instrument by completing primary
school are less likely to migrate than individuals with similar levels of edu-
cation. I discuss these possibilities, beginning with the most likely candidate
to explain the 2nd stage results.

Weak Instrument

The use of the interaction between being in a young cohort and living in a
community where a secondary school was built ((ycohorti× 2ndary Schc) as
an instrument for graduating primary school may be weak. In this context,
I de�ne a weak instrument as one having very small explanatory power of
the endogenous variable. Weak instruments can lead to 2SLS estimates that
have very low precision. It is striking to note that the standard errors of
the 2SLS estimates (Table 4.9) are at least ten times the magnitude of the
standard errors in the OLS estimates (Table 4.6). This result is driven by the
low partial R2 between education (primaryi) and the instrument (ycohorti×
2ndary Schc). The 2SLS standard errors for α11 , α21, and α31 from equations
(4.5.1), (4.5.2), and (4.5.3) are

se[α̂i1,2SLS] =
se[α̂i1,OLS]

Rp

(4.7.4)

where Rp is the square root of the partial correlation between education
and the instrument (Cameron and Trivedi 2005:107). I calculate these par-
tial correlations between (primary)and (ycohorti × 2ndary Schc) using the
following estimating equation

(primary − ˜primary) =
[
(ycohorti × 2ndary Schc)−

(
˜ycohorti × 2ndary Schc

)]
ς + v

(4.7.5)

99



where ˜primary and
(

˜ycohorti × 2ndary Schc

)
are the �tted values from

the regression of (primary) and (ycohorti × 2ndary Schc) on all exogenous
variables (Cameron and Trivedi 2005:104;. Bound, Jaeger and Baker 1995).
The partial R2 's are presented in table (4.10). Across all 1st stage speci�-
cations, the partial R2 is small (less then .01). This indicates that standard
errors from 2SLS are increased by a magnitude of at least 30x the stan-
dard errors from OLS. Partial F-statistics are also included in table (4.10),
with no speci�cation having an F-statistic of greater then 5, indicating that
�nite-sample bias might exist (Staiger and Stock 1997).

Heterogeneous Treatment E�ects

Another possible explanation for the di�erence in OLS and 2SLS estimates is
that there are heterogeneous treatment e�ects. The instrument (ycohorti ×
2ndary Schc) maybe compelling a sub-population to complete primary school
that is less mobile then the average population. Why might this be the case?
Individuals who might be induced to complete primary school when a sec-
ondary school is built in their community might come from lower SES back-
grounds and maybe credit constrained. These constraints might reduce the
probability of migration. Using the potential outcomes framework suggested
by Imbens and Wooldridge (2007), I can compare the outcomes of those af-
fected by the instrument with those not a�ected and make inferences about
sub-population characteristics.

The framework is as follows: individuals who change their behavior due
to the instrument (ycohorti×2ndary Schc) are compilers. Those that always
complete primary school regardless of the instrument are always-takers, and
those that never complete primary school are never-takers. Under the mono-
tonicity assumption, we can eliminate dei�es; we assume that if individuals
are in a young cohort and a secondary school is built, it will not reduce
their probability of completing primary school. Table (4.11) presents the
framework and the number of individuals in each category.

A comparison of individual and household characters as well as migra-
tion patterns is made between always-takers and compilers/always-takers.
Results are presented in table (4.9.5). Along both background characteris-
tics and migration patterns, there are no statistically signi�cant di�erences,
except for the percentage that migrated from their home communities. Rural
to urban migration patterns are similar in both populations. This suggests
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that compilers, or those induced to complete primary school if in a young
cohort and a secondary school is built locally, are just as likely to migrate to
urban areas then the always-takers. If this is the case, then the e�ect of edu-
cation on migration should be similar between compilers and always-takers;
heterogeneous treatment e�ects therefore cannot explain the di�erence in
OLS and 2SLS estimates.

4.8 Conclusion

Rural to urban migration is an understudied topic in developing countries.
Understanding whether rural to urban migration is positively selected and
how increased educational access is a�ecting migration patterns are impor-
tant when deciding education and urban policies. This paper has shown a
positive correlation between education and migration, using both binary (ru-
ral to urban migration indicator ) and continuous (di�erence in population
density, distance migrated) measures of migration. However, since education
is endogenous, a credible instrument is necessary to obtain consistent esti-
mates of the average treatment e�ect of education on migration. I exploit
a change in national education policy using a di�erence in di�erence esti-
mator to produce exogenous variation in educational attainment. While the
instrument had a statistically signi�cant e�ect on education, ultimately the
instrument proved too weak for it to generate precise estimates in the 2nd
stage.

As more data becomes available for migrants in developing countries,
other instruments and research designs may o�er a statistically more powerful
way of estimating the e�ects of education on migration. Additional data will
also allow us to analyze migration patterns in a variety of ways using both
discrete and continuous measures.
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4.9 Figures & Tables

Figure 4.9.1: Kagera, Tanzania
Kagera's Regional Capital: Bukoba

Source: CIA Factbook
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Figure 4.9.2: Distance Migrated
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Figure 4.9.3: Changes in Population Density of Migrating Individuals
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Figure 4.9.4: Timeline of Secondary School Construction and KHDS Surveys
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Table 4.4: Reason for Migration

Reason to Migrate Freq. Percent

FOUND WORK 80 3.4%
TO LOOK FOR WORK 202 8.6%

POSTED ON A JOB 24 1.0%
LOOKING FOR LAND 209 8.9%

SCHOOLING 144 6.2%
MARRIAGE 673 28.8%
DIVORCE 45 1.9%

PARENTS DIED 88 3.8%
CARE FOR A SICK PERSON 15 0.6%

SEEK MEDICAL TREATMENT 16 0.7%
FOLLOWING INHERITANCE 136 5.8%
OTHER FAMILY PROBLEMS 199 8.5%

OTHER (SPECIFY) 507 21.7%

Total 2,338 100.0%

Table 4.5: Educational Attainment by Cohort Groups and Home Community

2ndary School Built Di�erence
Yes No

Young Cohort (Age 5 to 25 in 1994) 82% 70% 12%
Old Cohort (Age 30 to 50 in 1994) 44% 41% 3%

Di�erence 37% 29% 9%
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Table 4.7: E�ect of 2ndary School Construction on Primary School Comple-
tion of Young Cohort (1st Stage)

Dependent Variable: Completion of Primary School
1 2 3 4

(1) (2) (3) (4)
Young Cohort (5-25) X School Construction .108 .108 .100 .096

(.055)∗∗ (.055)∗∗ (.049)∗∗ (.047)∗∗

Male .036 .039 .039 .037
(.015)∗∗ (.015)∗∗ (.015)∗∗ (.016)∗∗

5 to 25 Cohort Group in 1994 .270 .266 .234 .237
(.028)∗∗∗ (.027)∗∗∗ (.025)∗∗∗ (.024)∗∗∗

SES Information No Yes Yes Yes

Parent's Education No No Yes Yes
Village Fixed E�ects Yes Yes Yes Yes

Mean Dependent Variable .67 .67 .67 .67
Obs. 3131 3131 2943 2943
R2 .143 .154 .177 .182
F statistic 59.909 58.872 61.393 59.88

Huber-White Standard Errors are in parenthesis. Standard Errors are clus-
tered at the village level. * 10% Signi�cance, **5% Signi�cance, *** 1%
Signi�cance
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Table 4.8: E�ect of 2ndary School Construction on Education of 30-50 Aged
Cohort

Dependent Variable: Completion of Primary School
1 2

(1) (2)
Old Cohort (30-50) X School Construction -.005 .027

(.059) (.051)

Male .189 .191
(.028)∗∗∗ (.027)∗∗∗

SES Information Yes Yes
Parent's Education Yes Yes
Village Fixed E�ects Yes Yes
Obs. 778 778
R2 .264 .276
F statistic 32.582 36.045

Huber-White Standard Errors are in parenthesis. Standard Errors are clus-
tered at the village level. * 10% Signi�cance, **5% Signi�cance, *** 1%
Signi�cance

Table 4.10: Weak Instrument Tests

(1) (2) (3) (4)
Partial R-Squared 0.0014 0.0014 0.0011 0.0011

F-Statistic 3.8 3.9 4.1 4.2

Table 4.11: Potential Outcome Framework

Value of Instrument (Young Cohort X Secondary School)
Completed Primary School 0 1

0 Complier/Never Takers (448) Never-taker (100)
1 Always-Taker (1661) Complier/Always-Taker (922)

(Imbens and Wooldridge 2007)
Number of individuals in each category are in parenthesis.
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Chapter 5

Appendices

5.1 Appendix A

5.1.1 HIV Knowledge

The key premise in this paper is that HIV testing provided new information
to individuals. However, there are additional di�erences in what was o�ered
to the treatment vs. control arms which might have a�ected the information
set between members of both arms. The control arm received a 15 minute
video while the treatment arm also received individual counseling. To see if
these di�erences in interventions beyond HIV testing created di�erences in
information about HIV I compare HIV/AIDS knowledge between both arms.
At baseline and the 6 month follow up, 12 questions regarding HIV/AIDS
were asked. The questions took the form: �Can you get the AIDS virus from
the following? and each question posed a di�erent scenario ranging from:
�having sex without a condom� to �using public toilets�. For each person in
the study, I calculate the change in correct responses between baseline and
the 6 month follow up. If people assigned into the testing arm are learning
more about HIV/AIDS, then they should have an increase in the number of
correct responses. I estimate the following equations:

HIV/AIDS Knowledge 6moij = α + β1Testi +X ′iδ + γj + uij

∆HIV/AIDS Knowledgeij = α + β1Testi +X ′iδ + γj + uij (5.1.1)
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where HIV/AIDS Knowledge 6moij is the total number of correct re-
sponses at the 6 month follow up and ∆HIV/AIDS Knowledgei is the
change in the number of correct responses between baseline and 6 months
for individual i. The indicator Testi denotes if the individual was assigned
to the testing arm, X ′i is a vector of individual characteristics, and γj is a
country �xed e�ect. If there was a di�erential e�ect on HIV/AIDS knowledge
between the treatment and control arms, then β1 6= 0. Table 5.1 presents the
results. Columns 1 and 2 estimate if there's any di�erence in HIV knowledge
at 6 months, and columns 3 and 4 estimate changes in knowledge. In all
four speci�cations, it appears that there are no di�erences in either overall
knowledge or changes in knowledge between the treatment and control arms.
This suggests that there was no di�erential learning about HIV between the
treatment and control arms and that the primary di�erence between the arms
is the information provided by HIV tests.

Table 5.1: HIV/AIDS Knowledge by Treatment/Control Arms

(1) (2) (3) (4)
Test -.033 -.034 -.006 -.003

(.068) (.069) (.092) (.091)

Controls No Yes No Yes
Obs. 2942 2834 2942 2834
R2 0 .021 0 .034

5.1.2 HIV Test Uptake in Treatment and Control Arms

The intervention o�ered HIV tests to study participants - no one was man-
dated or coerced to take a test. The acceptance rate for HIV tests was 94%
at baseline in the treatment arm, and 84% at the 6 month follow up in the
control arm. Do di�erences in the test acceptance rate threaten the validity
of the counterfactual groups described above? If test takers in the treatment
group have di�erent preferences for risky sexual activity than test takers in
the control group it could bias any estimations. To see if there is any ev-
idence of this, a comparison along observables and self-reported activity is
made between test takers in the treatment and control arms (Table 5.2).
Column 1 presents all test takers in the treatment arm at baseline, while
column 2 restricts the treatment sample to test takers who participate in the
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6 month follow up. A t-test of the di�erence in means between treatment
and controls arms is conducted, and p-values are in columns 4 and 5. Reas-
suringly, almost all demographic and relationship covariates (rows 1-14) are
balanced across test takers in the treatment and control arms. More impor-
tantly, there are no di�erences in HIV/AIDS knowledge, testing, and HIV
prevalence (rows 15-18). Self-reported sexual activity also appears virtually
balanced between both arms. Thus, despite the di�erences in HIV testing
acceptance rates, there is no evidence that test takers are di�erent across
treatment and control arms.
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Table 5.2: Summary Statistics of HIV Test Takers

Treatment Control Di�: (1)-(3) Di�: (2)-(3)
Variable Mean Mean Mean p value p value

Demographics (1) (2) (3) (4) (5)
(1) Male 0.50 0.51 0.51 0.76 0.91
(2) Age 28.4 28.7 28.9 0.12 0.64
(3) Primary School 0.62 0.61 0.64 0.32 0.27
(4) Secondary School 0.26 0.27 0.26 0.94 0.71
(5) Muslim 0.27 0.25 0.27 0.69 0.27
(6) Catholic 0.33 0.34 0.37 0.05 0.28
(7) Christian 0.35 0.36 0.31 0.07 0.02
(8) Tap water in home 0.54 0.53 0.51 0.19 0.47
(9) Electricity in home 0.43 0.42 0.41 0.17 0.59

Relationship Status
(10) Enrolled as Couple 0.33 0.33 0.32 0.46 0.34
(11) Married 0.39 0.40 0.40 0.60 0.90
(12) Cohabiting 0.49 0.48 0.49 0.86 0.83
(13) Number Living Children 1.45 1.53 1.64 0.02 0.24
(14) Planning for Children in near term 0.20 0.19 0.17 0.09 0.23

HIV/AIDS
(15) HIV/AIDS Knowledge (out of 12) 9.71 9.74 9.69 0.77 0.61
(16) HIV/AIDS Counseling 0.19 0.19 0.20 0.44 0.46
(17) HIV Testing 0.01 0.01 0.02 0.14 0.21
(18) HIV+ Test Result 0.20 0.19 0.19 0.37 0.77

Sexual Activity
(19) Sexually Active 0.81 0.82 0.79 0.20 0.13
(20) Two or More Partners 0.22 0.22 0.22 0.95 0.78
(21) Unprotected Sex with
(22) Commerical Partner 0.12 0.12 0.12 0.62 0.86
(23) Non-Primary Partner 0.25 0.26 0.23 0.19 0.17
(24) Primary Partner 0.50 0.51 0.48 0.26 0.19

Episodes Unprotected Sex with
(25) Commerical Partner 6.39 6.62 7.46 0.32 0.48
(26) Non-Primary Partner 6.58 6.72 7.40 0.32 0.44
(27) Primary Partner 12.5 12.2 12.0 0.46 0.80
(28) STD Symptoms 0.40 0.38 0.37 0.17 0.94

Sample Size 1385 1009 1022
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5.1.3 Incidence vs. Prevalence

Both incidence and prevalence at the 6 month follow up can be modeled
as functions of risky sexual behavior during the study and baseline preva-
lence. Let incidencet = f(risky sext, prevalencet−1) and prevalencet =
g(risky sext, prevalencet−1), where t= 6 month follow up and t − 1= base-
line, and suppose that STI tests pick up any risky sexual activity. Then
using incidence will underestimate risky sex while prevalence at 6 months
will overestimate risky sexual behavior. The following table illustrates these
di�erences:

Incidence as Outcome

(underestimate risky behavior)

0 = f(0, 0)

0 = f(0, 1)

0 = f(1, 1)

1 = f(1, 0)

Prevalence as Outcome

(overestimate risky behavior)

0 = g(0, 0)

1 = g(0, 1)

1 = g(1, 1)

1 = g(1, 0)

To see if the main results are a�ected by the choice of outcome, I esti-
mate the e�ects of HIV testing on STI prevalence at 6 months. Results are
presented in table 5.3. Virtually all of the estimates remain consistent with
the main �ndings. Those surprised by an HIV-positive test increase their
risky sexual behavior (row 2). While those surprised by an HIV-negative
test reduce their risky sex, although these estimates are attenuated and are
no longer statistically signi�cant (row 3). What explains this? Individuals
who had a baseline STI infection and decreased their risky sexual behavior
during the study may still have that same infection at the 6 month follow
up. Finally, when HIV tests con�rm prior beliefs, there is no statistically
signi�cant e�ect on behavior (rows 1 & 4).
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Table 5.3: E�ects of HIV Testing on STI Prevalence
Dependent Variable: STI Prevalence (mean = .057)

(1) (2)
HIV- test on Low Prior Group
(1) Test -0.004 -0.005

(0.018) (0.019)
HIV+ test on Low Prior Group
(2) Test+(Test X HIV) 0.136 0.116

(0.058)** (0.059)**
HIV- test on High Prior Group
(3) Test+(Test X High) -0.025 -0.025

(0.021) (0.022)
HIV+ test on High Prior Group
(4) Test+(Test X HIV)+(Test X High) -0.024 -0.023
+(Test X High X HIV) (0.041) (0.040)

Interactions YES YES
Controls NO YES
Observations 1,970 1,895
R-squared 0.017 0.049

Robust standard errors in parentheses. Disturbance terms are

clustered within couple pairings. Signi�cantly di�erent from

zero at 99(***), 95( **), and 90(*) percent con�dence. Inter-

actions include all possible combinations of Test, High Prior,

HIV+, and Couple. There are 6 double and 4 triple interaction

terms (not all shown). Controls include: indicator for marriage,

primary school, secondary school, college, Muslim, Catholic,

Christian, number of children, number of assets, and a coun-

try �xed e�ect. All standard errors on linear combinations are

adjusted for covariance between variables.
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5.2 Appendix B

5.2.1 Response to Shocks as Wealth Increases: compar-
ative statics

We simplify equation 3.3.2 by canceling terms and incorporating the external
negative to yield

∂p

∂z
=

u︷ ︸︸ ︷
(y − z + zw)−1(w − 1)

−(y − z + zw)−1
(
∂y

∂p

)2

+
∂2y

∂p2︸ ︷︷ ︸
v

We can deduce that both u and v are negative. We then calculate

∂p

∂z∂w
=
vu′ − uv′

v2

and know that the sign of the denominator is always positive, so we are
interested only in the sign of the numerator. We calculate

∂u

∂w
= −z(y − z + zw)−2(w − 1)

∂v

∂w
= (y − z + zw)−2

(
∂y

∂p

)2

implying that both u′ and v′ are positive. The numerator will be negative if
vu′ − uv′ < 0. That is, i�

vu′ < uv′

−z(y − z + zw)−2(w − 1)

[
−(y − z + zw)−1

(
∂y

∂p

)2

+
∂2y

∂p2

]
<

(y − z + zw)−1(w − 1)(y − z + zw)−2
(
∂y

∂p

)2

(y − z + zw)−3(w − 1)

(
∂y

∂p

)2

− ∂2y

∂p2
(y − z + zw)−2(w − 1) < (y − z + zw)−3(w − 1)

(
∂y

∂p

)2

−∂
2y

∂p2
(y − z + zw)−2(w − 1) < 0
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Given that ∂2y/∂p2 < 0 and (w − 1) ≤ 0, we �nd that this condition is
true. Therefore

∂p

∂z∂w
≤ 0
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