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Abstract 

Damla Ozcelik 

Optofluidic devices for biomolecule sensing and 

multiplexing  

 

Optofluidics which integrates photonics and microfluidics, has led to highly compact, 

sensitive and adaptable biomedical sensors. Optofluidic biosensors based on liquid-

core anti-resonant reflecting optical waveguides (LC-ARROWs), have proven to be a 

highly sensitive, portable, and reconfigurable platform for fluorescence spectroscopy 

and detection of single biomolecules such as proteins, nucleic acids, and virus particles. 

However, continued improvements in sensitivity remain a major goal as we approach 

the ultimate limit of detecting individual bio-particles labeled by single or few 

fluorophores. Additionally, the ability to simultaneously detect and identify multiple 

biological particles or biomarkers is one of the key requirements for molecular 

diagnostic tests. The compactness and adaptability of these platforms can further be 

advanced by introducing tunability, integrating off-chip components, designing 

reconfigurable and customizable devices, which makes these platforms very good 

candidates for many different applications. The goal of this thesis was to introduce new 

elements in these LC-ARROW optofluidics platforms that provide major 

enhancements in their functionality, making them more sensitive, compact, 

customizable and multiplexed. 
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First, a novel integrated tunable spectral filter that achieves effective elimination of 

background noise on the ARROW platform was demonstrated. A unique dual liquid-

core design enabled the independent multi-wavelength tuning of the spectral filter by 

adjusting the refractive index and chemical properties of the liquid. In order to enhance 

the detection sensitivity of the platform, Y-splitter waveguides were integrated to create 

multiple excitation spots for each target molecule. A powerful signal processing 

algorithm was used to analyze the data to improve the signal-to-noise ratio (SNR) of 

the collected data. Next, the design, optimization and characterization of the Y-splitter 

waveguides are presented; and single influenza virus detection with an improved SNR 

was demonstrated using this platform. Finally, multiplexing capacity is introduced to 

the ARROW detection platform by integrating multi-mode interference (MMI) 

waveguides. MMI waveguides create wavelength dependent multiple excitation spots 

at the excitation region, allowing the spectral multiplexed detection of multiple 

different target molecules based on the excitation pattern, without the need for 

additional spectral filters. Successful spectral multiplexed detection of three different 

types of influenza viruses is achieved by using separate wavelengths and combination 

of wavelengths. This multiplexing capacity is further enhanced by taking advantage of 

the spatial properties of the MMI pattern, designing triple liquid-core waveguides that 

intersect the MMI waveguide in different locations. Furthermore, the spectral and 

spatial multiplexing capacities are combined in these triple liquid-core MMI platforms, 

allowing these devices to distinguish multiple different targets and samples 

simultaneously.   
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1 Introduction 

On December 29, 1959, Richard Feynman gave his famous talk “There is Plenty of 

Room at the Bottom”, introducing his insights on manipulating and controlling things 

on a small scale, and planting the seeds for miniaturization for variety of technical 

applications, such as, information storage, small-scale machines, computers and 

mechanical surgeons [1]. The fascination of inventing small-scale technology 

influenced the direction of technological research and transformed our relationship 

with technology. In 1940s, the world’s first general-purpose computer ENIAC 

(Electronic Numerical Integrator and Computer) was built. Its size was 1800ft2, 

consuming more than 150kW of electricity and it cost more than $6 million if the 

inflation is taken into account [2]. Today, easily available phones that fit into the palm 

of our hands, can provide more than a million times higher computing power, with 

dramatically lower power consumption and cost. Developments towards 

miniaturization enabled us to create cheaper, highly functional, simple to use devices 

which are also portable, making them available for a higher percentage of the 

population. The same drive for miniaturization has been taking place for many different 

research fields, and applications, by continuing to provide low-cost, simple-to-use and 

reconfigurable technology to address a variety of problems. All of these were initially 

enabled by the rapid advances in semiconductor fabrication technologies, creating 

smaller, cheaper ways to build integrated circuits (ICs). The capability of fabricating 

small-scale devices quickly spread to different fields, using semiconductor technology 

as a building block. One of the earliest fields to take advantage of this microfabrication 
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technology was photonics, integrating more optical components onto a compact chip 

with high degrees of functionality, giving rise to the field of optoelectronics, originally 

for communication purposes [3]. In the 1970s, the benefits of silicon microfabrication 

technology were also applied to micro-scale mechanics, initially creating pressure 

sensors and ink jet nozzles [4]. In the 1990s, the new field micro-electro-mechanical 

systems (MEMS) emerged by combining the mechanical and electrical components, 

such as micro-motors [5], actuators [6], sensors [7], and optical switches [8]. MEMS 

had a major impact on many disciplines including biology, chemistry, medicine, optics, 

aerospace, mechanical and electrical engineering [9]. Especially for biological and 

chemical applications, the integration of the fluidics onto the planar systems was also 

necessary to achieve compact devices, which gave rise to microfluidics. By solving the 

challenges of new physical phenomena caused by operating on a small scale, 

microfluidics not only created a new paradigm of system control: micropumps [10], 

[11],  microfilters [12], transport and mixing [13]; but also facilitated the integrated 

biochemical analysis systems which mostly involves liquid specimens and reagents: 

molecular characterization [14], flow cytometry [15], [16], DNA sequencing [17], 

electrochemical sensors [18]. The idea of bringing room size equipment into a small 

compact device to perform the macro-scale laboratory processes at small-scales, was 

implemented by integrating the fluidic channels into miniature monolithic platforms, 

creating the systems called lab-on-a-chip (LOC) and micro total analysis systems 

(µTAS) [19]–[22]. These miniature systems offer advanced devices, by integrating 

many different tools and processes, creating multi-functional platforms.  
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Inevitably, optofluidics, the combination of optics and microfluidics, emerged to create 

highly versatile systems, by taking advantage of the interaction of light and liquid on a 

micro-scale [23]–[25]. This synthesis of the two very advanced fields transcended their 

original capabilities, and created a new realm of photonic functionalities that were not 

possible before. First of all, optofluidics enabled the manipulation of optical properties 

by manipulating the fluids, providing highly functional and reconfigurable devices. 

One of the main advantages of introduction of fluidics onto photonic systems is the 

ability to manipulate the fluids easily within the structure to provide many different 

aspects for optical tuning. For example, the refractive index of the optofluidic system 

can be tuned by simply replacing the liquid with another liquid. Highly reconfigurable 

and tunable photonic components and systems were invented by incorporating the 

fluidics in the photonics systems. Optofluidic light sources are built with various 

approaches, for example, by using organic dyes in microchannels as the gain medium 

[26], [27] or the dynamic tuning of the laser emission wavelength by using mechanical 

deformation of the microfluidic chip [28], [29]. Various other components based on 

optofluidics were built, including fluidic waveguides [30]–[32], tunable fluidic lenses 

[33]–[38], optical switches [39], [40], interferometers [41], ring resonators [42], [43] 

and filters [44], [45]. As the individual optofluidic elements and devices have reached 

higher performance levels and maturity, reconfigurability on the system level has 

recently become more desirable. Optofluidic platforms can further be functionalized 

by the hybrid integration of other microfluidic control platforms, which are capable of 

multiple functions such as mixing, size filtering and fluidic distribution [46]–[48].  
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The other advantage optofluidic platforms provide is using the fluidics to carry the 

substances to be analyzed in the LOC systems, while using the optics to enable non-

invasive and highly precise analysis methods. One of the main applications of 

optofluidics in life sciences is the ability to manipulate the particles by using optical 

forces. This requires seamless incorporation of the sample fluids into the photonic 

structures to create very elaborate interactions of the light and target particles in the 

fluid. Optofluidic particle manipulation and trapping were achieved based on different 

methods with various applications: off-chip trapping beam [49], [50], evanescent field 

for trapping [51]–[53], sorting [54]–[57], photonic crystal based trapping [58]–[61], 

micro-disk resonator based trapping [42], [62]–[64]. One attractive approach for 

particle manipulation is using liquid-core waveguides to guide both light and liquid in 

the same channel, to create high levels of reconfigurability and particle-light interaction 

[65]–[70]. 

In terms of bioanalysis, there has been a rising interest in point-of-care (POC) devices, 

where optofluidics have provided successful devices, especially highly functional 

biosensors. Optofluidics offers advanced miniature diagnostic platforms by combining 

the compact and rapid processing of fluidic samples while achieving high detection 

sensitivity of target specimen.  For decades, conventional biosensor instrumentation 

has been relying on bulky components. Relying on bulky components for diagnosis 

limits the availability of them in remote and resource-limited locations. Specifically, 

infectious diseases cause a lot of fatalities all around the world, leading to more than 

8% of all deaths worldwide [71]. Unfortunately, infectious diseases are intimately 
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connected to poverty where the lack of treatment and nutrition making the recovery 

very difficult, even though most of these diseases are treatable. The countries with low 

income and the higher number of infectious disease cases coincide almost perfectly, 

where the availability of medical diagnosis and care is limited [72]. This vicious circle 

is not limited to the low-income countries, it is also affecting the groups all over the 

world who have a limited access to health-care, such as immigrants and refugees 

especially in refugee camps [73]. Survival is dependent on rapid diagnosis and early 

treatment, both of which are difficult to achieve when laboratory support and clinics 

are scarce [74]. However, it is a challenge to accurately diagnose infectious diseases 

due to their similar early symptoms, and low natural concentration levels of the 

pathogens. Current diagnostic tools such as real-time polymerase chain reaction (RT-

PCR), amplify the small amounts of target nucleic acids of the pathogens to be able to 

detect them [75]–[77]. Even though this technique is highly sensitive and specific, it is 

not ideal for rapid point-of-care detection because they are bulky, expensive and they 

also require long processing times, advanced clinics and highly trained personnel for 

operation which makes them further unavailable for resource-limited settings. 

Portable, low-cost, simple-to-use rapid diagnosis systems need to be built in order to 

reach these populations who are in need. Optofluidics addresses all these problems, by 

providing miniaturized portable devices. Integrating, automating and calibrating 

multiple functions from sample preparation to detection and interpretation, eliminates 

the need for advanced laboratories and trained personnel. Using common fabrication 

procedures, low power consumption, low material and reagent use due to its small size 
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make them available at a low-cost. Since they have a very high sensitivity, the detection 

can be done at clinical concentrations without amplification. Depending on the 

application and the need, versatile approaches have been implemented to create highly 

sensitive platforms. Biosensors based on the idea of specific binding of a target analyte 

to a surface are developed by using surface-enhanced Raman scattering (SERS) [78]–

[81] and surface plasmon resonance (SPR) [82]–[85]. These methods are sensitive 

however it is challenging to reach the single biomolecule detection limit due to 

ineffective transport of target particles to the binding sites, non-specific binding, 

limited dynamic range. On the other hand, flow based optofluidic biosensors allow for 

the detection of single biomolecules by light scattering, fluorescence and absorption as 

they move along a channel. Liquid-core waveguides, by using the same channel for 

both fluidic transport and optical waveguide, enable high interaction of light and the 

target biomolecules in a very small volume, which creates very high sensitivity. The 

single particle fluorescence detection was reached by using liquid-core anti-resonant 

reflecting optical waveguide (ARROW) platforms to create optical excitation/detection 

volumes on the order of femtoliters, which will be discussed later in chapter 2 [86], 

[87]. This approach also allows for the incorporation of very effective detection 

mechanisms such as fluorescence spectroscopy [88]–[90], Förster resonance energy 

transfer (FRET) [45], and SERS [78].  

Optofluidic biosensors are moving even further toward improved sensitivity, 

adaptability and compactness, creating innovative tools in rapid diagnosis systems [91]. 

However, continued improvements in sensitivity remain a major goal as we approach 
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the ultimate limit of detecting individual bio-particles labeled by single or few 

fluorophores. Improving the sensitivity of these sensors increases the accuracy of the 

diagnostic tests, allowing it to be applied to a wide dynamic range of target 

biomolecules. Integrating off-chip components into these platforms makes them more 

compact and portable, while reducing their cost. Taking advantage of optofluidics, 

innovative approaches have been developed to integrate tuning capacity making these 

platforms more adaptable and customizable for different applications. Furthermore, 

multiplexing is a key element for a competitive diagnostic test, allowing for extensive 

screenings and parallel processing. A standard influenza test, for example, 

simultaneously screens for 8 pathogen types, enabling differential diagnosis of diseases 

with similar early symptoms [92]. Being able to identify multiple target molecules with 

high sensitivity improves the capability and function of these optofluidic devices. 

Exploring even further within the enormous capacity of “the room in the bottom”, 

tuning functionality is merged with the multiplexing power to provide very competitive 

optofluidic diagnostic platforms that are highly sensitive, compact, multi-functional 

and adaptable. In this work, the theory, design, characterization and application of these 

novel miniature platforms are presented. 

This thesis is organized as follows. Chapter 2 presents the background on optofluidic 

platforms based on liquid-core ARROW; including ARROW theory, fabrication, single 

molecule detection, device characterization and platform improvements. Chapter 3 

introduces an integrated tunable spectral filter based on ARROWs, and the results to 

show the signal to noise ratio (SNR) enhancement by activating these spectral filters. 



8 

 

Multi-wavelength tuning of the filter is shown by combining different filtering 

mechanisms. In Chapter 4, the SNR enhancement technique by multi-spot excitation 

based on Y-splitter waveguides is shown. Signal processing algorithm, platform 

design, optimization and characterization are discussed. SNR enhancement for 

detection of influenza viruses is shown and the results are analyzed. Chapter 5 

introduces two different platforms with integrated multi-mode interference (MMI) 

waveguides, introducing high multiplexing capacity into these platforms. Design 

parameters, characterization and multiplexed detection of influenza viruses are shown 

with discussion of data analysis methods. Finally, this work will end with conclusions 

(chapter 6), appendices (chapter 7) and bibliography. 
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2 Background 

 Planar integrated optofluidic platform  

Detection of biological particles is very challenging because of their small size. In the 

case of disease diagnosis, enabling early diagnosis is especially difficult due to the very 

low concentration levels of the pathogens as well as their small size. There is an 

immense need for highly sensitive, time and cost effective and easy-to-use detection 

platform for diagnosis of the bioparticles. Lab-on-a-chip platforms proved to be one of 

the most effective approaches for bio-sensing by improving the analysis throughput 

and sensitivity through miniaturization and advanced instrumentation [3]. Integration 

of multiple functions required for bio-analysis into a single platform, allowed for a cost-

effective and easy-to-use tools. Specifically, in terms of analyte detection for clinical 

diagnostics, these platforms dramatically enhanced the accessibility of diagnostics 

tools, especially in resource-limited settings. Single-molecule methods are powerful 

tools to detect bioparticles with low concentrations, probe the complex behavior of 

biological molecules, and understand dynamics and function of proteins, nucleic acids 

and their complexes [93]–[100]. These methods require high sensitivity and speed in 

order to be utilized for disease diagnosis. 

Optofluidics is a relatively new field that combines optics and microfluidics, allowing 

more sensitive, compact devices. These platforms enable the detection of molecules in 

very small sample volumes [32]. Liquid-core waveguides create high interaction 

between the liquid and light, by allowing both light and the analyte guide through the 

micron-scale hollow channels, simultaneously. The majority of waveguides are based 
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on the principle of total internal reflection (TIR). In order to achieve index guiding, the 

light inside the waveguide should be reflected from the walls of the cladding layers, 

confining the power mostly in the waveguide core. TIR can be achieved only if the 

incident light angle between core and cladding layers, is above the critical angle defined 

as; arcsin( / )c clad coren n  . To make this possible, the core refractive index should be 

higher than the cladding refractive index. However, due to the condition, core cladn n , 

making liquid-core waveguides based on TIR is tricky. Most solid materials have 

higher refractive index than most of the liquids. There are few different ways to make 

liquid-core waveguides based on TIR, such as using low index material (Teflon AF), 

nano-porous cladding material, liquid-liquid core waveguide and slot waveguides. 

However, all these methods are limited in terms of sensitivity, fabrication challenges 

and integration [32]. 

Another approach to make liquid-core waveguiding possible is using interference. 

Creating periodic structures to reflect the light back into the core from the boundaries, 

allows us to make liquid-core waveguides possible. Bragg waveguides and photonic 

crystal waveguides based on periodic cladding structures guide the light based on this 

interference principle. Antiresonant reflecting optical waveguides (ARROWs) also 

work based on the interference principle however they do not require the cladding 

layers to be periodic [32].  

Since the ARROWs are fabricated by using common silicon fabrication techniques, 

and have planar layout, they serve as a highly configurable and integrable fully planar 

optofluidic structure. To start with, the standard design provides a highly sensitive 
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single-molecule sensing platform. Later, this platform is improved by reconfiguring the 

layout and integrating additional optical devices (such as Y-splitters, MMIs, on-chip 

tunable filters) in order to increase the functionality and sensitivity.  

It is important to first understand the basic principles of the standard ARROW 

platforms, and their fabrication procedure, before moving to the broad capabilities and 

functionalities that are achieved by modifying this platform.  

 

 Theory of ARROW 

ARROWs make guiding possible in a low-index material creating anti-resonance in the 

cladding layers. In order to trap the light inside of the core, the phases of the reflected 

light should constructively interfere with each other, inside of the core. Also, to prevent 

the light to be guiding through the cladding layers, the anti-resonant condition should 

be satisfied in these layers. In order to understand the basics, Fig. 2.1 represents a 

simple ARROW structure cross-section in vertical direction, with a core layer with 

thickness dc, refractive index nc; cladding layers with thicknesses ti and refractive 

indices ni. Light propagates along the z direction with a propagation constant β.  
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Fig. 2.1 The cross section of ARROW structure, showing the core layer with 

thickness dc, refractive index nc; cladding layers with thicknesses ti and refractive 

indices ni. Light propagates along the z direction with a propagation constant β. 

In order to prevent the transmission to the first cladding layer with a refractive index 

n1 and a thickness t1, the light waves in this layer should destructively interfere with 

each other. This means that the total phase shift in this layer should be odd multiples 

of Thus, the anti-resonant condition for this layer in the ARROWs can be written as 

[101]–[103]: 

 
1 2 12 ; 1,3,5...Tt k M M       (2.1) 

where,
1 2,  are the phase shifts due to the reflection from the adjacent layers, t is the 

thickness of the cladding layer, kT is the transverse component of the wave vector in y 

direction and M is an odd integer. Since n1 > n2, nc, the total phase shift due to the 
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reflection from the adjacent layers becomes  =2π. The thickness for the ith 

ARROW layer can be derived as follows: 

 

2
i

T

M
t

k


  (2.2) 

Additionally, the mode condition for the fundamental mode in the core is as follows: 

 
T ck d   (2.3) 

Snell’s law, and geometrical equations from the structure are as follows: 

 cos cosT i i c ck k k    

sin sini i c cn n   

(2.4) 

Combining equations (2.2), (2.3) and (2.4) the thickness of the ARROW cladding layer 

with a design wavelength of λD can be rewritten as [101], [102]:  
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(2.5) 

When each cladding layer is designed to meet the anti-resonant condition, the 

transmission into these layers would be prevented, ensuring the high confinement of 

the light in the core. 

In the actual structures we built, the values are; dc=5µm, nc=1.33 (H2O), ni=1.47(SiO2) 

or ni=2.107 (Ta2O5) and design wavelength λD=633nm. Using the equation (2.5), we 

can find that ti=251nm for SiO2 and ti=97nm for Ta2O5, and all the ARROW layers in 

our structures are designed based on this equation. In these structures, since the core 
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thickness is bigger and the index contrast high, 2 2 2

1 / 4c cn n d  , equation (2.5) can 

be simplified to; 
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Fig. 2.2 ARROW cross-section showing the field directions for x-polarized light. TE 

loss depends on the structure in vertical direction, and the TM loss depends on the 

structure in horizontal direction. 

Due to its leaky nature, it is important to understand the loss characteristics of ARROW 

structures. In order to decrease the propagation losses, the number of ARROW layers, 

NL, can be increased. However, the effect of layers on the waveguide loss decreases as 

we increase NL, so they need to be optimized. ARROWs have 2 dimensions that affect 

the loss profile, vertical and horizontal. For x-polarized light where the electric field 

vector is on the x axis, the transverse electric (TE) component of the loss is affected by 

the vertical structure and transverse magnetic (TM) component is affected by the 

horizontal structure, where both components are added to find the total loss. (Fig. 2.2) 
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For y-polarized light, the opposite scheme holds true. The minimum loss coefficients 

for NL number of anti-resonant layers, for TE and TM modes are given as follows [101], 

[102]: 

 2 2
/22

,min 02 2

1

( ) LNc
TE

c

n n

n n
 





          

2
21 1

,min ,min2

2

( ) LN

TM TE

c

n n

n n
   

2 2

0
3 2 2

1

( 1)
0,1, , 2...D

c c c

m

n d n n
m


 





 

(2.7) 

where, m is the mode order and n1 > n2 > nc. If we calculate the losses for the fabricated 

structure with dc=5µm, nc=1.33 (H2O), n1=2.1(Ta2O5), n2=1.47(SiO2), λD=633nm, 

NL=6 and m=0, then the losses would be 
,minTE = 0.048cm-1 and 

,minTM  = 8.7 cm-1 

which shows that TM loss is a lot more dramatic. The lowest loss measured 

experimentally for a rectangular ARROW with the top layers is α≈0.3 cm-1 [104]. 
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Fig. 2.3 Calculated TE loss dependence on wavelength, for an x-polarized beam. The 

design wavelength is λD=633nm. 

ARROW waveguides can be designed and optimized for different wavelengths. For 

our experiments, wavelengths ranging from 488nm to 750nm are used. Because 633nm 

is the main characterization wavelength and it is in the middle of the range we are using, 

it is chosen as the design wavelength for our ARROW devices. Fig. 2.3 shows the 

dependence of ARROW TE loss on wavelength, for x-polarized beam for λD=633nm.   

 

 

Fig. 2.4 Schematic of a standard ARROW chip with single top oxide layer and the 

cross-section. The red dashed arrow shows the excitation path, and the blue one 

shows the collection path for a standard fluorescence experiment. Key points for the 

coupling efficiency are labeled. 

In the optofluidic platform we developed, in addition to the propagation loss, there are 

other losses contributing to the functionality of the device. These are mainly interface 
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losses and coupling losses. Fig. 2.4 shows a schematic of a standard ARROW chip with 

a single top oxide layer. Excitation light is coupled from fiber to the solid-core input 

waveguide (yellow) which then goes through the solid-core (SC)-liquid core (LC) 

waveguide (blue) interface to reach the excitation region (red path). The signal 

generated inside the liquid-core waveguide is collected through another SC-LC 

interface, collection solid-core waveguide (red) and an objective, perpendicular to the 

excitation (blue path). The transmission efficiency from the interfaces in between SC-

LC waveguides (κi), coupling efficiency from fiber to SC waveguide (κe1), and coupling 

efficiency from SC waveguide to collection objective (κe2) should all be considered to 

optimize the sensing. The overall throughput can be represented as follows [105]: 

 2

1 2
sc sc lc lcl l

e i eT e e
    

  (2.8) 

where αsc is the solid core waveguide loss, lsc is the path length, αlc is the liquid core 

waveguide loss, and llc is the path length. Edge coupling efficiencies κe1 depend on the 

mode match of the fiber to the input solid-core waveguide. The dimensions of the solid-

core waveguide are designed to achieve maximum transmission of light from fiber 

(Newport F-SV) to the device, however the loss here is quite dominant due to the mode 

mismatch, and facet defects. The collection efficiency, κe2 is very good as we are able 

to capture almost all of the light through an objective. Typical numbers for the total 

edge coupling efficiency is κe1 x κe2≈0.55 [105]. 
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Fig. 2.5 Cross-section of three different types of ARROW structures. (a) Earlier 

version of ARROW with top cladding layers and no self-aligning pedestal (SAP). 

Tunable filter platforms are based on this design. (b) Improved ARROW with SAP 

and top cladding layers. [106] (c) Preferred version of ARROW design. It has a 

single-over coating (SOC) and SAP. MMI and Y-splitter platforms are based on this 

design. 

The other important parameter for the overall chip quality is the interface between the 

solid-core waveguide and the liquid-core waveguide. When light travels from SC to 

LC, going through the ARROW layers, fabrication imperfections such as the crevice 

formed at the intersection [10] and the roughness of the walls decrease the interface 

coupling efficiency dramatically. Significant optimizations have been made to the 

ARROW layout in order to maximize κi. First of all, the top layers are replaced with 

single over-coating (SOC) of oxide to prevent the losses coming from the fluctuations 

of the ARROW layers on the sides. (Fig. 2.5c) Even though the ARROW loss increased 

to αlc≈2-5cm-1 [107] due to the lack of top layers, this improved the κi from 0.35 to 

0.79, and overall throughput by 1.7 times [105]. Another improvement has been made 

by creating a self-aligned pedestal (SAP) under the core (Fig. 2.5b-c), to create air layer 
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termination on the sides, improving αlc. [106], [108] Top-oxide thickness also plays a 

crucial role on the mode-matching at this interface, and it is optimized by making it 

thicker to compensate the fabrication non-idealities that contributes to the loss. This 

also resulted in significant improvements of the interface and overall coupling 

efficiencies [107]. 

Except for the Tunable Filter design in Chapter 3, all the optofluidic platforms in this 

research have a self-aligning pedestal, single layer of top oxide and its thickness is 

optimized to achieve maximum transmission. 

 

 Fabrication of ARROWs  

 

Fig. 2.6 Fabrication process of SOC-SAP ARROW. (a) 6 ARROW layers are 

deposited on silicon wafer. (b) Sacrificial core is created by using SU-8, on ARROW 
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layers. (c) Thin nickel layer is created to protect the solid-core and hollow core 

waveguides, by using lift-off process. (d) Self aligned pedestals are created by etching 

away the ARROW layers on the rest of the wafer, by reactive-ion etching (RIE). 

Nickel layer is removed. (e) A thick (6µm) SiO2 layer is deposited on top of the entire 

wafer, to create the top ARROW layer, and the solid-core waveguides. (f) Solid-core 

waveguides are formed by etching the SiO2 top layer, by RIE. (g) Sacrificial core is 

removed by using Piranha etching to form the hollow-core waveguide. 

ARROW fabrication is based on standard micro-fabrication techniques, which allows 

cost-effective and planar construction of the platform. The liquid-core formation is 

achieved by creating a sacrificial core, which is surrounded by the ARROW layers. As 

mentioned in the previous section, a lot of improvements have been made on ARROW 

structure to achieve best transmission properties. In addition to single-over coating 

(SOC) top oxide layer [105], creating the liquid-core on top of the self-aligning pedestal 

(SAP) [106], [108]; optimizations have been made on the materials used for the layers 

as well. SiN, which was originally used for ARROW layers is replaced with Ta2O5 

which reduced the photoluminescence background, leading to higher signal-to-noise 

ratio in the detected signal [109]. Additionally, silicate spin-on-glass is used to coat 

PECVD SiO2 waveguides in order to smooth out surface topology [110] and buried 

channel waveguides are implemented to protect the waveguide from water absorption 

[111].  

The fabrication procedure for the SOC-SAP optofluidic chip is shown in Fig. 2.6. First 

of all, 6 ARROW layers were deposited on a silicon wafer. SiO2 (refractive index ≈ 
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1.46) and Ta2O5 refractive index ≈ 2.045) are grown in an alternating fashion with the 

thicknesses 265/102 nm respectively, starting with SiO2. ~5µm thick layer of SU-8 is 

deposited and patterned to create sacrificial core with a 12µm width. In order to create 

a self-aligning pedestal for all the waveguide structures, waveguides are protected by 

nickel over coating, using standard lift-off step. The unprotected area surrounding the 

waveguides is etched anisotropically by using deep reactive-ion etching technique 

down to the silicon substrate, and then the Ni layer is removed. A 6 µm thick SiO2 layer 

is deposited on the entire wafer, using plasma enhanced chemical vapor deposition 

(PECVD). Then the solid-core ridge waveguides are patterned with different widths 

based on the function, by using reactive-ion etching [112]. The width of the excitation 

waveguide is designed as 4µm to create single-mode waveguide, and varies among 

different wafers due to the fabrication intolerances. The collection solid-core is 

designed to have 12µm width to achieve best collection efficiency from liquid-core 

waveguide to the collection objective. The multi-mode interference solid-core is 

fabricated with widths of 50µm, 75µm and 100µm, which is discussed in Chapter 5 in 

more detail. Finally, the SU-8 sacrificial core is removed by using piranha etching, 

forming the hollow-core waveguide [113]. 

Recently, it has been also shown that, applying thermal annealing process on these 

platforms improves the transmission qualities of the chip, by eliminating the effects of 

the defects and refractive index change by water absorption during fabrication [114]. 

The height of the solid-core ridge waveguides also plays an important role in the mode 

profiles, where a through-etched waveguides are fabricated to achieve better 
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performance. Through-etched waveguides are obtained by etching the solid-cores 

down to the ARROW layers, leaving no SiO2 on the sides of the core.  

On the other hand, tunable filter waveguides discussed in Chapter 3, are fabricated 

using previous approach, with top cladding layers (TC), without the self-aligning 

pedestal and using SiN instead of the Ta2O5 [44].  

 

 Fluorescence detection on ARROWs  

In the early stages of fluorescence detection on ARROW chips, efficient detection of 

Alexa 647 dye in ethylene glycol solution was achieved with as few as 490 molecules. 

[115] This was done by using only a liquid-core channel, and excitation and collection 

were done on the same axis. In the next stage of the fluorescence detection, the 

orthogonal layout, where excitation waveguides are perpendicular to the collection 

waveguides, was used. This allowed for more efficient and sensitive single molecule 

detection by decreasing the excitation volume down to sub-picoliter level. (see Fig. 

2.7a) On this detection scheme, dye with a 500pM concentration, which corresponds 

to 40 molecules per excitation volume was successfully detected [86], [104]. Shortly 

after these results, detection of single liposomes on a fully planar standard ARROW 

chip was successfully achieved [87].  

ARROW chips are powerful devices also by allowing high sensitivity fluorescence 

correlation spectroscopy (FCS) and surface enhanced Raman scattering (SERS) 

measurements. FCS is a powerful method by enabling high sensitivity measurements 

by detecting the fluctuations in the fluorescence signal. Advances on the ARROW 
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design and incorporating FCS into the integrated optical and fluidic setting led to 

successful detection of Qβ bacteriophages, with single virus sensitivity [88], [89]. 

Furthermore, additional analysis methods such as fluorescence cross correlation 

spectroscopy (FCCS) in combination with fluorescence resonance energy transfer 

(FRET), allowed us to detect the denaturation process of double-stranded DNA at 

nanomolar concentration [116]. Additionally, the ARROW platform was utilized for 

SERS detection, allowing for high mode intensities along microfluidic channels 

containing molecules optimized for SERS. This enabled detection of Rhodamine 6G 

molecules with down to 30nM concentration [78]. 

 

Fig. 2.7 (a) Schematic of basic fluorescent detection on a standard ARROW chip with 

an orthogonal layout. Red dotted line represents the excitation path, and the blue 

dotted line represents the collection path for the fluorescence signal. (b) Schematic of 

a simple experiment setup. 

The basic experimental setup implemented for single molecule fluorescence detection 

can be seen in Fig. 2.7b. Free space laser light is coupled into a single-mode fiber 
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through an objective. Depending on the experiment, different laser sources, and 

combination of them are used. More information on the detailed setup and how they 

are combined can be found in Appendix A.1. Single-mode fiber is then butt-coupled 

into the single-mode excitation input waveguide. The optimum coupling is achieved by 

using precision translation stages. This alignment step is very crucial in terms of 

introducing the optimum mode into the excitation region, increasing the detection 

sensitivity and improving the functionality. Fluorescently labeled target molecules 

passing through the excitation volume are subjected to the excitation light and thus 

each target produces fluorescent signals. (see Fig. 2.7a) These signals are captured by 

the liquid-core waveguide orthogonal to the excitation axis, transmitted into the 

collection solid-core waveguides. The signals are collected from the collection 

waveguide by an objective lens (NA:0.85, 60X) and pass through a spectral filter (band 

pass/notch). This filter is chosen such that it blocks the excitation wavelength and lets 

the fluorescent signal pass through. 

After being coupled into a multi-mode fiber, fluorescent signals are delivered into 

avalanche photodiode single photon counting module (SPCM-AQR-14-FC, Excelitas). 

The photons are recorded using a time-correlated single photon counting PCI-board 

(Time Harp 200, PRT 400 router; Picoquant, Germany) and commercial software 

(Timeharp, Picoquant, Germany) in time-tagged time-resolved (TTTR) collection 

mode. 
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2.4.1 Chip characterization 

The first step for characterization of a new wafer is doing visual inspection. This step 

involves checking the chip under the microscope, and looking for defects that could be 

detectable from top view. This step is very crucial especially determining broken 

liquid-cores, facets and broken devices. Fig. 2.8 shows some of the common defects 

that can be determined under the microscope. It is important to note that, regardless of 

some of the defects, a chip can still be functioning depending on where the defect is 

located and the severity of the defect.  

 

Fig. 2.8 Defects found during visual inspection. (a) Broken liquid core (b) Broken 

solid core MMI (c) Broken facet 

Another important parameter for the chip quality is the fluidic properties of the 

channels. If the final etching process of the channel creates a hydrophilic surface, and 

the channel surface is free of defects, then the analyte could be delivered with no 

complications. This is also important to provide sufficient flow for the analyte and 

prevents clogging of the channels. Determining if the liquid-core waveguides are filled 
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can be challenging, and the visual cues vary among the wafers. Refer to the Appendix 

B for further details. 

One of the most important steps of characterization of the chips is determining 

transmission efficiencies and mode profiles. Transmission efficiency on the excitation 

path and collection path directly affects the signal to noise ratio of the detected 

fluorescence from the targets. The sensitivity of the device increases as the transmission 

increases, which enables the detection of very small molecules generating very few 

photons. The transmission efficiency in solid core is measured by using an excitation 

fiber, and the transmitted light is measured with a power-meter after the scattered light 

is removed by an iris.  

The location of the mode also affects the signal to noise ratio and the transmission 

efficiency directly. Fig. 2.9a shows the fundamental mode in an excitation solid-core 

waveguide, which is located at the center of the ridge waveguide. If the mode profile 

in the excitation waveguide is not in the center of the channel, the excitation energy is 

not being delivered to the liquid-core channel efficiently which reduces the fluorescent 

signal that is generated. One of the main issues with mode profiles is that the location 

of the center of the mode can be towards the upper part of the solid-core ridge 

waveguide, which only excites the upper part of the liquid-core waveguide (Fig. 2.9b). 

This is due to the altered index profile of the ridge waveguide, during the fabrication 

process [114]. Another important aspect of the mode profile is the single mode 

property. The excitation waveguides are designed such that it only supports 

fundamental mode in horizontal axis. However, due to fabrication abnormalities of the 
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waveguide dimensions, (eg. higher width of the waveguide), the excitation mode 

profile could become multi-mode. This especially becomes a problem for the MMI 

excitation patterns.   

 

Fig. 2.9 The mode profiles of solid-core excitation waveguides. (a) Fundamental 

mode guiding on the center of the ridge waveguide. (b) Fundamental mode guiding 

on the upper region of the ridge waveguide. 

The most effective and accurate method for characterization is running the experiment 

with test analytes. A standard characterization test had to be created for an accurate 

analysis of the wafers. 22nM Cy®5 dye is one of the standard test analytes used to 

measure the fluorescence signal to noise ratio. By using the same analyte and same 

wavelength (633nm) for testing all the chips and different wafers, accurate comparison 

among them is achieved. Additionally, characterization for single molecule detection 

is carried out by using fluorescent polystyrene microspheres. Since the actual target 

molecules are in the order of 100nm, similar size fluorescent polystyrene microspheres 

with similar concentrations are used for the tests. The microspheres are obtained from 

Invitrogen™, and diluted down to the relevant concentrations for single molecule 
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detection (106 particles/ml). The 2 main colors of fluorescent microspheres (Yellow-

green (505/515), Crimson (625/645)) are used to characterize the transmission 

properties in 2 different wavelengths (488nm, 633nm). 

 

Fig. 2.10 (a) The fluorescence signal collected from 22nM Cy®5 dye at the 633nm 

excitation wavelength. (b) The fluorescence signal collected from 200nm Invitrogen® 

Crimson Fluospheres. 

Fig. 2.10 shows the characterization with fluorescent dye and fluorescent polystyrene 

microspheres for one of the chips from high quality wafers (MA36). Fig. 2.10a shows 

the fluorescent signal collected from the 22nM Cy®5 dye at the 633nm excitation 

wavelength. The average signal to noise ratio is calculated by the ratio of average signal 

(S) to background standard deviation (σ), S/σ. For example, the calculated value for 

signal to noise ratio in this specific measurement is 2185, with S~1540 and σ=0.68 

counts/10ms. The plot is also normalized based on the input power level and collection 

efficiency which ensures the direct comparison with the other samples and wafers. Fig. 

2.10b shows the fluorescent signals generated by the 200nm Invitrogen® Crimson 

Fluospheres at a 106particles/ml concentration. The average signal to noise ratio is 

calculated as 240 for the fluorescent microsphere test. Each spike represents an 



29 

 

individual microsphere. In addition to the power normalization, the comparison needs 

to be made at the same binning time and with same conditions in terms of the velocity 

of the particles. 

2.4.2 Post-fabrication improvements on devices  

It was shown that the improvements in the chip design, and fabrication process created 

devices with higher transmission and sensitivity. As discussed in the previous section, 

self-aligned pedestals [106], single-over-coating SiO2 layer [105] and adjustments in 

the thicknesses of this layer [107] dramatically increased the sensing capabilities of 

these devices. Another very important aspect to improve the transmission and the 

functionality of the device is achieved through post-fabrication steps, and 

troubleshooting the problems that occurs during the experiments.  

One of the most important factors that changes transmission dramatically is the shift in 

the refractive index of the SiO2 layer during the core-etching process of fabrication. In 

order to etch the sacrificial SU-8 layer, the wafer is kept in the piranha solution 

(H2SO4:H2O2) approximately 120h in 90ºC. During this process, semi-porous SiO2 layer 

absorbs some of the liquid which shifts up the refractive index of this layer [114]. Due 

to the higher refractive index on top of the waveguide, the mode profile shifts at the 

edge of the waveguide, creating lower transmission through the solid-core liquid-core 

interface, and delivers a reduced excitation power to the targets. This problem can be 

addressed after the fabrication by using a low temperature annealing step. The thermal 

annealing step is carried out by using an annealing furnace which ramps up to 300ºC in 

4h, maintain it for 8h, and ramps down in 4h to a room temperature [114]. This step 
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ensures the release of the absorbed liquid from the SiO2 layer, and shifts the mode down 

to the center of the ridge waveguide while increasing the transmission. It is important to 

note that any contact with water or etching liquid reverses the process by leading the 

SiO2 layer to absorb the liquid. The thermal annealing step has to be repeated to increase 

the transmission level if such contact occurs. 

Although the thermal annealing step is a great way to increase the sensitivity of the 

device, one important drawback, specifically for the MMI waveguides is observed. Most 

of the time, the MMI patterns significantly worsen after the thermal annealing step, most 

likely due to the non-uniformities in the refractive index of the waveguide formed during 

the process. This unfortunately limits the use of this method for MMI based designs. 

During the experiments, one of the main problems is the clogging of the liquid-core 

channels. This occurs due to the particles binding to the walls of the channel, and 

aggregating which prevents the analyte from flowing. This can be prevented to a certain 

extent by using Bovine Serum Albumin or Tween® 20 in the solution. Using a lower 

concentration of target molecules also decreases the chance for clogging. However, if 

it occurs, the particles need to be removed using certain procedures. The main 

procedure for cleaning the channel would be washing the channel with water and IPA, 

and then acetone if those do not solve the problem. Another solution is to submerge the 

chip into hot water while applying negative pressure on one of the inlets. Although this 

method can be effective, it is important to note that the submerging into hot water 

reverses the thermal annealing step and may change the refractive index and the 

transmission properties of the waveguides [114]. On the other hand, using a Nano-
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Strip® (stabilized H2SO4:H2O2) solution is the most effective method to remove the 

bound particles from the walls of the liquid-core waveguide. For this procedure, the 

chip needs to be submerged into 50ºC Nano-Strip® solution for couple hours which 

also reverses the effects of thermal annealing. 

The regular procedure for cleaning the surface of the chips is to gently wash them with 

acetone-IPA-water-IPA by squirt bottles, in this order. The washing cycle needs to be 

completed with IPA in order to prevent water absorption of SiO2 layer and the excess 

liquid is blow-dried.  

After fluorescence experiments, even if the channel is not clogged, the excess dye needs 

to be cleaned to prevent the next measurements to have higher background. In the cases 

where the channel is not completely clean, bleaching the channel by using a sodium 

hypochlorite (household bleach) solution solves the problem. However, this process 

needs to be done carefully to prevent clogging of the channel by salt crystals formed 

by the solution.  
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3 Tunable Spectral Filters based on ARROW  

Fluorescence is one of the most powerful methods used for biomedical analysis and 

molecular sensing, allowing for very specific and sensitive labeling technology [117]. 

Fluorescence detection systems require high signal to noise ratio, especially when the 

target is small particles, which is the case for bio-particles such as nucleic acids. There 

are many parameters that affect the signal to noise ratio in a fluorescence detection 

system: quantum yield of fluorophores, labeling efficiency, excitation and collection 

efficiency of the setup, efficient filtering and the sensitivity of the photon counting 

module. A major problem that affects the sensitivity in fluorescence measurements is 

interference due to scattered light, photoluminescence, or sample impurities [118].  One 

of the key points for addressing these problems is developing efficient and tailorable 

filtering systems to eliminate the effects of these factors. In this chapter, an integrated 

tailorable filtering device based on ARROW technology is presented creating a high 

precision, customizable, and low-cost on chip filtering for fluorescence detection. 

The fluorescence emission spectrum typically occurs at a higher wavelength/lower 

energy than the absorption spectrum of the material, a phenomenon known as Stokes 

shift [118]. Fig. 3.1 shows typical fluorescence absorption and emission spectra of a 

commonly used fluorescent dye, Alexa Fluor® 633. The emission spectrum of 

fluorescent dyes is also typically independent from the excitation wavelength, which 

allows for a wide selection of excitation wavelengths within the absorption spectrum. 

Ideally, the excitation wavelength should be close to the peak of the absorption 

spectrum to create higher emitted signal. For a basic fluorescence measurement, in 
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order to increase the signal to noise ratio, the excitation wavelength has to be 

sufficiently eliminated from the signal while most of the emission spectrum has to be 

efficiently collected. Some of the applications such as detection methods based on 

Förster resonance energy transfer (FRET), require more complex selective 

transmission spectra, by demanding the elimination of multiple spectral bands while 

transmitting other bands [45]. There are many different methods to achieve selective 

transmission. 

 

Fig. 3.1 The absorption and emission spectra of Alexa Fluor® 633. (data retrieved 

from: [119]) 

One of the most common methods is to use off-chip optical thin-film filters [120]. 

However, this adds extra costs and bulky components to the system, compromising the 

lab-on-a-chip approach of the device. This method is also limited in terms of 

tailorability, requiring different filter sets for new applications and new fluorescent 

dyes. Towards highly sensitive and fully self-contained lab-on-chip systems, 

integration of spectral filters is essential.  
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There are few different integrated filtering methods for fluorescence spectroscopy and 

detection. Some of the most common integrated filters are based on interference, such 

as quarter wavelength filters, DBRs [121]. These filters work on the principle of 

rejection of certain wavelengths from periodically structured layers with a certain 

thickness. Based on the refractive index and the thickness of these layers, any spectral 

absorption can be achieved [122]–[124]. However, since the quality of the layers 

determines the spectrum, they need to be fabricated very precisely, which is expensive 

and hard to achieve. Additionally, these structures cannot be tuned to different 

wavelengths and they do not allow for rejection of multiple spectral bands, making 

them only useful for limited amount of applications. There are a few tunable 

interference based integrated filters created by using tunable porous silicon, but they 

are not very feasible for planar integrated devices [125], [126]. 

Another very common approach for integrated optical filtering for fluorescence 

detection is using the absorption properties of materials [127]–[129]. Absorption filters 

are based on the materials with wavelength dependent absorption coefficients. The 

efficiency of the filter is determined by the Beer-Lambert Law, 𝐼 = 𝐼0𝑒
−𝛼𝑥 , where I is 

the intensity of the light after the filter, I0 the intensity of the incident light, α the 

absorption coefficient, and x the filter length [121]. Based on their working principle, 

there are two types of absorption filters: semiconductors [130], [131] and 

chromophores [132]. Semiconductor materials have bandgaps which absorb higher 

energy photons but pass lower energy photons, acting as a long-pass spectral filter. On 

the other hand, chromophores are molecules which absorbs certain visible frequencies, 
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acting as spectral filter as well. The main disadvantage of these methods is that the 

applications are limited by the material availability, by requiring specific materials for 

specific spectral bands [121]. Since they are material specific, once the device is 

fabricated, it does not allow for any tuning of the spectral response.  

On the other hand, on-chip spectral filtering based on ARROW technology allows for 

high precision, customizable, and low-cost filtering [32]. They only require a few 

dielectric layers to implement the filter on planar optofluidic platforms. The basic 

working principle is based on the interference that is created by the ARROW layers as 

it was discussed in Chapter 2. In order to create a spectral filter, the inherent spectral 

property of ARROW layers is tailored to achieve high loss propagation for the 

wavelengths that need to be rejected. The idea is to create a resonant condition for the 

excitation wavelength, and an anti-resonant condition for emission wavelength, which 

will be discussed in detail in the next section. There are multiple approaches that have 

been used to achieve on-chip ARROW fluorescence filtering.  

The first approach was to create the ARROW filter layers only at the collection solid-

core waveguide (see Fig. 2.7a) [133]. This way, the excitation laser would reach the 

detection area, and both fluorescent emission and scattered excitation light would be 

delivered to the collection solid-core waveguide. Since the layers of the collection 

solid-core waveguide are designed to create high loss guiding for excitation wavelength 

but low-loss guiding for the fluorescent emission wavelength, the excitation light is 

successfully filtered out before it reaches to the detector. However, since this layout 

requires deposition of different ARROW layers on different parts of the platform, a 
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more complex fabrication procedure is necessary. Creation of selectively defined 

regions is achieved by a lift-off method using a combination of SU-8 and PMGI 

(Polymethylglutarimide) [133]. With this method, a notch filter with a rejection of ~2 

dB/mm is achieved over long section of solid-core filter ARROW at 632.8nm [133]. 

Although this was a great approach to add the on-chip filter capability to the ARROW 

detection platforms, the fabrication complexity and the need for long collection 

waveguides to achieve higher rejection ratios make it less desirable for our applications. 

Alternatively, a liquid-core notch filter is designed and implemented on the ARROW 

platform [45]. (see Fig. 3.2b) Instead of creating different layers in the solid-core 

collection waveguide, the ARROW layers are designed to reject the excitation light at 

the liquid-core part of the device, while still transmitting the excitation and emission 

lights at the solid-core waveguide sections. Eliminating the need for creating different 

ARROW layers for different parts of the platform simplifies the fabrication process 

dramatically. The ARROW layer thicknesses are designed to filter out the excitation 

light, while transmitting the emitted fluorescent light, this time by using the liquid-core 

index profile. This design allowed for an extinction of 37 dB, a narrow rejection band 

of 2.5 nm and a free spectral range of 76 nm using specifically designed dielectric 

layers [45].  

FRET is one of the most common methods to monitor molecular interactions by 

detecting the energy transfer between FRET pairs (donors and acceptors) [118]. In 

order to achieve higher sensitivity, the FRET filters need to be designed to reject the 

excitation wavelength, and transmit both the donor and the acceptor wavelengths. 
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Because of the high design capacity, the liquid-core ARROW filter is successfully 

tailored as a FRET filter, filtering out λex = 532 nm, and passing λd = 570 nm and λa = 

690 nm, and demonstrated the FRET detection using doubly labeled oligonucleotides  

[45]. 

ARROWs have been shown to have a very sensitive spectral dependence as a function 

of the layer thicknesses. One of the main challenges of implementing these devices is 

to be able to precisely fabricate the designed thicknesses. Even a very small deviation 

in the thickness of the fabricated layer would shift the notch filter wavelength 

dramatically. As an example, taking the same device dimensions presented in Chapter 

2.2, dc=5µm, nc=1.33 (H2O), ni=1.47 (SiO2) and ti=251nm, and using the equation 

(2.6), 1% (~2.5nm) deviation in single ARROW layer thickness would cause 6nm shift 

in the wavelength. This clearly presents a big disadvantage for using this approach, 

making it very unreliable for applications with definite wavelengths.  

On the other hand, ARROWs also have a very sensitive spectral dependence as a 

function of the core index. This in fact can be used for our advantage and the spectral 

response of the notch filter can be tuned by modifying the index of the liquid that is 

used in the liquid-core channel. Even though this can be used to compensate the 

fabrication deviations, it introduces new complications to the platform. The 

functionality of the device remains limited because the analyte liquid dictates the core 

index and thus fixes the spectral transmission of the channel, thereby eliminating one 

of the key benefits of optofluidics-dynamic reconfiguration. In order to overcome these 

limitations, a dual-core optofluidic chip is designed and implemented for independent 



38 

 

particle detection and fluidically tunable spectral filtering. (see Fig. 3.2c) In this 

chapter, first, the theory and calculations of the ARROW filter design is explained. 

Then, device characterization, length dependence and index tuning of ARROW filter 

are presented. The design and the strength of the dual-core layout is presented and 

finally, using this chip geometry, improved fluorescence particle detection as well as 

novel approaches to reconfigurable spectral filtering are demonstrated.  

 

Fig. 3.2 The three generations of integrated ARROW filters. (a) Collection solid-core 

waveguide with ARROW filter layers. [133] (b) Single liquid-core ARROW filter. 

[45] (c) Dual liquid-core ARROW filter. [44] 

 

 Spectral ARROW filter  

The working principle of the ARROW filter is based on the fundamentals of the anti-

resonant and resonant ARROW thickness condition. As discussed in Chapter 2, the 

spectral response of an ARROW can be determined by choosing specific dielectric 

layers. The thickness of these cladding layers is chosen to result in high reflection (anti-

resonance; guiding) or high transmission (resonance; loss) at a desired wavelength. 

This can be expressed mathematically by the ARROW thickness condition; where the 

thickness of the ith cladding layer is defined as: 



39 

 

 

2 24

D
i

i c

M
t

n n





 (3.1) 

where ni is the cladding layer refractive index, λD is a design wavelength, nc is the liquid-

core refractive index, and M is the order of the interference effect. Even values of M 

result in high loss, while odd M values produce efficient guiding. In order to create a 

high-loss for a certain wavelength, i.e. introducing a notch filter in the liquid-core 

waveguide, an even M for one of the cladding layers is chosen. This ensures the high-

loss profile for the design wavelength in the liquid-core waveguide.  

 

Fig. 3.3 (a) Schematics of the cross-sections of liquid- and solid-core waveguides, 

showing the ARROW layers. The filter layer (t4) is indicated in the zoomed in 

section. (b) SEM images of the cross sections of fabricated structures for both liquid- 

and solid-core waveguides (TF11 wafer). The filter layer is marked. 

In a fabricated device, the thicknesses of the bottom ARROW layers are designed to 

create high loss for the design wavelength in the liquid core waveguide. The design 
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wavelength is chosen to be λD=714nm, for a liquid-core notch filter. Taking the nc= 

1.33 (water), ni=2.045 (SiN), and M=2 (resonant condition), using the equation (3.1), 

the thickness of the filter layer would be t=230nm. The rest of the bottom layers are 

designed to have the anti-resonant condition, to ensure high transmission for other 

wavelengths. Using the same parameters, and setting M=1, one can find that the rest of 

the SiN layers should have a thickness of t=115nm, and SiO2 (n = 1.46) should have 

t=296nm. Thus, the bottom layers are designed and fabricated with the following 

thicknesses: t1=t3=t5=296 nm (SiO2, anti-resonant), t2=t6= 115 nm (SiN, anti-resonant) 

and t4=230 nm (SiN, resonant, filter layer). (see Fig. 3.3) 

On the other hand, high transmission through the solid-core waveguide has to be 

achieved to deliver the excitation wavelength to the liquid-core waveguide, and collect 

the fluorescence signals from the liquid-core waveguide. The neat fabrication 

procedure allows us to deposit the top layers before we create the solid-core ridge 

waveguides with the oxide deposition. (see Fig. 3.3) In order to have high transmission 

in the solid-core waveguide, thus the top ARROW layers are chosen to create 

broadband transmission. The resonant high-loss condition for these layers are picked 

to be around 400nm, which is out of the operation spectrum of the device. Thus, the 

top layers are chosen as t7=t9=t11=128 nm (SiN, anti-resonant) and t8=t10=t12=368 nm 

(SiO2, anti-resonant). (see Fig. 3.3) 

The calculations of the optical transmission spectrum along the liquid and solid-core 

waveguides are done by using 2 × 2 transfer matrix formalism [134], [135] and the 

approximate expressions for loss coefficients [101]. Fig. 3.4 shows the calculated 
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transmission and the absorption spectra of the designed device with the resonant filter 

layer (t4=230nm), filled with water, demonstrating the high loss and high transmission 

regions of the spectral response for the liquid-core and solid-core waveguides. The 

calculated spectrum for the liquid-core waveguide with the anti-resonant layer 

(t4=115nm) is also shown as a comparison, demonstrating the lack of notch filter 

response. These spectra clearly show how a single resonant layer can create a notch 

filter at the design wavelength, while broadband spectrum can be achieved for solid-

core waveguides. The rejection ratio of the filter is dependent on the length of the 

liquid-core section. In this case, the length of the liquid-core waveguide is taken as 

L=7mm, which creates more than 900dB rejection ratio and 40nm 3dB bandwidth.  

 

Fig. 3.4 Calculated spectral response of the liquid- (black) and solid-core (red) 

waveguides with a filter layer (t4=230nm), filled with water. Blue curve represents the 

spectral response of the liquid-core with the anti-resonant layer, for comparison. 

(t4=115nm) (a) Absorption spectra. (b) Transmission spectra. 

Fig. 3.5 shows the actual spectrum measured through a 7mm long liquid-core 

waveguide filled with pure water. It is fabricated with the design specifications 

mentioned earlier. The measured filter wavelength deviates approximately ~20nm from 
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the design wavelength, due to the fabrication imperfections. The theory curve is 

adjusted based on the center filter wavelength of the measured spectrum, by changing 

the filter thickness to 220nm, which showed 4% deviation in the filter thickness during 

the fabrication. It can be seen from the data in Fig. 3.5 that the rejection ratio of the 

actual measurement is ~43dB, with a 3dB bandwidth of 52nm, which is very sufficient 

for fluorescence detection, and has a higher rejection ratio than the other existing on-

chip filters [121]. 

For optical measurements of the spectral response of the liquid-core filter sections, a 

white light source was used to generate transmission spectra. (see Appendix A.3 for 

details.) In order to create the white light source, femtosecond laser pulses at 850 nm 

were coupled via an optical isolator and an objective lens into a nonlinear photonic 

crystal fiber, creating a broad continuum of wavelengths covering the visible and near-

IR ranges. The white light is then coupled into a single mode fiber (SMF) and directed 

into the ARROW to be analyzed. The transmitted light was collected by an objective 

and sampled in an optical spectrum analyzer (OSA) to determine the spectral response. 

Transmission spectra were obtained by subtraction from a reference spectrum without 

the optofluidic chip.  
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Fig. 3.5 The spectral response of the fabricated device with water as a core fluid for 

L=0.7cm (red). Calculated spectral response is also shown (black). 

Filter length dependence 

The length of the liquid-core filter plays an important role for the rejection ratio. Longer 

interaction between the light and the ARROW filter layer would result in higher losses 

for that resonant wavelength, creating higher rejection ratio. In order to observe this 

phenomenon, 4 different lengths (4,5,6, and 7mm) of ARROW filter liquid-core 

waveguides are fabricated. All of them are filled with pure water and the transmission 

spectra are taken as in Fig. 3.5. The rejection ratio of the notch filter in each device is 

calculated by taking the difference between the peak of the notch filter and the base 

line. Fig. 3.6 shows the linear dependence of the peak rejection ratio on the filter length 

for devices with 4 different lengths. This shows that ARROW filters with higher 

rejection ratios can be fabricated by simply increasing the length of the liquid-core 

waveguide, as needed [136].      
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Fig. 3.6 The dependence of the peak rejection ratio of the ARROW notch filter on the 

length of the liquid-core waveguide filter. Measured data (black markers), as well as 

linear fit (blue line) with an equation Rejection Ratio [dB]≈29+2 [dB/mm] × Filter 

Length [mm] are shown.  

Spectral tuning of the ARROW filter 

One of the advantages of optofluidics is the ability to have dynamic control over the 

light by using different properties of fluids, e.g. refractive index [137]. In this case, 

different fluids and their mixtures are used to achieve the tuning of the refractive index 

of the core, thus the spectral tuning of the ARROW filter response. Based on the 

ARROW filter theory in equation (3.1), one can see that once the device is fabricated, 

the only remaining variable would be the refractive index of the core. ARROW devices 

provide the freedom to tune this variable by simply using different liquids and mixtures 

with various refractive indices.  

The equation (3.1) is rearranged to display the dependence of the filter wavelength, λF, 

on the device parameters: 
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Equation (3.2) shows that the filter wavelength can be varied by changing the refractive 

index of the core nc in the liquid-core channel. This can simply be accomplished by 

filling the liquid-core channel with different liquids or solutions with different 

refractive indices. In order to explore this potential for spectral tuning by core index, 

the liquid-core ARROW filter was filled with different mixtures of Ethylene Glycol 

(EG) (refractive index 1.43) and water (refractive index 1.33). Different ratios of the 

EG and water created different refractive indices, which allowed the device to be 

dynamically tunable for the desired specific wavelength. Fig. 3.7 shows the 

transmission spectra of the liquid-core ARROW filter for mixtures of EG and water 

with different ratios, covering the entire tuning range of 0.1 refractive index units 

(RIU). Highly efficient notch filter operation was achieved for all core liquids, and the 

minimum-transmission wavelength decreases as the EG concentration, and thus nc, 

increases. It can be seen from the data in Fig. 3.7a that a rejection ratio of at least 43 

dB was achieved for pure water (black curve). It is important to note that the 

transmission dip bottoms out for pure water, due to the detection limits of the OSA. As 

the EG concentration is increased, the transmission at the bottom of the dip increases 

as well. This is due to the higher core index of the liquid-core waveguide which 

decreases the loss of the waveguide [44], [138].  



46 

 

 

Fig. 3.7 (a) Transmission spectra of the liquid-core ARROW filter for different 

concentrations of Ethylene Glycol. Normalized transmission spectra for four 

EG:water mixtures show that the minimum-transmission wavelength decreases as the 

EG concentration and nc increase. (b) Dependence of the tunable filter dip 

wavelength, λF, on the fractional ethylene glycol concentration CEG. Symbols 

represent the data and the solid line represents the calculation. The dashed line is the 

HeNe laser excitation (632.8 nm) line, which corresponds to an EG:water ratio of 

72% : 28%. 

Fig. 3.7b shows the dependence of the tunable filter dip wavelength, λF, on the 

fractional ethylene glycol concentration CEG. The dependence is nearly linear and 

agrees extremely well with the response predicted by an analytical 2 × 2 transmission 

matrix calculation and the equation (3.2), denoted by a solid line. The data indicates a 

concentration dependence of the filter response of ΔλF/ΔCEG = −0.883 [nm %−1] and 

fluidic tunability of ΔλF/Δn = −875.36 [nm RIU−1] which, to our knowledge, is the 

http://www.chemspider.com/Chemical-Structure.937.html
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largest observed with an optofluidic waveguide structure. The filter wavelength was 

tuned by ∼90 nm by changing the EG concentration from 0% to 100%. This allows for 

adaptation of the filter for a large number of experimental configurations and target 

wavelengths [44]. For example, the dashed line in Fig. 3.7b corresponds to the HeNe 

laser excitation (632.8 nm), which is a commonly used wavelength. In order to tune the 

filter to the desired wavelength, the required concentration of EG can be obtained from 

the calculations and the plot that is derived from the measurements. In this case, the 

EG:water ratio needs to be 72% : 28% to tune the filter wavelength to 632.8nm.  

The core index tuning is also largely temperature insensitive. Given the temperature 

dependence of the refractive indices (H2O: 8 × 10−5 K−1, EG: 2.6 × 10−4 K−1) and 

assuming a very moderate temperature stability of 1 K, the thermal fluctuation in the 

filter response is only 0.23 nm, well below the spectral width of the dip [44]. 

 

 Dual Liquid-Core Optofluidic Chip 

3.2.1 Device Design  

The spectral tuning of integrated ARROW filters allows for many different applications 

of fluorescence detection by establishing dynamic control over the spectral response. 

Having the capability of tuning also compensates for the fabrication deviations, 

creating a filter at the desired wavelength. The improvements on fluorescent particle 

detection with ARROW filters have already been demonstrated previously [45]. 

However, as discussed, a single optofluidic channel which is used for both analyte 

http://www.chemspider.com/Chemical-Structure.937.html
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detection and optical filtering (Fig. 3.2b) limits the flexibility and capacity of these 

devices, by restricting the types of fluids that can be used for fluidic tuning.  

Here, a dual liquid-core optofluidic platform is introduced, which separates spectral 

filter and particle detection channels on a single optofluidic chip. (see Fig. 3.8) These 

channels are optically connected by a solid-core waveguide section, while remaining 

fluidically independent. The spectral response of the filter channel can now be 

separately controlled by changing the liquid inside the channel without concern for the 

analyte channel solution. In addition, different chemicals such as selective absorbers 

and different chemical conditions can be introduced in the filter section which further 

increases the flexibility of this optofluidic device.  

The perpendicular detection scheme of ARROW optofluidic platforms has been 

preserved as it acts as a spatial filter to dramatically reduce the coupling of the 

excitation light into the collection waveguides. Incorporating a separate liquid-core 

waveguide with ARROW filter at the collection side of the channel eliminates the 

scattered excitation light at the solid to liquid-core waveguide interface. The analyte 

section is also desired to have a shorter length to reduce losses while the filter section 

is preferred to be longer to create higher rejection ratios to fulfill the desired extinction. 

Combining all these features, this design is a very powerful compact platform by 

integrating off-chip components onto the device, while allowing for versatile 

functioning of the device.  
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Fig. 3.8 (a) Schematic of an integrated optofluidic dual-channel chip with two 

different liquid-core sections (blue) for detection and tunable filtering, optically 

coupled by a solid-core waveguide section (orange). (b) Photograph of a complete 

chip on a U.S. quarter coin. (c) SEM cross-section of the liquid-core waveguide, 

showing the ARROW layers. 

Dual liquid-core ARROWs were fabricated based on the standard fabrication procedure 

explained in Chapter 2. They are fabricated with top cladding layers, and they do not 

have any self-aligning pedestal. (see Fig. 2.5a) Bottom layer thicknesses are 

296/115/296/230/296/115 nm starting with a SiO2 layer (n = 1.46) and top layers are 

128/368/128/368/128/2516 nm starting with a SiN layer (n = 2.045). The liquid-core 
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dimensions are 3.75 μm × 12 μm, and the topmost thick oxide layer is deposited for 

structural integrity as well as to create the solid-core waveguides that lead to and from 

the liquid channel. In order to prevent slow roughening of the SiN cladding layers by 

the sacrificial core etchant during the fabrication of the longest channels, an ultrathin 

SiO2 layer (50 nm) was added directly around the hollow core. The length of the analyte 

section is 300 μm, while filter sections are created with various lengths (4–7 mm). For 

fluorescence particle experiments, devices with 7mm filter length is used to achieve 

maximum rejection [44]. The details of the fabrication procedure can be found in 

Appendix E.1. 

 

3.2.2 SNR Enhancement by Spectral Filtering 

Signal-to-noise ratio improvement with ARROW spectral filter has been demonstrated 

with 100nm nanoparticles with a 4.7-fold improvement over a 2mm long ARROW 

channel. This was achieved by using the single liquid-core ARROW filter platform 

[45]. Here, the advantage of using the independently adjustable spectral response on a 

dual liquid-core ARROW filter platform is illustrated by demonstrating single particle 

fluorescence detection. For fluorescence detection, 100 nm diameter fluorescent 

particles (Invitrogen TetraSpeck) were introduced to the liquid-core analyte channel. 

The nanoparticles were diluted with water to a final concentration of 2.6 × 1010 particles 

per mL which corresponds to 0.3 particles in the optical excitation volume defined by 

the waveguide intersection. Particles were ultrasonicated to prevent coagulation and 

bovine serum albumin (BSA) protein was added to prevent sticking on the walls. Since 
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a HeNe laser is used to excite fluorescent particles, the ARROW filter was tuned to 

632.8 nm by using a 70%:30% EG:water mixture in the filter channel in order to 

eliminate the excitation signal from the fluorescence signal. The correct mixing ratio 

of EG and water is obtained from the plot in Fig. 3.7b (dashed line). The fluorescence 

signal is collected through the solid-core collection waveguide after passing through 

the liquid-core filter section, collected by an objective lens (NA:0.85, 60X) and 

detected by the avalanche photodiode single photon counting module (see Appendix 

A.1). Fig. 3.9a shows the sample sequence of detected single particles through the 

ARROW filter section [44]. 

 

Fig. 3.9 (a) Single particle detection with optofluidic integrated filter chip. A 

maximum signal-to-baseline ratio of 35 was achieved for detection through the 

optofluidic filter.  (b) Signal collected from the other end of the chip which has no 

filter in the path. 

The fluctuation in peak levels is due to variations in the particle brightness and specific 

location within the excitation volume [139]. Clear single particle resolution with 

excellent signal-to-noise ratio (average: 18, maximum: 35) was achieved. In contrast, 
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when particle detection was attempted from the other end of the device where there is 

no ARROW filter, no particles could be detected (see Fig. 3.9b). Since on-chip filtering 

was absent in this case, the excitation power had to be reduced to keep the background 

level lower. The remaining power was insufficient to generate enough fluorescence to 

rise above the higher background level. This experiment shows that highly sensitive 

particle detection is possible through multiple liquid-core waveguides, and the 

dedicated filter section can be easily tuned away from its design wavelength by tens of 

nm (here 67 nm) to accommodate a specific fluorescence assay [44]. 

 

3.2.3 Multi-wavelength Tuning by Bulk Absorption 

In addition to eliciting a desired spectral response via the core refractive index, a liquid-

core waveguide filter can also be adjusted using the intrinsic bulk optical properties of 

the core liquid. Here, we demonstrate two conceptually different approaches: addition 

of selectively absorbing molecules and pH dependent absorption. Most importantly, 

these features can be controlled independently from the core index, and thus allow for 

independent control over the spectral device response in different wavelength regions. 

This is particularly attractive for multi-wavelength spectroscopic applications such as 

FRET [118]. 

The first approach to spectral filtering using bulk liquid properties is adding absorber 

dyes in the liquid-core channel, here fat soluble dye Sudan II (Sigma Aldrich - 199656-

25G). Different concentrations of Sudan II dye dissolved in isopropanol (IPA, index nc 

= 1.377) were used for characterization measurements. Transmission spectra for four 
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different concentrations were obtained by using the white light source as described 

above. Fig. 3.10a shows the normalized transmission curves for each concentration, 

which were obtained after subtraction of the IPA-only transmission spectrum. The 

spectra show an absorption for Sudan II between 550 and 565 nm [44]. The spectrum 

is limited by the white light excitation source, which is why the plot starts at 550 nm. 

 

Fig. 3.10 (a) Normalized transmission curves of different concentrations of absorber 

dye (Sudan II) in isopropanol. Dashed lines are the measured data and the solid lines 

are the Gaussian lineshape fits. Non-zero absorption for Sudan II between 550 and 

565 nm is observed. (b) Concentration dependence of the extracted maximum 

absorbance of absorber dye (Sudan II) in isopropanol. Symbols: experimental data; 

line: fit with linear absorption dependence. 

As expected, the filter transmission decreases with increasing dye concentration. For 

quantitative analysis, a Gaussian absorption lineshape was fitted to the curves to 

analyze the maximum absorption around 550 nm. Fig. 3.10b shows the concentration 

dependence of the extracted maximum absorbance which is defined by the ratio of 
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measured input and output powers as A = log(Pin/Pout). The solid line represents a linear 

fit to the data with reasonable agreement. A linear dependence is expected since 

absorbance scales linearly with absorber concentration [118]. Clearly, the addition of 

an absorbing dye allows for additional filtering, either by increasing the rejection ratio 

at the same wavelength determined by the core index, or by adding a second 

transmission notch whose position and depth can be tuned by dye type and 

concentration, respectively. 

The second technique for tuning the liquid-core filter response is to control the 

chemical properties of the liquid. We demonstrate this capability by taking advantage 

of the pH dependence of the transmission of certain molecules. Universal indicator (UI) 

is a combination of different absorbing dyes that absorb different parts of the spectra 

for different pH values [140]. Specifically, for a pH of 10.0, the UI transmission is 

lowest around 600 nm which makes the solution blue; when the pH equals 4.1, the 

transmission dip shifts to 450 nm and the solution appears red; while the solution is 

virtually transparent above 600 nm. The bulk transmission spectra of the UI taken with 

a NanoDrop spectrophotometer at these pH values are shown in Fig. 3.11. This duality 

can be used to create a switchable filter for wavelengths above 600 nm. 
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Fig. 3.11 Normalized transmission absorbance spectra of universal indicator for two 

different pH values measured using a NanoDrop spectrophotometer. 

To demonstrate this effect, two solutions with different pH values were prepared by 

using a 40%:60% EG:water mixture. The 7 mm long liquid-core filter section was 

filled with these solutions and then the transmission spectra were taken. The pH-

dependent dye response was then obtained by subtracting the UI transmission spectra 

from the pure 40%:60% EG:water mixture.  

Fig. 3.12a shows the transmission response of the dye for pH = 10.0 and pH = 4.1, 

respectively. It is observed that, changing only the pH of the solution, the filter can be 

activated and deactivated for the wavelength range of interest. This function could be 

dynamically turned off and on by simply adding a drop of acid or base to the filter 

section reservoir during the measurement. 
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Fig. 3.12 (a) Normalized transmission spectra of universal indicator with different pH 

values taken on chip. Dashed lines are the off-chip spectra, normalized to match the 

concentration. The blue line indicates the activated filter and the red line indicates the 

deactivated filter; (b) Independent multi-wavelength tuning function. For the blue and 

cyan curves, the absorption filter is active and the ARROW filter is independently 

shifted to another wavelength. For the red and orange curves, the absorption filter is 

deactivated and the LC-ARROW filter is tuned independently. 

One of the biggest advantages of using this optofluidic integrated filter design is to be 

able to combine different tunable filtering methods dynamically. We demonstrate this 

capability using the combination of core index and pH tuning. Independently changing 

the EG concentration and the pH of the solution allows separate control over the two 

different filter dips. Fig. 3.12b presents this independent tuning function. When the pH 

is tuned to 10.0, the UI filter is activated and the corresponding filter dip is observed 

around 580 nm. While keeping the UI filter active, the ARROW filter can then be 

shifted to a different wavelength of interest by changing the EG concentration of the 

solution. Fig. 3.12b shows the example of a 40 nm shift using core index control while 
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leaving the UI response unchanged (blue and cyan curves). Finally, the UI filter can be 

deactivated by simply changing the pH value to 4.1 by adding acid, while keeping the 

core-index filter around the desired wavelength (red and orange curves). The acid 

solution should be prepared to match the refractive index of the solution in the channel, 

which corresponds to the filter dip at 580nm. The small shift in the short wavelength 

dip could be eliminated by more careful control over the index of the added acid 

solution. 

In conclusion, successful on chip tunable ARROW filter design and implementation is 

demonstrated. The fabrication of the ARROW filter is achieved with a very simple 

modification to the standard ARROW fabrication, resulting in very high rejection ratios 

~43dB, for on-chip notch filters rivalling those of standard off-chip components. The 

length dependence of the absorption is shown by fabricating liquid-core ARROW 

filters with 4 different lengths, and the linear relationship between the absorption and 

the length is observed, in agreement with the theoretical expectations. The spectral 

tuning based on fluidic core refractive index tuning of the ARROW filter is 

demonstrated with up to ∼90 nm tuning range, with an extremely large tuning of the 

filter response by 875 nm RIU−1. Finally, we have introduced a powerful, new on-chip 

sensor architecture based on the serial arrangement of liquid-core ARROW analyte and 

filter sections. By decoupling the spectral filter segment from a dedicated analysis 

region, full advantage of the dynamic reconfiguration possibilities of the liquid filter 

channel can be taken. The dual-core chips were used to demonstrate highly efficient 

detection of single fluorescent nanoparticles aided by on-chip elimination of the 
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excitation signal. In addition to the core index tuning approach we demonstrated 

spectral tunability of the filter transmission using intrinsic bulk optical properties of the 

core liquid, with two different approaches: using selectively absorbing molecules 

(Sudan II) and pH dependent absorption (Universal Indicator). Combining this 

approach with the core index tuning, the simultaneous and independent control over 

two independent spectral absorption features was demonstrated for the first time. This 

could be exploited in multi-wavelength techniques such as FRET. For example, the 

device could be further expanded by adding filter sections on each side of the analyte 

channel. These filters could be independently tuned to transmit donor and acceptor 

signals, respectively, without the need for additional off-chip filtering. Incorporation 

of spectral filtering is another important step towards full optofluidic integration that 

includes additional back-end optical processing such as photodetector integration. 
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4 Signal to Noise Ratio (SNR) Enhancement by Multi-Spot Excitation 

The fluorescence detection of single bioparticles requires high sensitivity. As we have 

reached the ultimate limit of detecting individual bio-particles labeled by single or few 

fluorophores as is the case for antibody-labeled proteins or nucleic acid detection with 

molecular beacons, high sensitivity measurements are challenging, and required [141]. 

The recent advancements of new fluorophores, novel designs and more powerful 

instruments make fluorescence detection even more interesting by increasing the 

sensitivity reaching the single-molecule detection levels [142]. The main problems that 

could hamper high sensitivity fluorescence measurements are quenching and 

interference of the background noise. If the background noise is relatively high, then 

the detected signal may not be analyzed confidently. 

There are many different approaches to increase the signal-to-noise-ratio (SNR) of 

fluorescence detections. First of all, the quantum yield of fluorophores and the number 

of fluorophores on each target can be improved to create more signal. Higher excitation 

energy would also improve the emitted signal, but it is limited by the quenching and it 

also may increase the background noise. High power lasers and more sensitive 

detectors are also expensive, making the whole detection platform less implementable 

[142]. Additionally, increasing the detection efficiency [143], combining on-chip and 

off-chip spectral filters [44], implementing lock-in amplifiers [144], metal or plasmonic 

enhancement [145]–[148] and Surface-Enhanced-Raman-Scattering (SERS) [149], 

[150] have been successful methods to achieve higher SNR fluorescence detection. 
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Although these methods are very effective for increasing the sensitivity of the device, 

they either depend on complex instrumentation or complex experimental procedures.  

One of the most effective approach to improve the SNR in flow-based fluorescence 

detection, without adding expensive instruments or complex chemical procedures is 

using spatial modulation to create temporal coding of the fluorescence signal. SNR 

enhancement by spatial modulation has been successfully shown by using chopper 

wheels [151], integrated patterned masks [152]–[158] and arrayed waveguides [159], 

[160]. The SNR enhancement is achieved by correlating the spatially modulated signal 

with the known pattern that is created either in the excitation region or the collection 

region. For example, Lien et. al implemented an optofluidic detection platform, where 

each sample by passed eight equally-spaced sets of interrogation and collection 

waveguides, yielding eight detected signals. Using the known time delay between 

expected signals, cross-correlation was performed, yielding great improvement of the 

signal-to-noise ratio of the data. Microbead signals invisible to the eye were readily 

extracted with excellent clarity [159].  

Liquid-core antiresonant reflecting optical waveguide (LC-ARROW) platforms have 

shown an excellent performance for single molecule fluorescence detection, thus 

incorporating SNR enhancement with temporal coding onto these devices would 

further increase the sensitivity. LC-ARROW platforms are easily customizable and 

allow for integration of many different functionalities. Here, we took advantage of this 

benefit, and implemented multi-spot excitation by using Y-splitter waveguides in order 

to achieve SNR enhancement. Instead of creating multiple detection channels, we have 
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incorporated multi-spot excitation to create temporally encoded signals. As only the 

targets produce a time-dependent signal that reflects this multi-spot excitation pattern, 

detection can be enhanced by a simple signal processing step to drastically increase 

SNRs.  

In this chapter, we systematically investigate multi-spot based SNR enhancement on a 

LC-ARROW platform for single virus detection. First of all, the theory of signal 

processing algorithm for SNR enhancement is introduced. Then, the design and 

fabrication of the Y-splitter waveguides and their limitations are presented. Finally, 

three different Y-splitter waveguides creating N=2, 4, and 8 spots were fabricated and 

tested using fluorescently labeled beads and H1N1 viruses as analytes. A comparison 

of these devices elucidates the dependence of SNR enhancement on spot number. High 

SNR enhancement with different analysis methods is demonstrated and challenges to 

the method are analyzed. 

 

 Signal processing algorithm  

The SNR enhancement by spatial modulation method relies on the idea of correlation. 

The contrast between the random behavior of the noise and pre-defined signal response 

forms the basis of this enhancement. The modulation methods based on using pre-

defined masks cross-correlate the collected data with this defined pattern to eliminate 

the randomly generated noise [152], [155], [156]. In a similar manner, when a target 

molecule is excited multiple times as it moves along the excitation region, multiple 

fluorescence emissions generated at different times from the target are collected. It is 
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important to realize that all of these fluorescence signals are time-correlated. In our 

device, instead of a random pattern for cross-correlation, equal spatial distribution of 

the multiple excitation spots creates equal temporal distribution of the collected signals. 

Thus, the signal processing algorithm relies on this equal temporal distance between 

each signal.  

 

Fig. 4.1 Symbolic data showing the signal parameters with N=4. 

The signal processing algorithm that is used to increase the SNR of the particle 

fluorescence by correlating these temporally encoded signals is as follows: [159] 
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where ΔT is the time difference between any two of the N signals coming from each 

excitation spot. Signals that are correlated by ΔT are enhanced while the random noise, 

which is not correlated, is filtered out efficiently. The noise background is characterized 

by its mean value μ and standard deviation σ. SNR is defined as the ratio of P, the 
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average peak value of the particle's signal to the standard deviation of the background 

signal [161]. (see Fig. 4.1) 

The SNR of the original data before processing is then defined as: 
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Since the noise is random, mean value and standard deviation for products of the data 

should be treated as the products of multiple independent random variables, defined as 

[162]: 
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Combining equations (4.1) and (4.3), the standard deviation after the signal processing 

can be derived as follows: 
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The standard deviation and the mean of the shifted data stay the same, since it is only 

a temporal shift: 
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Combining equations (4.4) and (4.5), the standard deviation of the data after the signal 

processing becomes; 

 2 2 2( ) ( )  N N

S     
(4.6) 

The average peak value of the particle signal is enhanced by N times after the signal 

processing algorithm: 

 N

SP P  (4.7) 

It is important to note that this is an approximation with the assumption of all peaks 

having the equal peak intensity, with equal temporal spacing. The variation in the 

peak intensities decreases this value which will be discussed later. 

The dependence of SNR enhancement on original mean and noise values is derived by 

combining equations (4.2), (4.6) and (4.7) to yield: 
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This formula reveals the dependence of the SNR change on the properties of the original 

signal and the spot number. Note that if the original signal P is higher and σ and μ 

values are lower, i.e. high SNRO, better SNR enhancement can be achieved. It is also 

clear that the method works best for large N. However, an SNR enhancement can still 

be achieved for higher of σ and μ values.  

In order to understand the true power of SNR enhancement based on this algorithm, a 

detailed analysis of this equation has been done. The calculation of SNR enhancement 

based on the equation (4.8) is done, assuming hypothetical original data trace values 

where P=5 and N=8. Fig. 4.2a shows the SNR enhancement for different values of σ 
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and μ of the original data. The logarithmic scale data shows that the SNR enhancement 

is highest (~1010) when σ and μ are lowest. However, the true power of this algorithm 

can be seen when the noise levels are higher. For example, for an original data with 

σ=3 and μ=3 where the SNRO is very low with P=5, after the signal processing SNR 

can be enhanced by ~2.3 times. (see Fig. 4.3) This allows us not only to increase the 

SNR but also recover the particles that are buried in the noise in the original data. Even 

though this algorithm is very powerful, there are still some limitations to it. When the 

noise levels get very high, the recovery or SNR enhancement may not be achieved. Fig. 

4.2b shows the boundary for initial σ and μ values to be able to achieve SNR 

enhancement. With σ and μ values in the yellow region, SNR enhancement can be 

achieved, however for higher values of σ and μ, SNR enhancement cannot be achieved, 

which is denoted by the green region.  

 

Fig. 4.2(a) Theoretical analysis of SNR enhancement varying the noise and mean 

values for P=5 and N=8. Color bar shows the SNR enhancement in a logarithmic 

scale. (b) Theoretical analysis of the limits of the SNR enhancement. The yellow 

region shows the values at which the SNR enhancement is above one, and the green 

region represents values at which the SNR enhancement is below one. 
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Furthermore, SNR enhancement is simulated with randomly created noise (σ=3 and 

μ=3) and a signal (P=5). Fig. 4.3 shows the intermediate steps during of the SNR 

recovery algorithm with different number of shifts (N-1). In Fig. 4.3a, it is clear that 

the original data (red) is buried in the noise (blue) with an SNR=1.7, where the signal 

technically cannot be detected. However, as we shift and multiply the data multiple (N-

1) times, the noise suppression and the enhancement in the signal level can be observed. 

Fig. 4.3d shows the signal and noise levels after applying the algorithm for N=8, shift 

and multiply the signal 7 times. This also clearly shows that higher SNR enhancement 

and better signal recovery can be achieved with higher N. It is important to note that, 

the red curve is a representation of a peak signal, and (4.7) is applied on the simulated 

data to show the theoretical peak value. 
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Fig. 4.3 Simulated data for SNR enhancement depicting signal (red) and noise (blue) 

levels for different N values. (a) Original data. (b) SNR enhancement with N=2 (c) 

N=4 (d) N=8 

Fig. 4.4a shows how SNR Enhancement increases with the number of peaks (N). The 

data is obtained by creating random noise as seen in Fig. 4.3, and calculating the SNR 

for each N. The noise and signal values are taken as (σ=3 and μ=3) and P=5. The blue 

dots are the simulated data points where the red line is an exponential fit. Fig. 4.4b 

demonstrates how cut-off for SNR enhancement changes for different N values as 

explained in Fig. 4.2b. It’s clear that SNR enhancement can be achieved for higher 

noise values, if N is higher. This also helps to optimize the N for the actual device, as 

the increasing the N further than 8 does not dramatically improve the cut-off for SNR 

enhancement.  

 

Fig. 4.4 (a) SNR Enhancement dependence on number of peaks (N). Blue dots 

represent the simulated data and the red line is an exponential fit. (b) SNR 

enhancement cut-off dependence on N. 
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In Fig. 4.4a, it is also important to note that the simulated SNR enhancement (~7.2) is 

higher than the calculated value (~2.3). This is due to the background noise which 

contains occasional time points with zero value, which further increases the SNR 

enhancement. A single zero value is sufficient to render the entire product equation 

(4.1) to zero. Given a probability p0 of finding a zero in the original signal F(t), the 

probability of S(t)=0 is easily shown to be: 

 
0 01 (1 )    N

Sp p  (4.9) 

Fig. 4.5 shows the probability of finding zero for N-1 multiplications, for different 

initial p0 values (i.e. y-intercepts), from 0.1 to 0.9. Consequently, the SNR enhancement 

further increases and can reach extremely large values. 

 

Fig. 4.5 The probability of finding a zero for N-1 multiplications, for different initial 

p0 values (i.e. y-intercepts), from 0.1 to 0.9. 

 Multi-spot excitation based on Y-splitters 

Y-splitter waveguides are very suitable for multi-spot excitation as they have no 

spectral dependence, create high quality excitation profiles, and are ideal for 

systematically varying the number of excitation spots. The new optofluidic analysis 
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chip with Y-splitters is based on LC-ARROW devices which can be filled with low-

index fluids, and used for fluorescence detection. These liquid-core waveguides are 

combined with solid-core waveguides for orthogonal fluorescence excitation and 

collection with high coupling efficiency. Y-splitters are introduced to the LC-ARROW 

platform replacing single solid-core excitation waveguide, to create multiple excitation 

spots at the liquid core-solid core intersection. (see Fig. 4.6) This way, signal 

processing algorithm presented in the previous section can be applied to the collected 

fluorescence signal to achieve high SNR enhancement. Since ARROW platform is very 

easy to customize, the introduction of Y-splitters into the optofluidic detection platform 

is very straightforward. However, the design of the Y-splitters requires comprehensive 

optimization to achieve smaller devices with low-loss, due to the losses caused by the 

curves.  

 

Fig. 4.6 Schematic of Y-splitter ARROW waveguide platform for N=8. 
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4.2.1 Y-Splitter design and optimization 

In order for the SNR enhancement algorithm to work with better enhancement, there 

are few different parameters to consider for the excitation pattern. First of all, the 

spacing between the excitation spots, Δx, should be the same, as the correlation 

algorithm depends on this. Secondly, high peak-to-valley ratio of the excitation pattern 

should be achieved, by creating higher intensity peak values while keeping the areas in 

between the excitation spots minimized. In addition to this, the SNR algorithm works 

better if the excitation spots have a narrow bandwidth, by eliminating the enhancement 

at different time stamps. Another important requirement is to have minimum variation 

among the peak values of the excitation intensity, requiring fairly equal splitting of the 

input power into the multiple excitation spots. All of these parameters should be 

considered while designing the Y-splitter waveguides.  

First of all, equal spacing of the multiple excitation spots should be achieved. Since Y-

splitter waveguides are physically separated, this is easily achieved by creating the 

waveguides equally spaced from each other. In order to create more distinct separation 

between the peaks, while not creating wider bends for the Y-splitter waveguide curves, 

Δx is taken as 25µm. As the particle passes through these excitation spots, the equal 

spatial separation creates equal temporal separation in the collected fluorescence signal.  

The most challenging optimization problem was to create high peak to valley ratio for 

the excitation patterns. This is a very important parameter as this ratio directly 

translates to the SNRO value in the collected fluorescence signal. In order for the 

algorithm to work better, this value should be maximized, as it was discussed in the 
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previous section. First of all, the intensity of each spot should be maximized, which 

means the overall loss of the waveguide should be minimized. The main trade-off of 

minimizing the loss is between the Y-splitter waveguide curvature and the device 

length. If the Y-splitter waveguides have a higher angle of curvature, then the losses 

introduced by the curves are going to be dominating [163]. If the Y-splitter waveguides 

have lower angle of curvature, it will increase the length of the Y-splitter waveguides 

and the whole device, causing more propagation loss. This trade-off is analyzed by 

using a beam propagation software (FimmWAVE, Photon Design), and optimum 

angles for each of the splits are found. The fundamental mode was launched into the 

Y-junction and the output power from the two ends of the Y-junction were simulated 

as a function of Y-junction fan-out angle, 𝜃. One important finding was that the fan-

out angle of each splitter should be kept below 2°. Fig. 4.7b shows the dependence of 

the total transmission in S-shaped 1×2 splitter on the fan-out angle (θ) of the splitter, 

for Δx=25µm, and waveguide width (w)=4 µm, while varying the length of the device 

at λ=633nm. While keeping the angle below 2° ensured the high transmission from the 

curvature of the Y-splitter waveguides, at lower angles, the device size gets bigger and 

the propagation losses start to dominate. Taking both losses into account, the maximum 

total transmission is achieved for the fan-out angle values of 1.3-1.8°. This ensured 

maximum transmission for each Y-junction, increasing the excitation intensity for each 

spot. Another important part of the Y-splitter design is the shape of the bends. S-shaped 

Y-splitter waveguides create smoother bends, reducing the losses at the bending 
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regions. [163] The design of the Y-splitter taper is made based on a sine function, 

resulting in higher transmissions compared to the linear tapered Y-junctions.  

 

Fig. 4.7 (a) Schematic of a 1×2 Y-splitter with an S-shaped taper. (b) Dependence of 

the total transmission in 1×2 Y-splitter waveguide on the fan-out angle of the Y-

junction, for Δx=25µm, and w=4 µm. 

Even though the Y-splitter waveguides are physically separated from each other, there 

are still some spurious peaks observed in between the excitation spots. This is mainly 

due to the scattered light coming from the Y-splitter waveguides and increases the 

background and noise in the actual signal. However, compared to the other methods 

such as MMIs, which will be discussed in the next chapter, Y-splitter waveguides create 

very low valley intensity. This is one of the main advantages of using Y-splitters for 

SNR enhancement. 

In order to achieve maximum intensity in each excitation spot, the distribution of the 

total power should be equal. This is achieved by a careful design of the Y-splitter 

waveguides, preventing the unequal splitting of the power. According to the V-number, 

2 2

1 2V w n n



  , when the waveguide width (w) increases, the waveguide can 
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support multiple modes [164]. When these multiple modes interfere with each other, 

they create beating waveguide mode. (see Fig. 4.8a) When the waveguide starts to split 

into two separate arms, depending on where the mode center is, unequal split occurs. 

(see Fig. 4.8b) This creates unequal distribution of the total power at the output 

waveguides. (see Fig. 4.8c-d)  

 

Fig. 4.8 Simulations of Y-splitters for a wider waveguide (here: w=6µm) supporting 

multiple lateral modes. (a) Beating of the waveguide mode (b) Unequal splitting of 

the power when there is asymmetrical mode at the intersection. (c) 1×8 Y-splitter 

waveguide showing the unequal distribution of the total power, due to the beating 

modes. (d) The output intensity profile of the 1×8 Y-splitter device in (c).  
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In order to prevent unequal distribution caused by asymmetrical mode profile, the 

waveguide width is picked as w=4µ, to achieve single-mode guiding. Fig. 4.9 shows 

the simulations demonstrating how balanced distribution is achieved by creating single-

mode waveguides.  

 

Fig. 4.9 Simulations of Y-splitters for a narrow single-mode waveguide (here: 

w=4µm). (a) Single mode propagation. (b) Balanced splitting of the power. (c) 1×8 

Y-splitter waveguide showing a more balanced distribution of the total power. (d) 

The output intensity profile of the 1×8 Y-splitter device in (c).  
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Another advantage of using Y-splitter waveguides is the narrow full width half 

maximum (FWHM) of the excitation spots. This is another important parameter to 

increase the SNR enhancement in the device, by allowing better suppression of the 

background. If the FWHM of the excitation spot is wider, the noise that is multiplied 

with the higher value at the sides of the peak does not get suppressed. This also creates 

higher values in the multiplied data for different ΔT values, creating deviations while 

determining ΔT values.  

Taking all of these parameters and simulations into account, three different Y-splitter 

waveguides creating N=2, 4 and 8 spots were designed. The width of the waveguide is 

set to w=4µm to ensure single-mode guiding. The fan-out angle of each splitter is kept 

below 2°, while the total lengths of the Y-splitter waveguide sections are kept below 

6mm. Specifically, the Table 4.1 shows the design angles for the three separate designs, 

where N=2, 4, and 8. The difference between each spot is kept at 25μm in order to 

create distinct spot patterns. 

 1×2 1×4 1×8 

1st Split 1.43o 1.727o 1.727o 

2nd Split - 1.400o 1.727o 

3rd Split - - 1.400o 

 

Table 4.1 The design angles for the three separate Y-splitter waveguide designs, 

where N=2, 4, and 8. 
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Y-splitter devices were created using an optimized fabrication procedure discussed in 

Chapter 2. They have a single-over coating (SOC) and self-aligning pedestal (SAP) 

shown in Fig. 2.5c. Dielectric layers, SiO2 (refractive index n=1.47) and Ta2O5 

(n=2.107), with the thicknesses of 265/102/265/102/265/102 nm starting with SiO2 in 

order of deposition, were deposited on Si wafers. A hollow channel, with the 

dimensions of 5.5 μm × 12 μm was defined lithographically using SU-8. A 6μm thick 

SiO2 layer was deposited in order to create the solid core layers including Y-splitters 

and the top sides of the liquid core channel. The SU-8 was then removed using a 

mixture of H2O2 and sulfuric acid, creating the hollow-core waveguide [165]. The 

details of the fabrication procedure can be found in Appendix E.2. 

The spot patterns created by the Y-splitting devices were characterized by filling the 

liquid-core channel with quantum dots (Crystalplex) and introducing 633nm laser light 

into a single waveguide at the edge of the chip. The emitted light from quantum dots is 

imaged using a custom compound microscope. (see Appendix A.2 for details.) Fig. 

4.10 shows the emission collected from the quantum dots at the excitation spots in the 

liquid-core waveguide, for all 3 designs. The plots are the excitation profiles obtained 

from the images on the top. It is clear that the Y-splitter waveguides created multiple, 

equally separated spots for all three designs. Table 4.2 shows more detailed analysis 

for the excitation patterns, showing the important characteristics of the spots. This 

analysis confirms the equal spacing between the spots (Δx≈25µm), with a very low 

deviation. It also shows the high peak (P) to valley (V) ratio for excitation spots, with 

a slight deviation in the peak values. Since there is very little scattering between the 
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output waveguides, the Y-splitters have a 4 times larger peak to valley ratio in the 

excitation region (~13), compared to MMIs (~4), which will be discussed in the 

Chapter 5. 

 

Fig. 4.10 The characterization of the excitation patterns for all three designs by using 

quantum dot solution in the liquid-core waveguide. The top images are the actual 

images taken from top, and the plots show the excitation patterns obtained from the 

actual images. (a)1×2 Y-splitter (b) 1×4 Y-splitter (c) 1×8 Y-splitter 

N Average 

Δx 

σ (Δx) Average P σ (P) Average 

V 

σ (V) 

2 25.45 N/A 153 10 11.5 1.75 

4 24.93 0.92 106 26.3 4.75 1.18 

8 24.88 0.99 126 31.7 10.9 3.05 

 

Table 4.2 Analysis on the excitation patterns shown in Fig. 4.10. Average and 

standard deviation values are shown for spot spacing (Δx), peak (P) and valley (V) 

values. 
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Fig. 4.11a shows the SEM image of the fabricated Y-splitter ARROW platform, 

showing the Y-splitter waveguides and liquid-core waveguide interface creating 

multiple excitation spots. Fig. 4.11b shows the experiment setup used for optical 

particle detection with multi-spot excitation. A 633nm HeNe laser is coupled into a 

single-mode fiber, which then butt-coupled into the Y-splitter section of the chip. The 

fluorescence signals emitted by the fluorescent particles or labeled viruses are collected 

orthogonal to the excitation through the liquid- and solid-core waveguides. An 

avalanche photo diode (Excelitas) is used to detect the fluorescence signal after 

removing the 633nm excitation wavelength with a band pass filter. The details of the 

setup can be found in Chapter 2, also in Appendix A.1.  

 

Fig. 4.11 (a) SEM image of the multiple excitation spots created by 1×8 Y-splitter 

waveguides. (b) Experiment setup used for particle detection. 

4.2.2 Y-Splitter characterization with beads 

In addition to the characterization of the multiple excitation spots done by using 

quantum dot solution and top imaging, the quality and the SNR enhancement properties 
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of the device is characterized by detecting fluorescent polystyrene microspheres. 

Fluorescent particles with a diameter of 0.2µm (Invitrogen Crimson Fluospheres 

625/645) were introduced to the liquid-core analyte channel via inlet reservoir with a 

concentration of ~107 per mL, i.e. 0.1 particles per excitation volume. The 

concentration is kept low enough to avoid multiple particles in the excitation area at 

the same time. A HeNe (λ=633nm) laser was used to excite the fluorescent particles 

and a negative pressure is applied to a second reservoir to induce particle flow, and pull 

the particles through the channel and past the excitation area. As the particles travel 

down the liquid core, each particle passes these multiple optical excitation spots, which 

creates signals whose peaks are correlated in time and space. These signals are 

collected and detected, resulting in N sequential temporally encoded individual 

fluorescence peaks. Fig. 4.12a shows the particle trace of the raw data, F(t), directly 

obtained by the detector, collected from the ARROW platform with 1×8 Y-splitter 

waveguides. Fig. 4.12b shows F(t) for an individual particle detected in the same trace, 

showing the N=8 fluorescence peaks that is the result of an exposure to the multiple 

excitation spots. This clearly shows how the spatial encoding of the excitation pattern 

is translated into temporal encoding in the detected signal. Fig. 4.12c shows the 

individual particle signal collected from other devices with N=4 and N=2, showing the 

corresponding number of peaks in the detected fluorescence signal.  
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Fig. 4.12 (a) Particle trace of the raw data, F(t) (b) F(t) for an individual particle 

showing the N=8 fluorescence peaks from the data trace in (a). (c) F(t) for an 

individual particle from separate experiments showing the N=4 and 2 fluorescence 

peaks. 

The raw data trace F(t) shown in Fig. 4.12a, shows P=17 counts per 0.1ms binning time 

per particle on average, with σ=1.2 and µ=0.57 counts/0.1ms, leading to average 

particle signal to noise ratio of SNRO=29.8. The peak intensities vary between particles 

due to the variation in dye amounts per particle, location in the channel, and speed in 

the excitation area which will be discussed later in this section. In order to show the 

enhancement by the algorithm in (4.1), the correct temporal spacing ΔT should be 

determined. A very effective method to find the average ΔT value is doing the 

autocorrelation analysis on the original signal. Fig. 4.13a shows the autocorrelation 
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curve for the single particle in Fig. 4.12b, which exhibits peaks at multiples of ΔT; here 

0.8 ms. The autocorrelation of the complete signal F(t) allows us to determine the 

average ΔT value which is used to run the signal processing algorithm. Fig. 4.13b shows 

the S(t) for the particle seen in Fig. 4.12b, after the signal processing algorithm is 

applied. For this experiment, we achieved an infinite SNR enhancement, due to the 

background noise reaching to zero, which is due to the zero points in the original signal. 

As explained with the equation (4.9), a single zero renders the entire product equation 

to zero, leading to further suppression of the background noise. When there are enough 

zeros, as in this case, the entire background noise can reach to zero, leading to infinite 

SNR enhancement, during the finite observation time. This phenomenon is more likely 

to happen if there are more number of multiplications (N), as shown in Fig. 4.5. 

 

Fig. 4.13 (a) Autocorrelation curve for the single particle in Fig. 4.12b, which exhibits 

peaks at multiples of ΔT=0.8ms. (b) S(t) for the particle shown in Fig. 4.12b, after the 

signal processing algorithm is applied. 

Moreover, in order to demonstrate the SNR enhancement limits for the three designs 

with N=2,4, and 8, the characterization with lower SNRO should be carried out. In order 

to decrease the SNRO, background noise is added by introducing white light in the 
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detection environment. Fig. 4.14a shows the raw data trace collected from the ARROW 

platform with N=8 Y-splitter waveguides, with P=16 counts per 0.1ms binning time 

per particle on average, with σ=1.66 and µ=2.27 counts/0.1ms.  After the signal 

processing algorithm is applied, we achieved an SNR enhancement of 104, where the 

S(t) can be seen in Fig. 4.14b. It is important to note that few peaks with higher 

intensities could not be fit into the plot in order to show the smaller peaks that are 

enhanced. The contrast between the two figures shows the effectiveness of this method, 

by demonstrating the enhancement visually as well. 

 

Fig. 4.14 (a) Original data trace collected from the ARROW platform with N=8 with 

added noise.    (b) Data trace S(t), after the SNR enhancement algorithm is applied. 

In order to show the effect of N, experiments with white light noise were carried out 

for N=2 and N=4 devices as well. The same analytes are introduced, and the particles 

are detected under identical experimental conditions. The excitation power of the laser 

was adjusted to get similar average signal value P for the three experiments.  

Table 4.3 shows the initial signal and noise values for all three experiments, and the 

SNR enhancement. The experimentally achieved SNR enhancement demonstrates a 

good match with theoretical calculations done based on the initial noise values, 
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although they have slightly lower values than the theory due to the imperfections in the 

spot patterns. Fig. 4.15 shows how the SNR enhancement increases exponentially with 

the number of spots (N) in these three experiments (symbols), providing a good match 

between the calculation (line) based on average μ and σ values. Due to the different 

properties of each individual chip, there is a slight variation in the noise (), mean () 

and the average peak (P) values of the experiments, which results in the difference from 

the theoretical curves. It is evident that using 1×8 Y-splitters creates much higher SNR 

enhancement compared to 1×4 and 1×2 Y-splitters. 

N μ 

(initial mean) 

σ 

(initial 

standard 

deviation) 

SNR Enh. 

(Experiment) 

SNR Enh. 

(Theory) 

8 2.27 1.66 104 1.15×105 

4 1.35 1.16 327 550 

2 3.57 1.9 1.08 3.7 

 

Table 4.3 The initial noise values, and the SNR enhancement for N=2,4 and 8 with 

added noise. The theoretical SNR enhancement based on the initial noise values is 

also shown for comparison. 
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Fig. 4.15 SNR enhancement exponential dependence the number of spots (N) in these 

three experiments (symbols), providing a good match between the calculation (line) 

based on average μ and σ values 

One of the main challenges of this process is caused by the variation of particle speeds 

when they move along the channel. This causes a variation in the ΔT value, making the 

algorithm less efficient. For this reason, it is important to make sure the particles are 

moving with a uniform speed. Increasing the velocity of the particles decreases the 

variation coming from the Brownian motion. However, at very high speeds, the 

fluorescence emission would decrease, causing the particle signal to be weaker. The 

velocity of the particles is also limited due to the flow characteristics of the liquid-core 

channel. Even if the particles move fast enough to overcome the variation due to the 

Brownian motion, there is still a variation in velocities depending on where the particle 

is located in the channel due to the Hagen–Poiseuille flow profile. This limits the 

efficiency of the algorithm [166]. (See Section 5.5 for more details.) 
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4.2.3 SNR Enhancement for single virus detection 

In order to show the capacity and versatility of this device, it is crucial to demonstrate 

the high sensitivity detection and SNR enhancement by using real bio-particles. For this 

purpose, H1N1 Human Influenza virus is fluorescently labeled and the experiments are 

carried out in a similar manner as in the previous section. The fluorescence detection 

experiments are run on three different Y-splitter waveguide devices with N=2, 4 and 8 

spots to show the advantage of the multiple-spot excitation with higher N.  

Biological analyte is prepared by taking purified, inactivated H1N1 Human Influenza 

A/PR/8/34 Virus (Advanced Biotechnology Inc.) and labeling with Dylight 633 NHS 

ester-activated dye according to manufacturer specifications (Thermo Scientific). 

Unbound dye was removed by column chromatography using a PD MiniTrap G-25 

column and 1 × PBS elution buffer (GE Healthcare Life Sciences), and efficient 

labeling was verified by TIRF microscopy. (see Appendix D for details.) 

First of all, the 1×8 Y-splitter device is used to show the high SNR enhancement of the 

method, proving this platform to be highly sensitive for bio-particle detection. The 

labeled H1N1 viruses were introduced to the inlet reservoir with a concentration of 107 

per mL, i.e. 0.1 particles per excitation volume. Negative pressure was applied on the 

outlet in order to pull the particles through the channel and past the excitation area. 

Because viruses are exposed to 8 different excitation spots, they emit fluorescence 

signal in these multiple spots. This creates an 8-peak pattern per virus in the detected 

fluorescence signal. The particle trace of the raw data, directly obtained by the detector, 

can be seen in Fig. 4.16a, demonstrating that single viruses can be detected in flow on 
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this chip. F(t) shows P=30 counts per 0.1ms binning time per particle on average, with 

σ=2.2 and µ=4.2 counts/0.1ms, leading to average particle signal to noise ratio of 

SNR0=13. Fig. 4.16b shows F(t) for one of the detected viruses revealing 8 clear peaks, 

separated by ΔT. Fig. 4.16c demonstrates the autocorrelation curve for the single 

particle in 2b, which exhibits peaks at multiples of ΔT; here 0.8 ms. The autocorrelation 

of the complete signal F(t) allows us to determine the average ΔT value which is used 

to run the signal processing algorithm (4.1). Fig. 4.16d shows the processed S(t) for the 

particle seen in Fig. 4.16b. On average, we achieve an SNR enhancement of 5x104 over 

the course of this experiment.  

 

Fig. 4.16 (a) Red-dye labeled H1N1 virus detected by APD. (b) Single virus 

fluorescence signal demonstrating 8 clear peaks. (c) Autocorrelation curve of the 

single peak in 2(b), showing that the ΔT is around 0.8 ms. (d) Virus signal from 2(b) 

after signal processing for N=8. 
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On the other hand, the zero points of the original data affect the SNR enhancement as 

well. The initial probability of finding a zero, p0 for this experiment is 0.019, the ratio 

of the number of bins with zero counts to total number of bins in the background data. 

Fig. 4.17 shows the probability of finding a zero in S(t) according to (9) as a function 

of spot number for this experiment. For the present sample, N=8, and pS=0 becomes 

0.14, in excellent match with the theory (line).  

 

Fig. 4.17 Probability of finding zero values in noise for N multiplication. The marked 

spot shows where above experiment corresponds, with the probability of 0.14.   

High variation of the T values decreases the performance of the algorithm, since it is 

the key part of the algorithm to use the correct value for the time shift. It is important 

to observe the statistical distribution of this variation which is directly related to the 

particle velocities. Computing the autocorrelation on all individual virus signals allows 

us to determine the statistical distribution of T and thus the particle velocities. Fig. 

4.18 shows the histogram for the velocities of the detected particles, showing a relative 
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wide variation due to fluctuations in applied pressure and different locations within the 

Hagen-Poiseuille flow profile of the rectangular channel. 

 

Fig. 4.18 Histogram of the particle velocities showing the variation due to the 

position of the virus in the channel. 

More detailed analysis can be shown on Fig. 4.19a, demonstrating the theoretical 

calculation on how the properties of the background affect the SNR enhancement as 

discussed in the first section and where this particular experiment corresponds on them. 

In this curve, the variations in SNRS / SNRO according to (4.8) are depicted by varying 

the  and , and taking the signal average value (P=30) from the experiment. The 

marked spot represents the experimental () values. An SNR enhancement of 2×105 

is predicted, which is slightly higher than the experimental result due to variation in 

peak signal values for each detected particle and the ΔT variation coming from the 

different particle velocities. Fig. 4.19b shows the limits of the SNR enhancement, for 
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this experiment. The light region indicates where the SNR enhancement is above 1, and 

the dark region is below 1. The marked spot shows the value for our experiment. 

 

Fig. 4.19 (a) Theoretical analysis of SNR enhancement varying the noise and mean 

values using the signal average from the experiment. The marked spot corresponds to 

the experimental values of  and  with an SNR enhancement is 2×105. (b) 

Theoretical analysis of the limits of the SNR enhancement. The light region shows the 

values at which the SNR enhancement is above one, and the dark region represents 

values at which the SNR enhancement is below one. The marked spot is the 

experimental values of  and 

We have also shown the dependence of the SNR enhancement on the number of spots, 

by detecting fluorescently labeled viruses. The same analytes, labeled H1N1 viruses, 

are introduced to all three devices, with the concentration of 107 per mL.  Viruses were 

then detected under identical experimental conditions. The excitation power of the laser 

was adjusted to get the similar average signal value P for the three experiments. The 

SNR parameters of these three experiments are shown in the Table 4.4. The 

experimentally achieved SNR enhancement demonstrates a good match with theoretical 

calculations. Fig. 4.20 shows how the SNR enhancement increases exponentially with 
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the number of spots (N) in these three experiments (symbols), providing a good match 

between the calculation (line) based on average μ and σ values. It is evident that using 

1×8 Y-splitters creates much higher SNR enhancement compared to 1×4 and 1×2 Y-

splitters for fluorescently labeled viruses as well. The 1x8 Y-splitter is also optimal for 

ARROW device dimensions because increasing the number of spots further would 

make the chip larger, and hence, the propagation loss higher. However, this problem 

can be addressed by replacing the Y-splitters with MMIs which makes it possible to 

get higher number of spots with significantly smaller dimensions. 

N μ 
[cnts/0.1ms] 

σ 
[cnts/0.1ms] 

P 

[cnts/0.1ms] 

SNRO SNR Enh. 
(Experiment) 

SNR 

Enh. 
(Theory) 

8 4.22 2.2 30 13.6 52,794 198,000 

4 5.84 2.47 37 15 62 111 

2 4.49 2.17 43 19.8 4.72 6.4 

 

Table 4.4 Table showing the noise, mean, and SNR values of the original data and the 

enhancement values after the signal processing. 
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Fig. 4.20 Dependence of SNR on the number of excitation spots (N). Good match 

between the experiments (symbols), and calculations (lines) based on the μ and σ 

values of each experiment. 

In conclusion, we have demonstrated large SNR enhancement for single virus detection 

on LC-ARROW chips that use Y-splitter waveguides to create temporally encoded 

fluorescence signals. First, the derivation and the theoretical analysis of the signal 

processing algorithm was introduced. The design and optimization of Y-splitter 

waveguides were presented and the challenges of the method were discussed. Y-splitter 

waveguides were successfully integrated to a LC-ARROW fluorescence spectroscopy 

platform, by creating multiple excitation spots at the detection area. Three different Y-

splitter waveguides creating N=2, 4 and 8 spots were fabricated, characterized and 

tested using polystyrene beads and fluorescently labeled viruses as analytes. The 

temporally encoded fluorescence signal from single polystyrene beads and single 

H1N1 viruses were successfully collected and processed with a signal processing 
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algorithm. For virus experiments, 50,000 fold SNR enhancement was achieved in good 

agreement with theoretical analysis. The effect of number of spots in the signal 

enhancement process has been analyzed. It was shown that, with higher number of 

excitation spots, the SNR enhancement increases exponentially. Thus, the LC-ARROW 

platform with integrated Y-splitter solid-core waveguide array provides the best 

performance if maximizing the signal-to-noise ratio is critical. MMI-based multi-spot 

excitation is an alternative when using multiple wavelengths or minimizing chip 

dimensions is the goal.  
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5 Multiplexed Bioparticle Detection based on Multi-Mode Interference (MMI) 

Early diagnosis and treatment have an important role in preventing the development of 

long-term complications and transmission of infectious agents [74]. Developing rapid 

diagnostics systems is crucial; however, it is a challenge to accurately diagnose 

infectious diseases due to their similar early symptoms, and low natural concentration 

levels of the pathogens [167]. Simultaneous detection of multiple pathogens and 

samples (multiplexing) is one of the key requirements for diagnostic tests in order to 

enable fast, accurate and differentiated diagnoses. In addition, a suitable multiplexing 

principle needs to be compatible with other desirable test features such as high 

sensitivity, low complexity, and high speed. A standard influenza test, for example, 

simultaneously screens for 8 pathogen types, enabling differential diagnosis of diseases 

with similar early symptoms [92]. For many types of cancers, it will not be sufficient 

to study a single protein marker, but rather a suite of markers that allow one to diagnose 

and follow the disease as a function of treatment [168].  

Recently, many different biosensors have been developed to provide multiplexed 

sensing system for a large number of molecular species from a single solution with a 

small amount of sample. The current multiplexing detection methods for nucleic acids 

and proteins utilize mainly two different approaches, chip based (planar arrays) and 

particle based (suspended), both of which have application-specific advantages [169]. 

Planar arrays, such as DNA and protein microarrays, are best for applications requiring 

ultra-high-density analysis. Microarray immunoassays have been a successful 

multiplexing method where a large number of different probes for proteins or nucleic 
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acids are immobilized on a planar solid support that the identities of the probes are 

labeled as a specific positional address on the planar array [170]–[174]. On the other 

hand, particle based approach are more advantageous to use detecting a modest number 

of targets over large populations, by providing higher sample throughput, ease of assay 

modification and better quality control [169]. They allow for various different 

approaches for encoding, such as: spectrometric, electrochemical, magnetic, graphical 

and physical (size-based) [175]. Graphical encoding involves creating probes with 

functionalized areas in order to create visual pattern to identify the target molecules. 

The most common examples are test strips [176]–[178] and, bio-barcodes [168], [169], 

[179]–[182].  Multiplexing techniques based on electrochemical processes depend on 

the voltammetric signature of the probe with distinct electrical hybridization signals for 

the corresponding nucleic acid targets [183]–[186]. Magnetic methods utilize the 

distinct magnetic resonances of different magnetic nano-particles to distinguish among 

the target nucleic acids [187], [188]. 

One of the most common methods that is used for multiplexed biosensors is to use the 

distinct spectroscopic responses of the probes. In order to distinguish between the 

spectral responses, use of multiple different spectral channels that are dedicated to 

different target molecules is necessary. The ability to overlay multiple electromagnetic 

waves in the same physical space by virtue of linear superposition is arguably at the 

root of modern communication as we know it. Originally implemented in the radio 

frequency regime, this wavelength division multiplexing (WDM) principle was 

transferred to optical wavelengths in the visible and near infrared range which can be 
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carried by a single, low-loss silica fiber [189]. Here, the WDM principle from data 

communications is transferred into a different realm, that of chip-based biomedical 

analysis where multiple colors are superimposed to create multiplexed biosensors. 

Utilizing multiple channels within a single detection scheme allows for more compact 

devices with a simpler detection interface. This principle is used to create various 

multiplexing approaches using different optical components and their properties. 

Raman spectroscopy utilizes multiple nanoparticles as probes to distinguish multiple 

target molecules with multiple spectral channels [190], [191]. A similar idea of using 

multiple spectral channels was also adapted to refractometric sensors which spectrally 

respond to the refractive index change at the surface of the device. This approach is 

useful for implementing label-free detection. Multiplexed surface plasmon resonance 

sensors use different areas of sensing surface or different geometries to create different 

spectral channels [192]–[198]. Ring resonator arrays are also powerful multiplexing 

platforms, where the multiple spectral channels are created by using different sizes of 

ring resonators [199]–[201]. However, the main challenge of these platforms are the 

low efficiency of fluidic delivery to the device.  

Fluorescence spectroscopy has been a very efficient method to implement multiple 

color detection of bio-molecules. Fluorescent dyes are commonly used to tag the target 

molecules. However, due to their overlapping spectra, they are limited to form only a 

few number of spectral channels. Quantum dots address this problem to some extent 

by allowing for fine tuning of the spectral response by simply adjusting the size [202], 
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[202]–[205]. This method still suffers from the need for spectral filters, and they depend 

on the successful de-multiplexing of the multiple channels based on the wavelength. 

To address these problems, we implemented WDM on an optofluidic platform for on-

chip analysis of bio-molecules. In place of silica fiber as the physical carrier, we created 

a single waveguide structure that combines multiple spectral channels for fluorescence 

excitation of biological targets. Instead of temporally modulating each channel to 

transport information, we use this waveguide to produce wavelength-dependent spatial 

patterns in an intersecting fluidic channel. The spatial encoding of spectral information 

then allows for direct identification of multiple labeled targets with extremely high 

sensitivity and fidelity without the need for a spectral de-multiplexing. The idea of 

transferring the spectral encoding into spatial or time encoding has been implemented 

on different platforms [155], [206]. This allows the spectral information to be obtained 

directly from the collected signal, based on the spatially encoded pattern.  

We achieved spectral multiplexing on an optofluidic ARROW platform by using multi-

mode interference (MMI) waveguides to create wavelength-dependent multiple 

excitation spots. Optofluidic devices based on MMI waveguides have been 

implemented for fluorescence detection, however they were only used for splitting 

purposes. Here, for the first time, we designed, characterized and implemented a novel 

optofluidic platform based on MMI waveguides for multiplexed fluorescence 

spectroscopy, by taking advantage of spectral and spatial capabilities of MMI devices.  

In this section, we first discuss the theory and the design of MMI waveguides, and 

integration on the ARROW optofluidic detection platform. Then, the characterization 
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procedures and important parameters for device qualities are discussed. Signal-to-noise 

ratio improvement on these platforms is shown by using the fluorescently labeled 

influenza viruses. The spectral multiplexing capabilities of these platforms are 

demonstrated by using two different approaches for direct counting and identification 

of individual virus particles from three different influenza A subtypes – H1N1, H2N2, 

and H3N2 – at clinically relevant concentrations. To further increase the multiplexing 

capability of these platforms, three different liquid-core waveguides are integrated onto 

these optofluidic MMI waveguides. This method utilizes the spatial multiplexing 

capacity of the MMI waveguides, and improved further by incorporating the spectral 

multiplexing approach. Finally, cascade MMI waveguides designed to direct different 

colors to different locations by using the asymmetrical properties of these devices are 

discussed. 

 

 Multi-mode interference waveguide design for spectral multiplexing 

5.1.1 MMI waveguide theory 

Multi-mode interference (MMI) devices are widely used in various optical platforms 

mainly for power splitting purposes. In addition to spatial characteristics of these 

devices, in our platform, we have also utilized their wavelength dependent response. 

Before demonstrating the novel optofluidic device based on MMI waveguides, it is 

essential to discuss its basic working principle and how it is adapted to our scenario. 

An MMI waveguide is basically a wide solid-core optical waveguide which can support 

numerous waveguide modes with different propagation constants that interfere as they 
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propagate along the structure. At propagation distances where the relative phases of 

these modes match up correctly, well-defined images (spot patterns), including self-

images of the original input mode, are created [207]. Here, in this section, the 

theoretical background will be explained, closely following the work of Soldano and 

Pennings in 1995 [207]. 

 

Fig. 5.1 The schematic for a MMI waveguide, depicting the device parameters ad the 

propagation constants. 

First of all, for the initial analysis of self-imaging properties of MMI waveguides, it is 

assumed that it is single-moded in the vertical direction, effectively simplifying the 

structure as 2D. A waveguide that can support multiple lateral modes is defined with a 

certain width (w), and length (L), refractive indices for core (nc) and cladding (ncladding) 

shown in Fig. 5.1. According to the V-number, 2 2

c claddingV w n n



  , when the 

waveguide width (w) increases, the waveguide can support multiple modes. Based on 

the V-number, the waveguide supports m number of modes, labeled from v=0, 1, … 
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(m-1) for a free space wavelength, λ. Representative shapes for these modes are 

illustrated in Fig. 5.2, showing the symmetrical and asymmetrical higher order modes. 

 

Fig. 5.2 Illustration of first 10 lateral modes in a MMI waveguide. Modes with even v 

numbers are symmetrical, odd v numbers are asymmetrical. 

Fig. 5.1 shows the lateral wavenumber in y direction kyv and the propagation constant 

βv for the mode number v. They are related to the core index by the following equation: 

 2 2 2 2

yv v o ck k n   (5.1) 

with, 

 2
ok




  (5.2) 

 ( 1)
yv

ev

v
k

w


  (5.3) 
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where wev is the effective width of the MMI waveguide for the mode number v, which 

takes the mode penetration depth into account. The effective width of each mode can 

be approximated by the effective width of the fundamental mode, wev ≈ we0 ≈ we, 

defined as: 

 2 2 2 1/2( )( ) ( )clad
e c clad

c

n
w w n n

n





     (5.4) 

where σ=0 for TE, σ=1 for TM. For devices with a higher index contrast, penetration 

depth is small, so the effective width can be approximated to the width of the MMI 

waveguide, we ≈ w. For example, for the devices we fabricated, it can be calculated that 

the penetration depth is 0.85µm, very small compared to the MMI waveguide width 

w=100µm (For λ=0.633µm, nclad=1.452, nc=1.47). Therefore, the effective width is 

taken as the MMI waveguide width for our calculations and however it was taken into 

consideration for the simulations and device design. 

Starting from the equation (5.1), assuming that kyv
2 << ko

2nc
2, the propagation constants 

can be derived as follows: 
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(5.5) 

Adapting first order binomial approximation (1 ) (1 )x x     for x<<0, βv can be 

rewritten as: 
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Substituting equations (5.2) and (5.3), propagation constants for different modes are 

rewritten as follows: 

 2
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   (5.7) 

The coupling/beat length of the two lowest order modes, where the two modes are out 

of phase, is defined as follows: 

 2

0 1

4

3

cn w
L



  



 (5.8) 

Combining the equations (5.7) and (5.8), the propagation constant spacing can be 

written as: 

 
0

( 2)

3
v

v v

L


 


  (5.9) 

At position z=0, at the input of the MMI waveguide, input field profile ( ,0)y  can be 

written as the composition of the modal field distributions ( )v y  of all guided modes. 

cv is the field excitation coefficient which can be derived from the overlap integrals of 

the input field with the mode field distributions.  
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The field profile at position z is simply the superposition of the all guided mode field 

distributions: 
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   (5.11) 

The phase of each guided mode can be rewritten in relation to the phase of the 

fundamental mode, the equation (5.11) can be transformed into: 
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    (5.12) 

where the time dependent part of the phase,
j te 

, is implicit for the rest of the analysis.  

Combining the equations (5.9) and (5.12), the total field at the distance z=L can be 

written as: 

 ( 2)1 ( )
3

0

( , ) ( )

v vm j L
L

v v

v

y L c y e 









   (5.13) 

This shows that the mode phase factor will determine how the modes interfere with 

each other, for certain conditions, the self-image of the input mode profile will be 

produced, ( , ) ( ,0)y L y   . The condition to obtain single-image mode profile can 
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be derived by making the mode phase factor equal to 1 for direct replica, -1 for mirrored 

replica of the input mode field. 

 ( 2)
( )

3
( 1)

v v
j L

L ve 



   
(5.14) 

It is clear that, the condition in equation (5.14) can be fulfilled by the following 

condition: 

 (3 ) with 0,1,2...L p L p   (5.15) 

which result in direct self-images when p is even ( ( )v y ), and mirrored images when 

p is odd (- ( )v y ). This property of MMI waveguides is commonly used to build bar 

and cross couplers [208]. In section 5.4, this property of MMI will be discussed to 

create cascade MMI waveguides. 

At certain lengths, an MMI waveguide produces multiple images of the input mode 

field. If we consider the position in between the direct and mirrored images, the total 

guided mode profiles can be derived as follows: 
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 (5.16) 

By taking into account the mode field symmetry properties, this condition can be 

rewritten as: 
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(5.17) 

 

This equation shows that, at the positions of 
1 3 5

(3 ), (3 ), (3 )...
2 2 2

z L L L   , the total 

mode field is the combination of direct and mirrored images of the input mode field, 

with the amplitudes of 1/ 2  . This property of MMI waveguides is commonly used 

for equal power splitting purposes. The equation (5.16) can easily be translated into 

multiple images more than two: 

 
 (3 ) with 0

p
L L p

N
   (5.18) 

where N is the number of images produced at distance L, where the amplitudes of these 

profiles are derived as 1/ N . 

Furthermore, in certain MMI devices, only some portion of the waveguides can be 

excited, which is called restricted interference, which can be realized in couple different 

ways. In our basic MMI waveguide detection platform design, we used the symmetric 

input mode profile, which couples into only the symmetric modes in the waveguide. 

This allows the self-images of the input mode profile to form at the distances four times 

shorter than the unrestricted modes [209]. Thus, the single images of the input mode 

field are obtained at the distances: 
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4
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where the N-fold images of the input mode field will be obtained at distances of: 

 3
( ) with 0,1,2...

4

Lp
L p

N

   (5.20) 

Fig. 5.3 shows the simulation for an MMI waveguide pattern with a symmetrical single-

mode input. The self-image (N=1) and the multiple images (N>1) are depicted at the 

distances where the equation (5.20) suggests.  

 

Fig. 5.3 The simulated MMI waveguide pattern for a symmetrical single-mode input, 

showing the self-image and multiple image formations at different positions along z 

axis. 

Substituting the equation (5.8) into equation (5.20) gives the relationship between the 

number of images (N) obtained at the distance L for a MMI device with a certain width 

(w) and refractive index (nc) at an input wavelength of λ, as following: 
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cn w
N

L
  (5.21) 

The equation (5.21) will form a basis to understand the dependence of the number of 

excitation spots (N) on excitation wavelength (λ) and MMI device length (L). There are 

two important conclusions derived from this equation: 

The first one applies to the case when the length (L), width (w), and the refractive index 

(nc) of MMI device are constant, which is the case for a fabricated structure. Then the 

product of N and λ is constant. This allows us to implement on-chip WDM spectral 

multiplexing by creating physically different excitation patterns for different 

wavelengths, simultaneously from a single MMI waveguide, which is discussed in 

section 5.2. 

The second conclusion is that for fixed width (w), and the refractive index (nc), and a 

single wavelength (λ), the product of N and L is constant. This dictates that for different 

positions along the MMI device, we could obtain different number of excitation spots, 

which allows the spatial multiplexing optofluidic platform, which is discussed in 

section 5.3.  

The high multiplexing capacity is also achieved by combining these two approaches, 

spectral and spatial multiplexing, by creating physically different excitation patterns, 

with different N.  
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5.1.2 MMI waveguide design and simulations 

In order to create a highly functional MMI waveguide structure for multiplexing 

purposes, the design of the waveguide has to be done considering different parameters. 

The goal of this device is to be able to create multiple excitation spots in order to excite 

a particle moving along the liquid-core channel with this excitation pattern, where the 

number of spots (N) is dependent on the excitation wavelength, discussed in the 

previous section. First of all, the excitation spots need to be highly resolved to achieve 

successful distinction among different wavelengths and high signal to noise ratio 

enhancement by using the time spacing between the peaks. Another consideration is to 

be able to design a device that is compatible with the most common fluorescent dyes 

that are in the visible range. The size of the device should also be optimized to the space 

and fabrication requirements.  

Device Design  

1. Compatibility with the available fluorescent dyes: 

For fluorescence spectroscopy, to detect the target molecules, they need to be labeled 

with fluorescent dye. Since the excitation pattern depends on the excitation wavelength, 

the spectral multiplexing channels should be chosen to prevent overlap and cross-talk 

between the absorption spectra of the corresponding fluorescent dyes. Minimizing the 

overlaps between the absorption spectra and using the wavelength of a widely available 

HeNe laser as a center design wavelength, six different multiplexing channels are 

designed. The product of N∙λ is constant for fixed length, width and refractive index 
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(refer equation (5.21)). Therefore, the spectral channels are designed as shown in Table 

5, with the corresponding available fluorescent dyes. 

 

N 

(Number of Excitation 

Spots) 

λ [nm] 

(Excitation Wavelength) 

Fluorescent Dye 

6 738 DyLight® 755, Alexa Fluor® 

750 

7 633 DyLight® 633, Alexa Fluor® 

633 

8 553 DyLight® 550, Alexa Fluor® 

555 

9 492 DyLight® 488, Alexa Fluor® 

488 

10 442 

 

Alexa Fluor® 430 

11 402 DyLight® 405, Alexa Fluor® 

405 

Table 5. The multiple channels designed for spectral multiplexing with MMI 

waveguides. 

This shows that, the number and spectral positions of these six channels are a perfect 

match to the absorption spectra of commercially available fluorescent dyes [210]. Six 

different channels can be used for multiplexing, each dedicated to a different target, for 

the single-color MMI optofluidic detection procedure which is described in section 

5.2.1. This multiplexing capability is ultimately limited by the finite absorption and 

emission bandwidths of the dye labels which can lead to channel cross-talk if the 

absorption spectra overlap.  

2. Resolution of the excitation spots: 
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First of all, the resolution of the MMI waveguide spots is dictated by the condition that 

the number of modes supported (m) needs to be larger than the number of spots (N). 

This condition can be written as follows: 

 2 2

2 2

c clad

c clad

w n n
m N

N
w

n n






 




 (5.22) 

In our design, the maximum number of spots is N=9 at λ=492nm. We have used the 

effective refractive index values from the ARROW device fabrication, which are 

nc=1.47 and nclad=1.452. This calculation shows that the width of the MMI waveguide 

should be at least wmin=21µm where m=10. 

 

Fig. 5.4 Sketch of MMI waveguide with liquid-core waveguide, showing the design 

parameters. 

The second parameter to create highly resolved spots for the actual detection is to make 

sure that the spacing between the excitation spots Δx is bigger than the excitation spot 
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width, wex. wex eventually translates into the temporal width of the collected signal, as 

the particle traveling with a speed of V along the channel, it is exposed to the excitation 

signal (see Fig. 5.4). The relationship between them is directly derived by the 

/x V    where τ is the temporal width of the signal pulse. Since the excitation spots 

are the images of the input mode field, as explained in the previous section, the 

excitation spot width wex is equal to the input mode width. For fabricated ARROW 

structures, the input solid-core waveguide width is typically winput=4µm in order to 

satisfy single-mode condition. The input mode width is taken as the FWHM value of 

the mode profile, which is approximately, wex≈2.8µm. The spacing between the 

excitation spots is defined as, /x w N  . In order the satisfy the condition of Δx> wex, 

width of the MMI waveguide should be at least wmin=25.2µm for N=9. This also sets 

the minimum length of the MMI from the equation (5.21) to Lmin=211µm.  

So far, all of these limits are compatible with the size limitations of the optofluidic 

platform. However, one last condition that affects the resolution of the excitation spots 

is the need to distinguish the individual wavelengths with different spot patterns based 

on Δx. This requires the difference between the Δx values for different wavelengths to 

be bigger than the excitation spot width: 1 2 1 2(1/ 1/ ) exx x w N N w     . Taking the 

smallest wavelengths in the design into account as our limit, minimum width can be 

found as, wmin=216µm, which results in Lmin=15,489µm. However, due to the 

limitations of the fabrication process, the space considerations, and to keep the device 

more compact, this condition cannot be satisfied.  
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Taking all of these into account, the width of the MMI waveguide is fabricated with 

three different width and length pairs, w=50µm, L=875µm; w=75µm, L=1900µm; and 

w=100µm, L=3400µm. Due to the higher resolution, the devices with w=100µm were 

found to be the most suitable for our applications with the standard MMI waveguide 

platform. 

Simulations 

Beam propagation software (FimmPROP, Photon Design) was used to confirm the 

designs based on the calculations. The MMI device with dimensions of w=100µm, 

L=3400µm is built and the effective refractive indices are obtained from the mode 

analysis in vertical direction. The simulation is run by using a single-mode solid-core 

waveguide to introduce the input mode field. Single-mode input field is then coupled 

into the wide MMI waveguide, where more than 55 modes are supported for the 

lowest wavelength (λ=402nm). 2D effective index method is used to propagate the 

multiple modes along the length of the MMI (z axis), and multiple images are formed 

at certain distances. The output total mode profile is obtained at z=L=3400µm, 

showing the number of spots (N) corresponding to that wavelength.  

Fig. 5.5 shows the MMI waveguide patterns for different design wavelengths on the 

same device. The total mode profile at distances z=L=3400µm is shown on the right 

hand side, demonstrating the different number of excitation spots (N) for different 

wavelengths. Note that the intensity of the excitation spots is determined by the 

1/ N  of the total power. This relation is observed in  
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Fig. 5.5, as the number of spots get smaller, the intensity of the excitation spots 

increases. 
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Fig. 5.5 The simulated MMI waveguide patterns on the same device by using a beam 

propagation method. The relationship between N and λ is shown for the design 

wavelengths. The total output mode field is demonstrated on the right hand side, for 

the corresponding wavelengths. 

The simulated total output mode pattern at z=L=3400µm is shown in Fig. 5.6, for 

w=100µm, λ=633nm with N=7. For an ideal excitation pattern, the Δx value should be 

equal to w/N, for each pair of excitation spots. The width of the excitation spot, wex 

(here FWHM), should be narrow to prevent the cross-talk between the spectral 

channels.  The intensity of the excitation spots, P, should also be uniform among all of 

them, splitting the power equally. The background value in between the excitation spots 

should ideally be zero as well. 

 

Fig. 5.6 The simulated output pattern of the MMI waveguide at L=3400µm is 

demonstrated for w=100µm, λ=633nm with N=7. The important parameters of the 

excitation pattern are shown where P is the intensity of excitation spot. 
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Effect of Input Waveguide Dimensions on the Output Pattern 

Since the excitation spots are the direct replicas of the input mode, the design of the 

input mode waveguide has a huge effect on the excitation pattern. In our design, we 

have assumed that a single-mode input waveguide located at the center along the y axis 

(y=w/2) is used to couple light into the MMI waveguide. This allowed for applying the 

symmetrical restricted condition, which we based our design on. The single-mode 

condition should be satisfied not only for y-direction (lateral), but also for x-direction 

(vertical). However, due to the limits of the fabrication process, the width and the height 

cannot always be precisely controlled, resulting in wider or higher input waveguides 

than the design (winput=4µm, hinput=6µm), supporting higher order modes. Therefore, it 

is important to analyze and demonstrate the effect of input waveguide dimensions on 

the output MMI waveguide pattern. 

The design of the input waveguide is based on the simulations, where only the 

fundamental mode is supported both lateral and vertical directions. The number of 

modes supported in a waveguide increases as the dimension increases, as well as the 

excitation wavelength decreases (see equation (5.22)). As the input waveguide gets 

wider or taller, it starts supporting higher order modes, which are then coupled into the 

MMI waveguide. All of the analysis is done on “through-etch” waveguide structures, 

where the cladding of the waveguide is etched down to the pedestal, creating air 

interface on both sides of the core. 

First of all, Fig. 5.7 shows the 3D simulation of the MMI waveguide pattern when it is 

excited with a single-mode input waveguide, for both horizontal and vertical directions. 
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The input waveguide dimensions are taken as winput=4µm and hinput=5.8µm, based on a 

fabricated structure. Fundamental mode shown in Fig. 5.7a, propagates through the 

input waveguide and couples into the MMI waveguide, eventually creating the multiple 

images of the input mode field at the output. Fig. 5.7b shows the cross-section of the 

MMI waveguide at the output where z=L=3400µm, where the excitation spots are 

narrow and uniform among both directions. The average full width half maximum 

(FWHM) of the excitation spots is calculated as 3.7µm. 

 

Fig. 5.7 (a) Cross section of the input waveguide pattern for single-mode excitation. 

(b) The total output mode field shown at the cross section of the MMI at z=3400µm. 

When the input waveguide width is increased to winput=10µm and the height is kept the 

same (hinput=5.8µm), higher order modes in horizontal direction can be supported. 

While multiple modes propagate through the input waveguide, they interfere with each 

other and create a beat pattern, which switches back and forth between the multiple and 

single-mode pattern (Fig. 5.8a). If the beat pattern formed at the interface of the input 

and the MMI waveguides has the multi-mode phase, the MMI waveguide pattern will 

no longer be restricted. Therefore, the output pattern will reflect the multi-mode input 

mode profile, making it wider and distorted. Fig. 5.8b shows the cross section of the 
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MMI waveguide output, showing the distorted pattern, with wider excitation spots. The 

average FWHM of the excitation spots is calculated as 7.3µm. 

 

Fig. 5.8 (a) The 3D simulation of input and MMI waveguide pattern for multi-mode 

input excitation in horizontal direction. (b) The total output mode field shown at the 

cross section of the MMI at z=3400µm. 

The same effect is observed when the height of the input waveguide is increased to 

hinput=10µm, while the width is kept at winput=4µm. Higher order modes in vertical 

direction are supported, which then couple into the MMI waveguide. The beat pattern 

forms in vertical direction (see Fig. 5.9a), and the multi-mode input mode profile in 

vertical direction is introduced to the MMI waveguide (see Fig. 5.9b). This creates 

distortion in the vertical direction of the output mode profile (see Fig. 5.9c). It is 

important to note that, since the particles are moving along the y-axis (horizontal 

direction), vertical multi-mode behavior does not contribute to the increase in the width 

of the excitation spots (wex) as much as the horizontal multi-mode behavior. However, 

depending on where the particle is located on the vertical direction, it will be exposed 

to slightly different patterns, creating non-uniformity among the collected signal. The 

average FWHM of the excitation spots is calculated as 3.4µm. 
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Fig. 5.9 (a) The side view of 3D simulation of input waveguide pattern for multi-

mode input excitation in vertical direction. The beat pattern in vertical direction is 

observed. (b) Cross section of the input waveguide pattern for vertical multi-mode 

excitation. (c) The total output mode field shown at the cross section of the MMI at 

z=3400µm. The plot shows the intensity profile in the middle of the waveguide 

vertically. 

To conclude, the input waveguide dimensions have a direct impact on the MMI 

waveguide output pattern and the excitation spot width (wex). In order to get excitation 

spots without distortions, the input waveguide dimensions should be kept small enough 

to support only fundamental mode. The simulations also showed that the multi-modal 

behavior in the horizontal dimension deteriorates the MMI waveguide output profile 
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more dramatically than the vertical dimension. Furthermore, keeping the input 

waveguide width narrower not only ensures the single-mode input profile, but also 

creates narrower excitation spots as the input mode width gets smaller with narrower 

input waveguide.  

Integration of MMI waveguide on ARROW optofluidic platform 

In order to create multiplexed detection scheme, MMI waveguides are integrated on 

the ARROW optofluidic platform discussed in Chapter 2. The solid-core excitation 

waveguide is simply replaced by the MMI waveguide, where the end of the waveguide 

is intersecting the liquid-core waveguide orthogonally. We designed the MMI based on 

the calculations and the simulations discussed in the previous section, so that a fluidic 

microchannel intersects the waveguide at a position that corresponds to a well-defined, 

integer number of spots for multiple wavelengths. Fig. 5.10 schematically shows the 

principle of WDM fluorescence detection on an optofluidic chip, demonstrating how 

the MMI waveguide is intersecting the liquid-core waveguide. On the other side of the 

liquid-core waveguide, an identical MMI waveguide is created with 7 output single-

mode waveguides in order to observe the excitation pattern with N=7 through these 

waveguides. This side can also be used for excitation, by simply using the single-mode 

waveguide in the center. Furthermore, a single-mode excitation waveguide is built right 

next to the MMI waveguide for characterization purposes. In MMI waveguide, since 

the total power is split into N different excitation spots, the single-mode waveguide can 

deliver more power with its single excitation spot. This allows for the characterization 

of the target molecules. 
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Fig. 5.10 The schematic of ARROW fluorescence detection platform based on MMI 

waveguides. 

A simplified version of the optical setup used for the experiments is illustrated in Fig. 

5.11. The full setup implements multiple lasers, a 488 nm Ar-Ion laser, a 556nm DPSS 

laser, a 633nm HeNe laser, and a Ti:Sapphire laser tuned to ~745 nm in CW mode. All 

of the laser lines were coupled into a single mode fiber (see Appendix A.1). 

Alternatively, a white light laser (NKT SuperK Extreme) passing through a multi-line 

tunable filter with a narrow bandwidth (NKT SuperK Select) can be coupled into the 

single-mode fiber. The single-mode fiber is then butt coupled into a narrow (4 m) 

single mode excitation solid-core waveguide on the ARROW optofluidic chip. The 

single-mode waveguide ends in the center of the 100 m wide and 3.4 mm long MMI 

waveguide. In the MMI waveguide, multiple modes interfere with each other, creating 

equally separated spots at the liquid-core waveguide section. Fluorescently labeled 

particles passing through the MMI waveguide excitation volume are subjected to the 

MMI waveguide pattern and thus produce multiple fluorescence signals per particle. 

These signals are captured by the liquid-core waveguide, transmitted into the collection 
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solid-core waveguide, and are collected at the chip facet by an objective. The signal is 

collimated, passed through a single penta-bandpass optical filter (FF01-

440/521/607/694/809-25, Semrock) to eliminate the excitation wavelengths, and is 

finally detected by a single photon avalanche diode (Excelitas). No spectral filters to 

separate the emission colors are required. (see Chapter 2 for more details) This 

detection scheme requires only a single photodetector for multiple fluorescent targets, 

which minimizes the assay complexity and further reduces the footprint of the future 

portable chip-based analysis system. 

 

Fig. 5.11 The simplified version of optical setup used for the experiments. 

Fabrication procedure 

MMI waveguide devices were created using an optimized fabrication procedure 

discussed in Chapter 2. They have a single-over coating (SOC) and self-aligning 

pedestal (SAP) shown in Fig. 2.5c. The optofluidic chip used in this study was 

fabricated on a 100 mm silicon substrate on which a sequence of dielectric layers for 

optical guiding was sputter deposited. These cladding layers consisted of Ta2O5 and 
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SiO2 (refractive index: 1.46 and 2.107) chosen to minimize background 

photoluminescence. Their thicknesses in nm starting from the substrate were 

265/102/265/102/265/102, where the material sequence reads 

SiO2/Ta2O5/SiO2/Ta2O5/SiO2/Ta2O5. SU8 photoresist (SU8-10, MicroChem) was spun 

on the wafer, patterned and developed to define the hollow waveguide channel with a 

rectangular cross section of 12µm wide by 5µm high. The SU8 and a thin nickel layer 

were used as a mask to etch a self-aligned pedestal into the wafer using an inductively-

coupled-plasma reactive ion etcher (ICP-RIE).  The pedestal serves to raise the SU8 

and subsequent hollow core above the wafer surface so it is surrounded by air on its 

sides. A single SiO2 overcoat layer of 6µm thickness was deposited over the SU8 by 

plasma-enhanced chemical vapor deposition. Three micron tall ridges were etched into 

the SiO2 layer, again using the ICP-RIE, to form MMI and single mode ridge 

waveguides that intersect multiple points of the hollow waveguide as illustrated in Fig. 

5.10. Fluid inlets into the hollow channel were exposed with a wet etch through the top 

SiO2 layer and the SU8 was then removed with a H2SO4:H2O2 solution to form the 

hollow core. After rinsing and drying, the wafer was cleaved into individual chips of 

approximately 10x10 mm2. The details of the fabrication procedure can be found in 

Appendix E.3. 

The SEM image in Fig. 5.12a shows the physical implementation of this concept - an 

optofluidic platform that combines solid-core and liquid-core ARROWs with a solid-

core MMI waveguide. The full chip, including fluidic reservoirs for introducing 

microliters of sample volume into the channel, is shown in Fig. 5.12b.  
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Fig. 5.12 (a) SEM image of an ARROW optofluidic platform with an MMI 

waveguide. (b) The photograph of 1cm by 1cm chip, showing two fluidic reservoirs 

holding microliters of sample volume. 

5.1.3 MMI characterization 

In addition to the characterization of the ARROW optofluidic platform, discussed in 

Chapter 2, it is crucial to characterize the MMI waveguide output pattern. This 

excitation pattern directly translates into the fluorescence signal collected from the 

target particle, directly affecting the sensitivity and multiplexing quality of the device. 

Due to the slight variations during the fabrication process, the wavelengths resulting in 

the multiple spot patterns can be shifted from the design wavelengths. For this reason, 

it is necessary to figure out the wavelengths that would result in the optimum excitation 

patterns.  

The first step to characterize the output excitation pattern is to use a fluorescent solution 

for imaging the pattern from the top. The MMI waveguide is excited by tunable laser 

sources in the visible and dark red ranges. The liquid-core channel is filled with the 
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mixture of quantum dots (Crystalplex, Trilite™ Deep Red - Carboxyl CdSeS Core 

Nanocrystals) for the visible range, and Alexa Fluor®750 for the dark red range. The 

emitted light from the fluorescent solution is imaged using a custom compound 

microscope (see Appendix A.2). Fig. 5.13a illustrates the MMI waveguide pattern and 

its intersection with the liquid-core waveguide for N=6. Fig. 5.13b shows the emission 

collected from the fluorescent solution at the excitation spots in the liquid-core 

waveguide, for multiple different wavelengths (MA13 wafer). It is important to note 

that the wavelengths to generate the optimum excitation patterns vary slightly 

compared to the design wavelengths. The entire visible spectrum is covered by six 

independent channels (405 nm/11 spots, 453/10, 488/9, 553/8, 633/7, 745/6). The 7th 

channel at λ=886nm with N=5 spots is also observed [69]. The emitted light from the 

quantum dots is around 660nm for all the excitation wavelengths at the visible range. 

However, the images are artificially tinted to the excitation wavelengths to make the 

multiplexing concept more clear.  
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Fig. 5.13 (a) The schematic of the device where MMI waveguide pattern intersects 

with the liquid-core waveguide for N=6. (b) Photographs of multi-spot excitation 

patterns created in fluidic channel filled with fluorescent liquid. The entire visible 

spectrum is covered by independent channels (405 nm/11 spots, 453/10, 488/9, 553/8, 

633/7, 745/6). (The original black and white color scale was rendered in the actual 

excitation colors.) 

Based on the fluorescence images obtained from the liquid-core channel, initial 

characterization of the quality of the excitation patterns can be made. It is important to 

note that these images show the total emitted signal in vertical direction and do not 

reflect the variations of the pattern in vertical direction. However, based on the 

simulations in the previous section, the vertical distortion is not as critical as the 

horizontal distortion. As an initial characterization, this approximation is enough to get 

an idea of the expected fluorescence signal from the particles. 

Fig. 5.14a shows the fluorescence image of the MMI waveguide pattern at the liquid-

core channel, excited at λ=633nm, showing N=7 excitation spots. Fig. 5.14b shows the 

intensity profile of the excitation pattern shown in Fig. 5.14a. This intensity profile is 

generated by using the pattern analyzer applet based on MATLAB GUI interface, 

explained in detail in Appendix F. The important characterization parameters are 

shown on the plot. Based on this excitation pattern, the parameters in Table 6 are 

calculated. This analysis confirms the equal spacing between the spots Δx≈14.35µm, 

with a very low deviation from the expected value (Δx=100/7=14.28µm), and 

(Δx=101.7/7=14.53µm) including the penetration depth. It also shows the peak (P) to 
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valley (V) values for excitation spots. The deviation in the peak and valley values are 

also calculated which shows a small variation. The peak to valley ratio for this specific 

sample and wavelength is found to be around 8.6. This analysis also shows the average 

wex value, which translates into the temporal width of the peaks in the collected signal.  

 

Fig. 5.14 (a) Fluorescence image of the liquid-core waveguide, filled with quantum 

dot solution, and excited at λ=633nm. (b) The intensity profile of the excitation 

pattern extracted from (a), showing the important parameters for characterization. 

 

N Average 

Δx 

σ (Δx) Average 

P 

σ (P) Average 

V 

σ (V) Average 

P/V 

Average 

wex 

7 14.35µm 0.5µm 160 33 18.6 8.8 8.6 5.1µm 

 

Table 6. Analysis on the excitation patterns shown in Fig. 5.14. Average and standard 

deviation values are shown for spot spacing (Δx), peak (P) and valley (V) values. 
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It is important to note that optimum excitation patterns can be obtained at different 

wavelengths than the design wavelengths, due to the distortions in fabrication process. 

The sample should be characterized by scanning through the whole visible spectrum 

and determining the best excitation spot patterns. However, for some samples, there 

may not be any resolved excitation spots, for the entire visible spectrum. Fig. 5.15 

shows a pattern that was obtained from a low quality chip, where the excitation spots 

are not resolved. (MA34) There might be few different reasons causing the low 

resolution of the excitation spots. First of all, if the input waveguide introduces higher 

order modes into the MMI waveguide, the interference will not be among the restricted 

modes, which will distort the output excitation pattern, which was discussed in the 

previous section. Another possibility is the variations in composition and waveguide 

dimensions which results in fluctuations of the effective index. The fluctuations in the 

effective index deforms the MMI waveguide interference pattern, resulting in distorted 

excitation pattern. [211] 
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Fig. 5.15 The photograph and the intensity profile of a sample taken from a low 

quality wafer (MA34), showing the low quality MMI pattern for λ=633nm. 

In order to show the limitations of the design, the tolerance of the device parameters to 

the fabrication variations is calculated. For the design, w=100µm, the length of the 

MMI waveguide excitation spots are ~100-150µm, depending on the wavelength, 

longer for shorter wavelengths, and shorter for longer wavelengths. This length 

determines the tolerance of the device, increasing the limits of where the liquid-core 

waveguide corresponds in the pattern. Using the equation (5.21), and setting L= ±50µm 

(half of the minimum total spot length), the tolerance for the index and the width can 

be found as δw=±0.75µm and δn=±0.0216. This means that, the device can tolerate the 

deviation up to these values, while still producing resolved excitation spot patterns at 

the design wavelength.  

 

Fig. 5.16 The schematic of MMI waveguide and liquid-core waveguide intersection, 

showing how target particles get excited while passing through the liquid-core 

channel. [212] 
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In addition to the characterization of the multiple excitation spots done by using 

fluorescent solution and top imaging, the quality of the excitation spots is characterized 

by detecting fluorescent polystyrene microspheres. Fluorescent particles with a 

diameter of 0.2µm with different fluorescent dyes (here: Invitrogen Crimson 

Fluospheres 625/645 and Yellow-green Fluospheres (505/515)) were introduced to the 

liquid-core analyte channel via inlet reservoir with a concentration of ~107 per mL, i.e. 

0.1 particles per excitation volume. The concentration is kept low enough to avoid 

multiple particles in the excitation area at the same time. Multiple wavelengths were 

used to excite the fluorescent particles and a negative pressure is applied to a second 

reservoir to induce particle flow, and pull the particles through the channel and past the 

excitation area. As the particles travel down the liquid core, each particle passes these 

multiple optical excitation spots, where N depends on the wavelength. They emit 

fluorescence signals depending on the fluorescent dye that they are tagged with (see 

Fig. 5.16). These signals are collected and detected, resulting in N sequential 

temporally encoded individual fluorescence peaks. Fig. 5.17a shows the particle trace 

of the raw data directly obtained by the detector, collected from the ARROW platform 

for N=7, λ=633nm and N=9, λ=488nm. Fig. 5.17b shows an individual particle detected 

in the same trace, showing the particles with N=7 and N=9 fluorescence peaks that is 

the result of an exposure to the multiple excitation spots. This clearly shows how the 

spatial encoding of the excitation pattern is translated into temporal encoding in the 

detected signal, and how the particles with different fluorescent dyes fluoresce different 

number of times, demonstrating the multiplexing example with two channels. It is 
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important to note that some of the particles may produce distorted signals, even though 

the excitation spots are resolved. This may be because of the vertical position and the 

varying speed of the particle while moving in the channel.  

 

Fig. 5.17 (a) The particle trace of the raw data, directly obtained by the detector with 

excitation wavelengths of λ=633nm & λ=488nm (b) Zoomed in data trace for an 

individual particle showing the N=7 and N=9 fluorescence peaks from the data trace 

in (a).  

 Bioparticle detection and identification by spectral multiplexing 

In this section, the spectral multiplexing technique of the ARROW optofluidic platform 

with MMI waveguide is demonstrated in two implementations for direct counting and 

identification of individual virus particles from three different influenza A subtypes – 

H1N1, H2N2, and H3N2 – at clinically relevant concentrations. The discussion follows 

closely the one in [212]. For the virus detection assays, three deactivated virus types 

were labeled with one or two of the selected fluorescent dyes (for details see Appendix 

D) and up to three of the channels shown in Fig. 5.13b were used. The viruses were 

mixed and a 5 l aliquot was pipeted into one of the reservoirs covering the ends of the 

fluidic channel (see Fig. 5.12b). The solution was then pulled through the channel and 
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past the MMI excitation areas using negative pressure applied to the second reservoir. 

Light from up to three lasers was coupled into single mode optical fiber and into a 

single-mode solid-core waveguide connecting the MMI to the edge of the chip. The 

excitation wavelengths (488, 633, and 745 nm) were chosen to create 9, 7, and 6 spots, 

respectively (see Fig. 5.13b). 

We implemented two multiplex assays and analyzed them with two different methods 

to demonstrate the capabilities of our approach: single-color labeling and combinatorial 

labeling. 

 

5.2.1 Single-color labeling multiplexed detection 

For the single-color labeling multiplexed detection, each of the three virus types was 

labeled with a different dye and all three excitation wavelengths were used. Fig. 5.18a 

shows a representative fluorescence signal F(t) emitted from a single H1N1 virus at 

488 nm excitation, collected along the liquid-core waveguide channel. Nine distinct 

peaks are clearly visible, illustrating both the high quality of the MMI pattern and the 

sensitivity of the optofluidic chip to single virus particles using only waveguides for 

excitation and collection. The virus type can be identified visually by the number of 

peaks (here: nine), but more sophisticated analysis algorithms can be applied that are 

compatible with rapid and automated signal processing of large numbers of particles in 

a clinical setting. For this assay, we used single-particle autocorrelations for de-

multiplexing. Once a particle has been detected, i.e. the fluorescence intensity exceeds 

the background level, an autocorrelation is performed on this single event. This 
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background is due to residual photoluminescence of the solid waveguide materials, 

which was minimized by the choice of cladding materials. The detection threshold was 

set to 10 cts/0.1ms to ensure high confidence identification without false positives.  Fig. 

5.18b shows the autocorrelation signal G() corresponding to the event of Fig. 5.18a. 

As is typical for fluorescence correlation spectroscopy (FCS), a curve with an overall 

decay due to drift and diffusion is observed (dashed line) [213]. Superimposed on this, 

however, we observe a number of distinct peaks that arise at integer multiples of the 

lag time tB that correspond to the time it takes the particle to travel between excitation 

spots. Fig. 5.18c shows close-ups of the autocorrelations for each virus type in the 

region of these cross-correlation peaks. The drift-induced overall decay seen in Fig. 

5.18b was subtracted from each trace. Corresponding peaks are clearly separated (see 

arrows for 5th peak) and allow for correct assignment of the virus. By using the delay 

time for the fifth peaks, we analyzed the fluorescence trace from a particle mixture over 

120 s as shown in Fig. 5.18d. It is important to note that neither spectral separation nor 

filtering of the emitted light was needed. All spectral information was extracted from 

the temporally encoded detector signal. The symbols in Fig. 5.18d indicate the virus 

type identified using single particle autocorrelations. All but one event (0.8% false 

positive rate) were correctly assigned as verified by manual inspection of each signal 

for peak number and spacing. 73 events were correctly detected as viruses above the 

background level, but could not be confidently identified by subtype. We note that the 

distribution of individual fluorescence signal intensities originates mainly from 

differences in the position of the particles within the waveguide cross section. (see 
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section 5.5 for further analysis) This produces variations in the excitation and collection 

efficiencies in accordance with the optical mode profiles in the solid-core excitation 

and liquid-core collection waveguide [139]. The virus concentrations were measured 

from the count rates and flow speed (H1N1: 3.2x106/ml; H2N2: 2.0x106/ml; H3N2: 

8.9x105/ml). This shows that we were able to carry out high-fidelity multiplex detection 

of single viruses at clinically relevant concentrations [77], [214]–[216]. For the MMI 

used here (illuminated volume: 5m x 12m x 100m = 6pL), limitations due to 

simultaneous presence of multiple targets in the excitation volume do not arise until 

concentrations exceed 1.67x108/mL – well above the viral titer range of influenza and 

other diseases [77], [214]–[216]. 

 

Fig. 5.18 Three-color multiplex virus detection. (a) representative fluorescence signal 

emitted by single H1N1 virus excited at 488nm showing 9 distinct peaks spaced by 
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tB; (b) Corresponding single-particle autocorrelation signal. Multiple peaks are 

observed at multiples of tB; dashed line: fit to underlying flow-limited correlations. 

(c) Single-particle autocorrelation for 3 virus types after subtraction of flow-based 

contribution. The peak positions depend strongly on excitation spot number (arrows 

mark the 5th peak for each virus type). (d) Segment of fluorescence from virus 

mixture excited at all three colors. Events are identified using single-particle 

autocorrelations. All but one identified signals (99.2%) agree with manual inspection 

of events. (after [212]) 

5.2.2 Combinatorial labeling multiplexed detection 

3x multiplexing is already sufficient for some applications, but extended differentiation 

is often desired. Simply increasing the number of wavelengths quickly reaches a limit 

due to limited choice of fluorescent dyes and laser sources as well as overlapping 

emission spectra. A combinatorial approach, however, which assigns multiple labels to 

a target can be scaled up favorably. Here, we demonstrate combinatorial multiplexing 

by MMI excitation using two colors for identifying three virus types. To this end, the 

H2N2 virus was co-labeled with both blue and dark red dye, while H1N1 (blue) and 

H3N2 (dark red) (see Fig. 5.19a) remained singly labeled. Again, we analyzed a 

mixture of all three viruses, now simultaneously excited by two sources. We 

implemented a different signal processing algorithm to de-multiplex the virus types. 

Fig. 5.19b shows the fluorescence signal F(t) from a single H3N2 virus. F(t) is shifted 

and multiplied with itself N-1 times to create a processed signal as it was discussed in 

Chapter 4, equation (4.1). S(t,t) will take on a large value only at the correct t 
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value(s) for a given signal, allowing us to define two color channels when equation 

(4.1) is applied with tB and tDR, respectively. This shift-multiply algorithm also 

increases the signal-to-noise ratio of the particle detection [165], [217], (see Chapter 

4). This SNR improvement is evident in Fig. 5.19c which shows S(t,t) for the mixed 

signal of Fig. 5.19b at tDR=0.63ms (dark red).  

 

Fig. 5.19 Analysis of single virus fluorescence signals. (a) sketch of fluorescently 

labeled H3N2 virus, responding to excitation at 745 nm; (b) fluorescence signal from 

single H3N2 virus showing six peaks with average spacing tDR; (c) corresponding 

processed signal using shift-multiply algorithm with tDR showing dramatically 

increased SNR. (after [212]) 

Fig. 5.20a shows the labeling and individual fluorescence signals from all three virus 

types under two-color excitation. Most notably, the signal for the double-labeled H2N2 

changes and clearly shows a superposition of the 9-spot (488 nm) and 6 spot (745 nm) 

patterns. For further analysis, we first identified the average shift times tB and tDR 

for blue and dark red excitation using single color excitation. Then, each event of the 

mixed assay was analyzed using equation (4.1) at those t values. Fig. 5.20b shows 
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that a blue-labeled H1N1 virus only shows appreciable S(t) at tB. Likewise, an H3N2 

virus shows strong signal in the tDR channel. The double-labeled virus, however, 

shows large S(t) in both channels, demonstrating that we can successfully identify three 

different viruses with two colors. 

 

Fig. 5.20 Two-color combinatorial detection of single viruses. (a) schematic view of 

labeling scheme for the three influenza types and their resulting single-virus 

fluorescence signals; the H2N2 virus shows a mixture of six and nine peaks upon blue 

and dark red excitation; (b) bar histograms of signals after shift-multiply processing at 

tB and tDR. Singly labeled viruses appear in only one t channel, while the double 

labeled virus creates signal in both color channels. (after [212]) 

If we only rely on unique combinations of three colors, we can distinguish seven targets 

(23-1). With four colors, 15x (24-1) spectral multiplexing is possible, sufficient for the 

vast majority of diagnostic panels. The readout fidelity depends on the ratio of spot 
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spacing (determined by the MMI width w) and the individual spot width (determined 

by the width of the input single-mode waveguide winput) and can be further improved 

by increasing w/winput. Moreover, multiple fluidic channels addressed with MMIs of 

different dimensions can further increase the multiplexing power. The multi-color 

labeling strategy can readily be extended to fluorescently labeled nucleic acids and 

antibodies specific to target surface proteins.  

MMI-based wavelength division multiplexing is clearly ideal for on-chip bioanalysis, 

providing the missing element to turn an optofluidic chip with single molecule 

detection sensitivity into the basis for a powerful and versatile diagnostic instrument 

for a variety of bioparticles and biomarkers. Beyond that, the ability to encode different 

wavelengths into unique spatial light patterns opens the door to new avenues for 

integrated photonic and optofluidic devices, for example spectrally reconfigurable 

optical particle traps or distribution of different colors to different areas on a chip [69]. 

 

 Bioparticle detection and identification by spatial and spectral 

multiplexing 

The spectral multiplexing capability discussed in the previous section is ultimately 

limited by the finite absorption bandwidth of the dye labels which can lead to channel 

cross-talk if the absorption and emission spectra overlap. We were able to increase the 

capacity of multiplexing by integrating a combinatorial labeling approach. However, 

we can further improve the multiplexing capacity by incorporating the spatial 

multiplexing feature of the MMI waveguide. 
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Here, we introduce a new multiple target sensing platform, based on the spatial 

multiplexing of multiple influenza strains, by using a single excitation wavelength 

along the MMI and creating channel dependent multi-spot patterns in three separate 

intersecting fluidic channels, a so-called triple liquid-core design. The number of spots 

for each fluorescence signal provides direct identification of multiple targets with high 

sensitivity. Additionally, we have combined the two approaches, spectral and spatial, 

on the same design to achieve high multiplexing capacity. This joint approach allows 

us to create spectrally and spatially unique multiple excitation patterns, where we could 

directly identify multiple different targets. Triple-core design also allows for parallel 

testing for different samples from different patients or increases the throughput for 

analysis of a single patient sample. [218] 

 

5.3.1 Triple-core Channel Layout Design 

A wide solid-core optical waveguide that acts as a multi-mode interference (MMI) 

waveguide is used to create location dependent multi-spot patterns for three 

orthogonally intersecting liquid-core waveguides (Fig. 5.21). This way, all three 

channels can be excited using a single MMI waveguide and a single solid-core input 

waveguide. As for the collection waveguides, Y-coupler waveguide is used to combine 

all the signals coming from three channels into a single waveguide. This creates a 

simple design by eliminating the need for complex off-chip optics, and requires only a 

single detector. The fluidics of the chip is designed to prevent contamination in between 

the channels. The inlets for the analyte are located on one side of the device, and these 
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three channels combine only after the detection, connecting to the outlet. Fluidic 

reservoirs are attached on the inlets and outlets, to create an interface for the fluidic 

delivery. Negative pressure is applied to the outlet reservoir to achieve one directional 

flow. 

 

Fig. 5.21 Schematic view of the optofluidic platform with MMI waveguide 

intersecting three separate liquid-core waveguides, and a Y-coupler to combine the 

signals from three channels. 

The SEM image in Fig. 5.22a shows the physical implementation of this concept - an 

optofluidic platform that combines three liquid-core ARROWs with a solid-core MMI 

waveguide and a Y-coupler. The full chip, including fluidic reservoirs for introducing 

microliters of sample volume into the channel, is shown in Fig. 5.22b. 
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Fig. 5.22 (a) SEM image of the MMI waveguide crossing three liquid-core waveguide 

channels. (b) The photograph of the full optofluidic platform with reservoirs attached. 

MMI Design Theory 

In order to utilize the spatial multiplexing capability of MMI waveguides, discussed in 

Section 5.1.1, we designed an MMI waveguide such that three fluidic micro-channels 

intersect the waveguide at three different positions that corresponds to a well-defined, 

integer number of spots for a certain wavelength creating different numbers of spots in 

each channel. The product of spot number N and distance L from the beginning of the 

MMI waveguide and a wavelength λ, can be derived from the equation (5.21) and is 

given by: 

 2

cn w
NL


  (5.23) 

where w is the effective MMI waveguide width (here: 75µm), nc the effective refractive 

index of the MMI (here: 1.46), and λ is the excitation wavelength (here: 633nm). This 
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allows us to produce N=8, 6, and 4 well-defined spots at the MMI waveguide lengths 

of L1=1676µm, L2=2243µm, and L3=3350µm respectively. (see Fig. 5.23a) In order to 

combine the spectral property of the MMI waveguide, we have chosen a wavelength 

that would correspond to distinct number of spots in each channel, with respect to 

λ=633nm. For the exact same device, using the equation (5.23), one can see that 

λ=520nm excitation wavelength creates N=10, 7, and 5 well-defined spots at the same 

MMI waveguide lengths. (see Fig. 5.23b) The MMI waveguide simulations are carried 

out by using beam propagation software (FimmWAVE, Photon Design). Fig. 5.23 

shows the simulated MMI waveguide patterns for both wavelengths, (a) λ=633nm and 

(b) λ=520nm, where the locations of the three channels are marked to show six 

excitation patterns with distinct N generated by using two wavelengths and three 

channels. 
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Fig. 5.23 The simulated MMI waveguide patterns for both wavelengths, (a) λ=633nm 

and (b) λ=520nm. The channel locations are marked to show six excitation patterns 

with distinct N generated by using two wavelengths and three channels. 

In this way, both spatial and spectral properties of MMI waveguide can be combined 

to create six distinct numbers of spots for multiplexing, from a single MMI waveguide, 

and only two excitation wavelengths. The differences in spot numbers are evident and 

constitute the basis for this new multiplex pathogen analysis technique. The width of 

the MMI is taken as w=75µm in order to reduce the device dimensions and the 

curvature of the Y-coupler waveguides. 

Another important part of the design is the collection of the signals from all three 

channels in an efficient manner. In order to do that, we have designed a Y-coupler to 

achieve maximum coupling efficiency. Beam propagation software (FimmWAVE, 

Photon Design) was used to design devices with minimized propagation loss in the 

curved waveguide sections. (see Chapter 4 for Y-waveguide simulations) Based on 

these simulations, the fan-out angle of the outmost collection arms is kept at minimum 

(~8°) while keeping the waveguide length small enough. On the other hand, it is 

important to balance the signal level from the first and the third channels, to increase 

our detection sensitivity. The MMI waveguide has a propagation loss which creates 

less excitation power in the third channel, compared to first and second channels. 

However, the signal intensity depends on the excitation power of each individual spot 

which is the total excitation power divided by N. Since, the total power is divided by 

smaller N in the third channel than the first channel, the signal intensity per peak is 
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higher. This property, in combination with the propagation loss, creates signal 

intensities within the same order of magnitude. For this reason, the angles of the Y-

coupler are kept the same for the first and the third collection arms, to achieve equal 

collection efficiency for both first and third channels.  

In addition, another triple liquid-core waveguide design based on MMI waveguides 

was fabricated. This design has three different MMI waveguides with the lengths L1, 

L2 and L3, calculated for the first design. Three different liquid cores intersect three 

different MMI waveguides to achieve spatial multiplexing. (see Fig. 5.24) A Y-splitter 

waveguide is used to split the excitation into three arms to deliver the input light into 

three separate MMI waveguides. Another Y-coupler is used to collect the signal from 

the three different liquid-core waveguides and deliver it to the collection solid-core 

waveguide. Although this design implements the same idea as the other design, the 

losses in the input Y-splitter arms are very high, due to the very high curvatures. 

Unfortunately, this loss made this design not functional.  
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Fig. 5.24 Alternative spatial multiplexing design using three liquid core waveguides 

and three MMI waveguides. This device is not functional, due to the high losses at the 

excitation Y-splitter waveguides. 

Characterization 

The characterization of the excitation patterns is done in the same way, explained in 

the previous section. Quantum dot solution is introduced to the inlet reservoirs, and 

negative pressure is applied to fill all three channels. The laser light is coupled into the 

input waveguide, and scanning the whole spectral range to obtain the optimum patterns 

in all three channels. The images are taken by using a compound microscope (see 

Appendix A.2). Fig. 5.25 shows the fluorescence images of the three channels excited 

with two different wavelengths, λ=633nm and λ=520nm, showing six separate 

excitation patterns with a distinct N. 
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Fig. 5.25 the fluorescence images of the three channels excited with two different 

wavelengths, λ=633nm and λ=520nm, showing six separate excitation patterns with a 

distinct N. The corresponding intensity plots are also shown, and the excitation spot 

peaks are marked. 

 

Experimental Setup and Fabrication 

The experimental setup implemented for optical virus detection with multi-spot 

excitation can be seen in Fig. 5.26. A white light laser (NKT SuperK Extreme) passing 

through a multi-line tunable filter with a narrow bandwidth (NKT SuperK Select) is 

coupled into a single-mode fiber. This way, we could precisely tune the source to a 

desired wavelength among a wide spectral range, and introduce multiple laser-lines at 

the same time into the fiber. Single-mode fiber is butt-coupled into the single-mode 

excitation waveguide which then couples into the center of the MMI section. 

Fluorescently labeled viruses passing through the MMI excitation volume are subjected 

to the MMI pattern and thus produce multiple fluorescent signals per virus. These 

signals are captured by the liquid-core waveguide orthogonal to the excitation, 

transmitted into the collection solid-core waveguides which then combined into a single 

solid core waveguide by the Y-coupler. An avalanche photo diode (Excelitas) is used 

to detect the fluorescence signal after removing the excitation wavelengths with a set 

of filters (Edmund Optics 633nm Notch Filter and Semrock 532nm Long Pass). No 

spectral filters or dichroic mirrors to separate the emission colors are required. (see 

Appendix A.1 for details.) 
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Fig. 5.26 Simplified experiment setup showing the excitation and collection paths. 

Triple liquid-core detection platforms based on MMI waveguides were created using 

an optimized fabrication procedure discussed in Chapter 2. They have a single-over 

coating (SOC) and self-aligning pedestal (SAP) shown in Fig. 2.5c. The details of the 

fabrication procedure can be found in Appendix E.4. 

For single molecule experiments, purified, H2N2 Human Influenza Virus (Advanced 

Biotechnology Inc., UV-inactivated A/2/Japan/305/57) was labeled with Dylight 633 

and H1N1 Human Influenza Virus (Advanced Biotechnology Inc., β-Propiolactone-

inactivated A/PR/8/34) was labeled with Dylight 550 NHS ester-activated dyes 

according to manufacturer specifications (Thermo Scientific). Unbound dye was 

removed by column chromatography using a PD MiniTrap G-25 column and 1 x PBS 

elution buffer (GE Healthcare Life Sciences), and efficient labeling was verified by 

TIRF microscopy. (see Appendix D for details.) 
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5.3.2 Spatially Multiplexed Detection 

For the demonstration of spatially multiplexed biosensing, virus detection assay, H2N2 

deactivated virus type was labeled with red (Dylight 633) fluorescent dye and they were 

pipetted into three input reservoirs covering the ends of the fluidic channels. Negative 

pressure to the outlet reservoir was applied to pull the solutions through three different 

liquid-core analyte channels and past the MMI waveguide excitation areas. NKT laser 

tuned to 633nm was used to excite the labeled viruses. When the labeled viruses were 

traveling down the liquid core waveguides, they passed through 4, 6, or 8 different 

excitation spots, depending on the channel they were in (see Fig. 5.25). These signals 

were captured by the liquid-core waveguide, collected by solid-core collection 

waveguides and combined into a single output waveguide by using a 3x1 Y-coupler 

(see Fig. 5.21). The excitation wavelength is eliminated by a 633nm notch filter 

(Edmund Optics), before the signal is finally detected by a single-photon-counting 

detector. 

Fig. 5.27a shows fluorescence signals with different number of peaks, each emitted 

from a single labeled H2N2 virus collected from three different channels. In each 

particle, distinct peaks are clearly visible, illustrating both the high quality of the MMI 

pattern and the sensitivity of the optofluidic chip to single-virus particle detection (see 

Fig. 5.27b). By counting the number of peaks of each particle signal, we could identify 

which channel the virus was passing through while emitting fluorescence signals. For 

the details of the peak counting program, refer to Appendix G. The detection threshold 

was set to 10 cts/0.1ms to ensure high confidence identification without false positives. 
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Thirty-six events were correctly detected as viruses above the background level. All of 

the signals are correctly identified by using the peak counting algorithm as verified by 

manual inspection of each signal for peak number. This shows that we could run a 

simultaneous test for three different samples, and determine which ones contain the 

target virus. We could also use different types of viruses placed in the three different 

reservoirs in order to do simultaneous identification of different targets. Additionally, 

sophisticated analysis algorithms can be applied that are compatible with rapid and 

automated signal processing of large numbers of particles in a clinical setting, which 

were discussed in previous section. 

 

Fig. 5.27 Spatial multiplexing of three different samples with H2N2 human influenza 

viruses (a) Data trace of the fluorescence signal collected from the viruses, excited 

with λ=633nm. The signals are marked according to the channel they belong. (b) The 
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zoomed-in particle signals shown in (a), demonstrating the single virus detection with 

three different N (8,6, and 4) coming from three separate channels. 

 

5.3.3 Combination of spatial and spectral multiplexing 

Furthermore, we demonstrated the joint (spectral and spatial) multiplexing method, and 

showed how it increases the multiplexing capacity of the device. For the joint 

multiplexed biosensing of single viruses, H2N2 deactivated virus type was labeled with 

red (Dylight 633) fluorescent dye and H1N1 deactivated virus type was labeled with 

green (Dylight 550) fluorescent dye. They were mixed and pipetted into three input 

reservoirs covering the ends of the fluidic channels. The solutions are pulled through 

the channels by applying a negative pressure to the outlet reservoir.  

Fig. 5.28a shows the data trace of the fluorescence signals, each emitted from a labeled 

single H1N1 or H2N2 virus generated in three different channels, and collected all 

together from a single collection waveguide. By counting the number of peaks, we were 

able to distinguish among six separate multiplexing routes, and identify both the 

channel and the type of virus for each signal. Automatically generated results when 

compared to the manual inspection gave 3% error during the identification, due to the 

distorted signal caused by the flow variations. Fig. 5.28b shows the individual virus 

signals that were generated from H1N1 viruses in three separate channels.  
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Fig. 5.28 . (a) Fluorescence signal collected from viruses in three channels, excited 

with both wavelengths λ=520nm and λ=633nm. They are labeled based on the 

number of peaks they emitted. (b) The zoomed-in particle signals shown in (a), 

demonstrating the three different signals of H1N1 viruses with N =10,7, and 5 coming 

from three separate channels. 

Furthermore, the velocities and the concentrations of the sample can be extracted by 

using the time difference between the peaks, Δx/Δt. The average velocity is found to be 

0.87cm/s and the concentration is estimated to be 6×105 particles/mL, which is in a 

good agreement with previous findings that is at clinically relevant concentration. 

Combining multiple wavelengths with multiple channels, enabled us to detect and 

differentiate many different target samples based on the number of spots, in the same 

experiment, without the need for a spectral filter to separate signals. 

In summary, joint (spatial and spectral) multiplexed detection of influenza viruses was 

achieved on an optofluidic platform consisting of triple liquid-core waveguides 

intersecting a single solid-core MMI waveguide. We successfully detected influenza 

viruses from each channel for two different strains, with single molecule detection 
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sensitivity, and distinguished among them based on the number of spots they generated. 

We further improved the ability of MMI waveguide based multiplexing which can take 

full advantage of established fluorescence technologies, therefore, it allows for 

simultaneous analysis of multiple bioparticles, even of different type, on a single, fully 

integrated platform. This platform can be used to incorporate the combinatorial multi-

color labeling approach as well, further increasing the capacity of multiplexing. This 

platform serves as a powerful diagnostic tool by allowing the single-molecule detection 

and identification for variety of pathogens and biomarkers.   

 

 Cascade MMI Design & Results 

The combinatorial multiplexing by labeling the target molecules with multiple colors 

was successfully shown in Section 5.2.2 [212]. This method requires balanced intensity 

for fluorescence emissions from both colors, to be able to distinguish the multiple-

labeled viruses. However, the intensity of the emission may vary among targets, due to 

the stochastic nature of the labeling procedure. It also relies on complex analysis 

techniques for de-multiplexing which reduces the accuracy of the identification. In 

order to solve these problems, cascade MMI waveguides are proposed which relies on 

the asymmetrical properties of the MMI waveguides. 
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Fig. 5.29 The schematic of an asymmetrical MMI waveguide, showing the bar- and 

cross- coupling routes, for two different wavelengths. 

The main idea is to create an MMI waveguide switch which acts as a bar and cross 

coupler depending on the wavelength (see Fig. 5.29). The two outputs of this 

asymmetrical MMI waveguide is then connected to two separate standard MMI 

waveguides discussed in Section 5.1.2, to create multiple excitation patterns at the 

liquid-core waveguide. In order to design the MMI waveguide switch, the dependence 

of asymmetric self-imaging properties on wavelength is used. Recalling equation (5.15) 

in order to create a single replica of the output, we can derive the following: 

  (3 )         with 0,2,4...   (self-image)  

 (3 )         with 1,3,5...    (mirror-image)

L p L p

L q L q





 

 
 (5.24) 

In order to find the minimum L to create a bar coupler (self-image) and cross-coupler 

(mirror-image) on the same device with two separate wavelengths, these two equations 

are set equal to each other. Substituting the Lπ from the equation (5.8) into (5.24), the 

following relationship can be derived: 
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where, the λB is the wavelength for bar-coupler, and λC is the wavelength for cross-

coupler. The smallest L is achieved when p=2 and q=1, resulting in the ratio of the 

wavelengths λB/ λC=2 which cannot be achieved by taking both wavelengths in the 

visible range. The next smallest L would be achieved by taking p=2 and q=3, resulting 

in the ratio of the wavelengths λB/ λC=2/3 which can be realized for both wavelengths 
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in the visible range. In order to be compatible with the previous MMI waveguide 

design, and the available lasers and fluorescent dyes, we set the wavelengths to 

λB=488nm and λC=745nm, which has a ratio of λB/ λC=0.655.  

The device parameters are designed for a polydimethylsiloxane (PDMS) waveguide 

platform [219]. Thus, the refractive indices for this design are taken as nc=1.422 for 

λB=488nm and nc =1.412 for λC=745nm, taking the dispersion into account. In order to 

decrease the device length, the width of the MMI waveguide is set to w=30µm, limited 

by the fabrication procedure. Using the equations in (5.24), the lengths of the designs 

are found to be LB=20,980µm and LC=20,614µm. The final length is taken as 

L=20,857µm, optimizing the maximum output for both wavelengths. The simulations 

are carried out by using a beam propagation software (FimmPROP, Photon Design), 

and the results are shown in Fig. 5.30 for (a) λB=488nm and (b) λC=745nm, showing 

the bar and cross coupling respectively. 

 

Fig. 5.30 The simulated MMI waveguide patterns on the same device by using a 

beam propagation method, for two design wavelengths: (a) λB=488nm (bar-coupler) 

and (b) λC=745nm (cross-coupler) 

Two output waveguides are connected to the end of this asymmetrical MMI waveguide, 

directing the two wavelengths into two separate symmetrical MMI waveguides, 

through S-shaped waveguides (see Fig. 5.31). These two MMI waveguides are 
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designed to generate multiple excitation spots at the liquid-core waveguide, N=9 for 

λC=488nm and N=6 for λC=745nm. Fig. 5.32 shows the idea for the combinatorial 

multiplexing, three different viruses labeled with, blue, dark red and combination of 

both colors. As the single-colored viruses travel through the liquid-core waveguide, 

they would generate fluorescence signal at only one of the MMI waveguides, whereas 

co-labeled viruses would emit fluorescence for both of the MMI waveguides. This 

allows for the identification of all three colors, based on the number of peaks. The 

analysis method discussed in Section 5.2.2, using the time difference between the 

peaks, would work with more accuracy as well. In order to improve the use of this 

method, the time differences between the two MMI waveguide patterns can be 

increased by creating a wider MMI waveguide for the cross-coupler side. This would 

further increase the spatial difference between the N=6 spots generated at the 

λC=745nm, which directly translates into the time domain in the collected fluorescence 

signal. N number of output single-mode waveguides are created in between the 

secondary symmetrical MMI waveguides and the liquid core waveguide, to create 

cleaner excitation pattern. 
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Fig. 5.31 The schematic of the cascade MMI design, showing the regions for 

asymmetrical and symmetrical MMI waveguides, and S-shaped waveguides. 
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Fig. 5.32 Predicted example signal for a combinatorial multiplexing, using the 

cascade MMI waveguides. (adapted from: [212]) 

The fabrication of these devices was done using soft lithography, explained in detail by 

Parks et al.  (2016) [219]. Briefly, the solid-core optical waveguides are fabricated by 

spinning 5:1 (base:curing agent) PDMS (Sylgard) onto a SU-8 master (Microchem). A 

2-hour cure at 60 °C ensures full polymerization of the waveguide core material. A 

subsequent spin of 10:1 PDMS then creates a continuous membrane across the 

waveguide valve layer. This layer structure preserves the optical waveguide properties 

as the polymer is transparent throughout the optical spectrum [219]. 

Characterization 

In order to characterize the asymmetrical MMI waveguide separately, 5 different 

devices fabricated right next to each other, intersecting the same liquid-core waveguide. 

Fig. 5.33 shows the layout of the fabricated device, showing five different versions for 

characterization. The table on the right side shows the differences among these devices. 

The first two devices include output coupling waveguides right before the liquid-core 

waveguide. The second and the fourth devices have a wider secondary symmetrical 

MMI waveguide for the side with lower number of peaks (N=6). The third device only 

has the asymmetrical MMI waveguide, in order to characterize the bar- and cross-

coupling directly on the liquid-core waveguide. 
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Fig. 5.33 The layout image of the cascade MMI design, with five different designs for 

characterization. The differences among these designs are shown in the table.   

First of all, the characterization of the asymmetrical MMI waveguide is done by using 

the third design, where the output of the MMI waveguide directly intersects the liquid-

core waveguide. Fig. 5.34 shows the intensity profiles and the power ratios of the 

outputs for excitation wavelengths of λB=488nm and λC=743nm. Ideally, there should 

not be any power on one side of these intensity profiles, showing the perfect bar- and 

cross-coupling. According to the simulations (see Fig. 5.30), 99% of the light is bar-

coupled into the output waveguide for λB=488nm and 93.4% of the light is cross-

coupled into the output waveguide for λC=745nm. This shows that there is a small 

leakage to the other channel, especially for cross-coupling. As expected, higher 

intensity is observed on the bar side for blue, and cross side for the dark red excitation, 

however, the excitation lights are leaking into the other channel as well.  
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Fig. 5.34 The intensity profiles and the power ratios of the asymmetrical MMI 

waveguide output for excitation wavelengths of λB=488nm and λC=743nm. 

Fig. 5.35 shows the excitation patterns by using the first device with output coupling 

waveguides, for two wavelengths, (a) λB=488nm and (b) λC=743nm. The correct 

number of spots are observed for both wavelengths, however the leaked power into the 

other channel is apparent as well. Since the output coupling waveguides are aligned 

with the correct pattern (i.e. N=6 on the cross-coupling side, for the dark red excitation), 

the patterns observed in the leaked channels do not have a resolved pattern, which 

shows the advantage of using the output coupling waveguides. 

These are preliminary results of this device and improvements and optimizations are 

necessary. The imperfect bar- and cross-coupling is likely due to the imperfections and 

index variations in the very long solid-core PDMS waveguides. This could be 
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eliminated using liquid-core MMI waveguides, creating a more uniform interference 

medium [219].  

 

Fig. 5.35 The excitation patterns obtained by using the first design, for excitation 

wavelengths of λB=488nm and λC=743nm. 

 

 Effect of Flow Properties on Particle Signal Intensity and Particle 

Velocities 

5.5.1 Variation in Particle Intensity  

As the particles pass through the excitation area in the channel, depending on their 

position, the detected fluorescence signal varies. This variation in the intensities is 

caused by couple different parameters. First of all, the excitation light does not excite 

the whole channel uniformly. Excitation mode profile of the solid-core waveguide can 

be seen on Fig. 5.36a. This shows that if the particle is away from the center in y 

direction, it will be exposed to less excitation light, which will create less fluorescence 



159 

 

emission. Another important parameter is the collection profile. Fig. 5.36b shows the 

mode profile of the liquid-core waveguide, showing the intensity distribution on x-y 

plane. This shows that, if the particle is away from the center in either direction, the 

collection efficiency of the emitted fluorescence will decrease. Combining these two 

parameters, intensity variation of the detected fluorescence signal can be calculated.  

 

Fig. 5.36 Excitation and Collection mode profiles for a liquid-core waveguide 

channel. x is the excitation direction and z is the collection direction. The color 

represents the relative intensities in arbitrary units. (a) Excitation mode profile, and 

cross-section. (b) Collection mode profile. 

In order to simulate the variation in the particle intensities, the particle locations should 

be determined. The particle distribution in the liquid-core waveguide is simulated by 

setting up a 3D model (COMSOL) consisting of a liquid-core channel and an inlet with 

the dimensions obtained from the fabricated devices. One hundred solid particles were 

introduced through the inlet and subjected to laminar Navier–Stokes flow in the 

channel. Particle trajectories were simulated using COMSOL's Particle Tracing 
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Module. The positions of the particles at the excitation area were obtained from the 

simulations and imported in MATLAB. This distribution across the 5 × 12 μm liquid 

core is shown in Fig. 5.37a and shows a uniform distribution of particles among the 

channel. 

 

Fig. 5.37 (a) Uniform particle distribution among the cross-section of the liquid-core 

waveguide channel. (b) Histogram plot of the calculated intensities for particles 

shown in (a). 

The particle locations obtained from this simulation are subjected to the corresponding 

excitation and collection mode profiles to derive the expected intensities for each of 

them. Fig. 5.37b shows the histogram of the intensities, demonstrating how most of the 

particles have lower intensities which results in lower signal to noise ratio.  

 

5.5.2 Variation in Particle Velocity 

In order to understand the characteristics of the particle velocities, the flow properties 

of the analyte in the channel should be analyzed. First of all, Reynold’s number should 

be calculated to determine the flow type. For the liquid-core waveguides, the cross-
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sectional dimensions are 5µm × 12µm, which results in hydraulic diameter of DH=7µm. 

Reynold’s number can be calculated by using the formula: Re HvD 


  [220], where 

υ is the velocity of the fluid, η is the dynamic viscosity, and ρ is the density of the fluid. 

For water, the Re~0.21, which shows that the flow is in the laminar flow regime. This 

enables the simulations to be carried out by using Navier-Stokes equations. Since the 

flow is steady with a constant pressure during the experiments, and there is no variation 

in the channel dimensions, Poiseuille flow is observed in the simulations [221]. Fig. 

5.38 shows the velocity distribution among the channel cross-section. As expected, the 

liquid that is close to the center of the channel moves faster than the liquid closer to the 

walls of the channel. As a result of this distribution, the particles located in different 

parts of the channel also move with different velocities, which creates the velocity 

distribution.  

 

Fig. 5.38 Simulation for the velocity variation among the channel due to the 

Poiseuille flow. 
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This especially becomes a problem, where the uniform velocity of the particles is 

required, as in the case of Y-splitters and MMIs. Both in Y-splitter and MMI devices, 

the signal to noise ratio enhancement depends on the temporal distance between the 

peaks (ΔT), which directly depends on the velocity of the particle. Uniform velocity is 

also very crucial in MMI devices while differentiating among the different colored 

particles, based on the ΔT they have. If the variation in ΔT is high, the differentiation 

will not be as effective. Fig. 5.39 shows the ΔT variation in MMI experiment, caused 

by the variation in the velocities of the particles, for two different wavelengths. 

Overlapping regions in ΔT curves creates a problem for differentiation among different 

colored targets. In order to achieve more accurate differentiation, the bandwidth for 

each ΔT should be narrower, which means that the variation in the velocities should be 

minimized. 

 

Fig. 5.39 The ΔT distribution of the two different colored target molecules. The 

variation in the velocity results in high FWHM in ΔT, hindering the differentiation 

capacity. 
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5.5.3 Hydrodynamic Focusing 

In order to improve the aforementioned problems, particles need to be moved closer to 

the center, to create higher signals and also to move with more uniform velocities. One 

simple approach for achieving this is to hydrodynamically focus the particles towards 

the middle of the channel. Since the optofluidic device is planar, initially 2D focusing 

approach is implemented. In order to achieve 2D focusing on the horizontal (x) 

direction, two additional channels are created at the inlet to establish side flow channels 

to symmetrically apply pressure around the inlet [222].  

 

Fig. 5.40 The particle trajectories for a 2D hydrodynamic focusing with 

VS=VM=3cm/s channel flow velocities. 

The simulations for the fluid flow, velocities and particle trajectories are carried out by 

setting up a 3D model (COMSOL) consisting of a liquid-core channel and an inlet with 

three arms. Fig. 5.40 shows the particle trajectories when the main inlet velocity 
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VM=3cm/s, and the velocity of the side inlets VS=3cm/s, showing the 2D hydrodynamic 

focusing. Fig. 5.41 shows the particle distributions when the side channels have 

different flow velocities, demonstrating how higher side velocities create more efficient 

focusing. The bottom right image refers to the scenario in Fig. 5.40. 

 

Fig. 5.41 Particle distribution at the liquid-core waveguide cross-section excitation 

area, for different side channel flow velocities, 0-3cm/s. 

 

Based on the particle distributions obtained from the simulations, and the calculations 

presented in the Section 5.5.1, the intensity histogram for one hundred particles are 

generated for VS=VM=3cm/s. Fig. 5.42 shows the histogram plot, clearly proving how 

the 2D focusing improved the intensity distribution by creating more signals with 

higher intensities, compared to Fig. 5.37b. 
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Fig. 5.42 Histogram plot of the calculated intensities for particles shown in Fig. 5.40. 

It is evident that there are more particles with higher intensities compared to non-

focused particle distribution. 

The 2D hydrodynamic focusing is directly implemented on the existing MMI ARROW 

platform design, by simply adding two more side channels on the inlet of the liquid-

core waveguide. Fig. 5.43 a-b shows the SEM image for the hydrodynamic focusing 

device implemented on an ARROW platform with an MMI waveguide. Additionally, 

a PDMS control layer is fabricated to control the fluidic pressure for all three channels. 

(see Fig. 5.43c) The particle experiments are carried out by using Invitrogen 0.2µm 

polystyrene beads, and the side channel flow speed is kept the same as the main inlet 

to achieve efficient focusing. (see Fig. 5.43b) Fig. 5.44 shows the autocorrelation 

curves for the data traces with and without the hydrodynamic focusing. It is observed 

that the particles are slightly faster, and ∆T is smaller for the experiment with 

hydrodynamic focusing. Even though it is slight, improvement in the FWHM of the 
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velocity variation is observed for experiment with hydrodynamic focusing. FWHM∆T 

for focused experiment is 0.343ms whereas, FWHM∆T for non-focused experiment is 

0.367ms. Although this is not enough improvement to achieve significantly better 

differentiation, with more control over the flow and the process, this method helps to 

improve the velocity variation of the particles. 

 

Fig. 5.43 (a) SEM image of MMI ARROW platform with hydrodynamic focusing 

section, showing the three arms of the inlet. (b) Zoomed in image of the 

hydrodynamic focusing section. (c) PDMS control layer for precise pressure control 

of the inlets. 
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Fig. 5.44 The autocorrelation curves for the data traces with and without the 

hydrodynamic focusing, showing the slight improvement in the ΔT variation. 
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6 Conclusions 

In conclusion, we have designed, characterized and demonstrated multiple novel 

optofluidic bio-sensing platforms. They dramatically improve the functionality and the 

sensitivity of the ARROW based biosensors, with multiple different aspects. First of 

all, an integrated tailorable filtering device based on ARROW technology is presented 

providing a high precision, customizable, and low-cost on chip filtering for 

fluorescence detection. A novel dual-core optofluidic chip is designed and 

implemented for independent particle detection and fluidically tunable spectral 

filtering. A separate fluidic channel for detection and filtering allowed for a room to 

incorporate multiple different tunable filtering approaches, while both channels 

remained optically connected. First approach was to modify the spectral response of 

the filter channel by changing the liquid inside the channel, resulting in very high 

rejection ratios ~43dB, for on-chip notch filters rivalling those of standard off-chip 

components. In addition to eliciting a desired spectral response via the core refractive 

index, a liquid-core waveguide filter was also adjusted using the intrinsic bulk optical 

properties of the core liquid, by using selectively absorbing molecules and pH 

dependent absorption. Combining this approach with the core index tuning, the 

simultaneous and independent control over two independent spectral absorption 

features was demonstrated for the first time. Incorporation of spectral filtering is an 

important step towards fully integrated optofluidic biosensors, reducing the cost and 

increasing the adaptability. [44], [138] 
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The fluorescence detection of single bioparticles requires high sensitivity. As we have 

reached the ultimate limit of detecting individual bio-particles labeled by single or few 

fluorophores, high sensitivity measurements are challenging, and required. We have 

addressed this problem by designing and implementing an optofluidic bio-sensing 

platform with integrated Y-splitter waveguides to achieve signal-to-noise ratio (SNR) 

enhancement. We have demonstrated SNR enhancement for single virus detection on 

LC-ARROW chips by multi-spot excitation to create temporally encoded fluorescence 

signals. Three different Y-splitter waveguides creating N=2, 4 and 8 excitation spots 

were fabricated, characterized and tested using polystyrene beads and fluorescently 

labeled viruses as analytes. The temporally encoded fluorescence signal from single 

H1N1 viruses were successfully collected and processed with a signal processing 

algorithm. 50,000 fold SNR enhancement was achieved in good agreement with 

theoretical analysis, further increasing the sensitivity of these optofluidic bio-sensors. 

[165], [217] 

The ability to simultaneously detect and identify multiple biological particles or 

biomarkers is one of the key requirements for molecular diagnostic tests. Here, for the 

first time, we designed, characterized and implemented a novel optofluidic platform 

based on multi-mode interference (MMI) waveguides for multiplexed fluorescence 

spectroscopy, by taking advantage of spectral and spatial capabilities of MMI devices. 

First of all, we used a single multi-mode interference (MMI) waveguide to create 

wavelength dependent spot patterns across the entire visible spectrum and enable 

multiplexed single biomolecule detection on an optofluidic chip. Each target is 
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identified by its time-dependent fluorescence signal without the need for spectral de-

multiplexing upon detection. We demonstrated detection of individual fluorescently 

labeled virus particles of three influenza A subtypes, H1N1, H2N2 and H3N2, at 

clinically relevant concentrations, by using three wavelengths. Additionally, we 

demonstrated combinatorial multiplexing by MMI excitation using two colors for 

identifying three virus types. [212] To further increase the multiplexing capability of 

these platforms, three different liquid-core waveguides were integrated onto these 

optofluidic MMI waveguides. This method utilized the spatial multiplexing capacity of 

the MMI waveguides, and improved further by incorporating the spectral multiplexing 

approach. Combination of spectral and spatial multiplexing aspects of MMI 

waveguides improved the functionality of these platforms by enabling high capacity 

differential diagnosis. [218] Finally, cascade MMI waveguides are designed and 

implemented to improve the reliability of the combinatorial multiplexing approach by 

using the asymmetrical properties of these devices. 

MMI-based wavelength division multiplexing is clearly ideal for on-chip bioanalysis, 

providing the missing element to turn an optofluidic chip with single molecule 

detection sensitivity into the basis for a powerful and versatile diagnostic instrument 

for a variety of bioparticles and biomarkers. Beyond that, the ability to encode different 

wavelengths into unique spatial light patterns opened the door to new avenues for 

integrated photonic and optofluidic devices, for example spectrally reconfigurable 

optical particle traps or distribution of different colors to different areas on a chip [69]. 

Furthermore, taking advantage of the flexible nature of PDMS, optofluidic platform 
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based on MMIs was created to provide multi-modal photonic reconfiguration and 

advanced fluidic sample handling [219]. The planar optical architecture also allowed 

for further integration of a dedicated microfluidic layer for upstream sample processing 

and distribution [46], [47], as well as techniques for focusing the particles in the center 

of the fluidic channel  for optimized detection efficiency.   
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7 Appendices 

 Appendix A  Setup Details 

7.1.1 A.1 Single Molecule Detection Setup 

The single molecule detection setup shown in Fig. A. 1, allows for high sensitivity 

measurement of the signals generated by the fluorescently labeled target molecules. 

Free space laser light from various sources {1,2,3,4} is coupled into a single-mode fiber 

{7} through an objective {6}. Depending on the experiment, different laser sources, 

and combination of them are used. This setup is also compatible to integrate any other 

source by simply replacing the excitation fiber. NKT White Light source is also used 

as an alternative source.  

Single-mode fiber is butt-coupled into the single-mode excitation input waveguide. The 

optimum coupling is achieved by using precision translation stages {20}. Fluorescent 

signals generated in the channel are collected from the collection waveguide by an 

objective lens {13} and pass through a spectral filter {27} where the filter type depends 

on the application. This filter is chosen such that it blocks the excitation wavelength 

and lets the fluorescent signal pass through. 

After being coupled into a multi-mode fiber {10}, fluorescent signals are delivered into 

the avalanche photodiode single photon counting module {5}. The photons are 

recorded using a time-correlated single photon counting PCI-board and commercial 

software in time-tagged time-resolved (TTTR) collection mode.  
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Simultaneously, during the experiment, the power in the liquid-core waveguide is 

monitored by collecting the throughput power from the excitation solid-core 

waveguide, and measuring the power with a powermeter. {14,21} 

The alignment of the collection solid-core to the multi-mode collection fiber is 

achieved by illuminating the facet with an LED {18} and imaging the core with a CCD 

camera {17} and positioning the stage accordingly. The iris diaphragm {19} is close 

enough to block the scattered light, allowing the signal only from the waveguide core. 

After the alignment, the kinematic mirror {11} and the beam splitter {12} are removed 

to allow for collection of the signal.  

 

Fig. A. 1 Schematic for Single Molecule Detection Setup 
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REF DESCRIPTION DETAILS # 

1 HeNe Laser (633 nm) Melles Griot, 12mW x1 

2  DPSS laser (556nm) 
 

Shanghai Dream Lasers, 30mW x1 

3 Argon-Ion Laser (488nm) Spectra Physics 361C x1 

4 Ti-Sapphire Laser (>745nm) Del Mar Photonics-Trestles x1 

5 Single Photon Counting 

Module 

Excelitas-SPCM-AQRH-14-FC x1 

6 Objective Newport M-40x x1 

7 Single-Mode Fiber Coupler Newport F-915T x1 

8 Fiber Chuck FPH-S-2.5 x3 

9 Objective Newport M-40x x1 

10 Single-Mode Fiber Coupler Newport F-915 x1 

11 Mirror, kinematic mount Thorlabs PF10-03-P01, KB1X1 x1 

12 Beam splitter (pellicle), fork Thorlabs BP145B1, BP107 x1 

13 Objective Newport M-60x x1 

14 Objective Newport M-20x x1 

15 Iris Diaphragm Newport ID1.0 x1 

16 Plano-Convex Lens Thorlabs LA1805 x1 

17 CCD Board Camera Allied Electronics CVC-50BC x1 

18 White LED N/A x1 

19 Iris Diaphragm Newport ID 0.5 x1 

20 UltraAlign xyz stage Newport 561D-XYZ, 561-FC x1 

21 Optical Multimeter ILX Lightwave OMM-6810B  x1 

22 Function Generator Tabor Electronics WW5061 x1 

23 Polarization controller Thorlabs FPC030  x1 

24 510 shortpass Omega Optics 510SP x1 

25 Dichroic 700nm Shortpass 

Filter 

Edmund Optics 69-194 x1 

26 Dichroic 593nm Longpass 

Filter 

Brightline FF01-593/LP-25 x1 

27 Multiband Bandpass Filter Brightline FF01-

440/521/607/694/809 

x1 

28 Mirror Thorlabs PF10-03-P01 x8 

29 DC Power Supply GW Instek GPS-2303 x1 

Other Time-correlated single photon 

counting PCI-board 

(Time Harp 200, PRT 400 router; 

Picoquant, Germany) 

x1 

 

Table A. 1 Parts list for single molecule detection setup 
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Fig. A. 2 Pictures of the Single Molecule Detection Setup - Excitation section inside 

the box.  



176 

 

 

Fig. A. 3 Picture of the Single Molecule Detection Setup - Laser coupling section. 

7.1.2 A.2 Compound Microscope Setup  

The compound microscope setup allows for top down imaging of the sample, while 

being able to introduce laser light into it. For the projects discussed in this dissertation, 

it is mainly used to characterize the excitation spots in MMI and Y-splitter waveguides. 

Fig. A. 4 shows the schematic for the working principle of the infinity corrected 

compound microscope with a tube lens and the picture of the fabricated compound 

microscope. The infinity corrected optical system provides space (infinity space) to 

introduce optical components such as optical filters and beam splitters. The sample is 

illuminated by using LED light which is redirected onto the sample by a beam splitter. 
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It is important to make sure that the illumination is focused into the back aperture of 

the objective to prevent noise. The image from the sample is collected and passes 

through the spectral filters to eliminate the excitation light. The image is then focused 

into the camera by using an achromatic tube lens to prevent chromatic aberrations. The 

beam splitter platform is designed such that it can be removed during the imaging, 

when the illumination is not needed. The irises and diffusers on the illumination path 

allow for uniform illumination of the sample.  

 

Fig. A. 4 (a) Schematic of the compound microscope. Yellow lines show the 

illumination path; red lines show the imaging path. (b) Picture of the compound 

microscope. 
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REF DESCRIPTION DETAILS # 

a 10X Olympus Plan Achromat 

Objective 

Thorlabs RMS10X x1 

b 50:50 Non-Polarizing Beamsplitter 

Cube 

Thorlabs BS016  x1 

c Spectral Filters Omega 3RD640LP, 775ALP x1 
d f=150.0 mm, Ø1" Achromatic Tube 

Lens 

Thorlabs AC254-150-A x1 

e Extension Tube, 6" Long Thorlabs SM1E60 x1 
f sCMOS Camera Andor's Zyla 5.5  x1 
g Cold White Mounted LED Thorlabs MCWHL5 x1 
h Plano-Convex Lens Thorlabs LA1805 x1 
i Mirror Thorlabs PF10-03-P01 x1 
j Ground Glass Diffuser Thorlabs DG10-600 x1 
k Lever-Actuated Iris Diaphragm Thorlabs SM1D12 x1 
l XYZ Translation Stage, 2"  Thorlabs LT3 x1 

m Threaded 30 mm Cage Plate Thorlabs CP02 x2 
n Kinematic Mirror Mount with Cage Thorlabs KCB1 x1 
o Post Holder Thorlabs PH4 x4 
p Cage System U-Bench  Thorlabs CB1 x1 
q Cage Mounting Bracket Thorlabs CP02B x1 
r Compact Kinematic Mirror Mount Thorlabs KMS x1 
s Lens Tube Thorlabs SM1L05 x1 

Other Coupler Ring Thorlabs SM1T2 x2 
Other Cage Assembly Rod Thorlabs ER1 x2 

 

Table A. 2 Parts list for compound microscope 

7.1.3 A.3 White Light Setup 

The white light source is a crucial part of spectral characterization measurements. In 

this research, it is mainly used to characterize the spectral responses of the liquid-core 

waveguides, especially the tunable filter waveguides. The white light is generated by 

using the non-linear response of the photonic crystal fiber (PCF). Fig. A. 5 shows the 

schematic for the white light generation setup. 

https://www.thorlabs.com/thorproduct.cfm?partnumber=RMS10X
https://www.thorlabs.com/thorproduct.cfm?partnumber=BS016
http://www.omegafilters.com/catalogsearch/result/?o=3RD640LP+&q=rPE640LP
http://www.omegafilters.com/775alp.html
https://www.thorlabs.com/thorproduct.cfm?partnumber=AC254-150-A
http://www.thorlabs.us/thorproduct.cfm?partnumber=SM1E60
https://www.thorlabs.com/thorproduct.cfm?partnumber=MCWHL5
https://www.thorlabs.com/thorproduct.cfm?partnumber=LA1805
https://www.thorlabs.com/thorproduct.cfm?partnumber=DG10-600
https://www.thorlabs.com/thorproduct.cfm?partnumber=SM1D12
https://www.thorlabs.com/thorproduct.cfm?partnumber=LT3
https://www.thorlabs.com/thorproduct.cfm?partnumber=CP02
https://www.thorlabs.com/thorproduct.cfm?partnumber=KCB1
https://www.thorlabs.com/thorproduct.cfm?partnumber=PH4
https://www.thorlabs.com/thorproduct.cfm?partnumber=CB1
https://www.thorlabs.com/thorproduct.cfm?partnumber=CP02B
https://www.thorlabs.com/thorproduct.cfm?partnumber=KMS
https://www.thorlabs.com/thorproduct.cfm?partnumber=SM1L05
https://www.thorlabs.com/thorproduct.cfm?partnumber=SM1T2
https://www.thorlabs.com/thorproduct.cfm?partnumber=ER1
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A high intensity white light (∼475 to 950 nm) is generated by coupling pulsed light 

(120 fs temporal width, 75 MHz repetition rate) at 850 nm {a}, into a highly nonlinear 

photonic crystal fiber {i}. The white light is then coupled through a water-filled 

optofluidic waveguide via the collection solid-core and collected by an optical 

spectrum analyzer at the opposite end.  

Laser pulses (120fs, 75 MHz) at 850nm {a}, were coupled via an optical isolator and 

an objective lens (O1) into a nonlinear photonic crystal fiber {i}. As the high intensity 

laser pulse propagates through the PCF near the zero dispersion wavelength, a 

combination of various effects including self-phase modulation, cross-phase 

modulation, Raman scattering disperse the pulse into a broad continuum of 

wavelengths in the visible and near-IR ranges [223]. The white light is then coupled 

into a single mode fiber {k} and directed into the ARROW to be analyzed. The 

transmitted light is collected by an objective {o} and sampled in an optical spectrum 

analyzer {q} to determine the spectral response. 

In order to get a stable spectrum, it is crucial to have a stable mode-locked source, and 

coupling stages. Since the coupling of laser into the photonic crystal fiber is very 

precise and sensitive, slight misalignments and fluctuations affect the output spectrum 

dramatically.  
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Fig. A. 5 The schematic for the white light setup. 

REF DESCRIPTION DETAILS # 

a Coherent Mira laser (850nm)  1W, (Mira 900F) x1 
b Mirror, Mount Thorlabs  PF10-03-P01, 

KM100 

x3 

c Iris Diaphragm Thorlabs ID15 x1 
d Optical Isolator OFR IO-3D-830-VLP x1 
e Half-Wave Plate Thorlabs WPH05M-830 x1 
f Objective Newport M-60x x1 
g Fiber Chuck Newport FPH-S-2.5 x4 
h SMF coupling stage Newport F-916 x1 
i Non-linear PCF Thorlabs NL-2.3-790-02, 1m x1 
j XYZ stage Thorlabs MAX313 x1 
k Polarization Controller and Fiber Thorlabs FPC030, F-SV x1 
l UltraAlign xyz stage (Left handed) Newport 561D-XYZ-LH, 

561-FC 

x1 

m UltraAlign yz stage Newport 561D-YZ x2 
n UltraAlign xyz stage Newport 561D-XYZ, 561-

FC 

x1 

o Achromat 20x Objective Thorlabs RMS20X x4 
p Linear Polarizer Thorlabs LPVIS050 x1 
q OSA Ando AQ6370 x1 
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Table A. 3 Parts list for white light setup 

Fig. A. 6 shows the spectrum of the generated white light ranging from ~470nm to 

1000nm with a fairly uniform intensity in the visible range. The peak at ~850nm is 

coming from the input pulsed laser wavelength. 

 

Fig. A. 6 Spectrum of the generated white light source. 
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 Appendix B Filling and Cleaning Procedure of Liquid-Core 

Waveguides 

The main method for filling the liquid-core waveguide channels is done by creating a 

pressure difference between the channel inlets. The liquid is inserted in one of the 

reservoirs, and the positive pressure moves the liquid along the channel. The 

hydrophilic nature of the channel walls also create adhesion, and help the liquid move 

through the channel. In the cases where the channel walls are hydrophobic, or there is 

a clogging problem in the channel, negative pressure is applied to pull the liquid 

through the channel. 

Fig. B. 1 shows a liquid core waveguide during the filling process, showing the concave 

meniscus of the liquid inside the channel. Although how the channel looks when filled 

depends on the wafer, this picture is a good representation of telling the difference 

between the filled and empty channels. There are couple different ways to identify if 

the channel is filled or not. One of the most effective way is the look for a bright line 

along the channel walls. This bright line would be dark for an empty channel. Another 

method is to check the color of the channel. The color of the channel tends to change 

after filled with a liquid, getting a similar tone to the solid core waveguides surrounding 

it. This color can also be compared to an empty channel in another sample to be able 

to tell the difference. When the channel is filled, it is important to make sure that there 

are no bubbles in the channel, and more negative pressure should be applied to move 

the bubble out. 
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Fig. B. 1 The picture of a liquid-core waveguide channel during the filling procedure 

showing the filled and empty parts of the channel. 

Due to the different procedures used during the fabrication, the channels can be 

hydrophobic which would make them harder to fill. If the water or the buffer used for 

the analyte is not filling the channel, isopropanol alcohol (IPA) can be used to fill the 

channel first and then the actual analyte can be introduced. Since IPA has a lower 

surface tension, it is easier to create adhesion and fill the channel initially.  

In addition to these problems, after running the experiments, and introducing particles 

into the channel, clogging problems can occur. The channel should be cleaned by filling 

the reservoirs with water initially, and applying negative pressure on the other end, to 

rinse the channel. If the clogging persists, then IPA and acetone can be used to wash 
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the channel. It is important to note that acetone will dissolve the adhesive that is used 

to put on the reservoir. When using acetone to clean the sample, the reservoirs should 

be removed first, and all the adhesive should be cleaned to prevent it from getting it 

into the channel. Another very efficient method is to put the sample in 80ºC water, 

while applying negative pressure to clean the channel. If the channel is not cleaned 

enough, and there is some residual fluorescent dye inside the channel, it will create a 

high background for the next experiment. In that case, sodium hypochlorite (household 

bleach) solution can be used to rinse the channel to bleach the dye. However, this 

process needs to be done not letting the solution dry in the reservoir to prevent clogging 

of the channel by salt crystals formed by the solution. 
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 Appendix C MMI Alignment Procedure 

In order to excite only the symmetrical modes, the input mode of the MMI waveguide 

should be located in the middle. Any slight offset creates deviation in the MMI pattern 

causing undesired spot pattern. For that reason, the alignment of the excitation fiber 

into the input waveguide is very crucial to get a proper spot pattern. It is also crucial 

for achieving maximum intensity inside the liquid-core waveguide.  

Since MMI waveguides do not have a single output waveguide section, proper coupling 

is not straightforward. There are few different methods to achieve good coupling. The 

best way to establish a good spot pattern is to monitor the spot pattern with the 

compound microscope, while optimizing the coupling. Then, the scattered light at the 

output section can be recorded for future alignment without the microscope. Although 

there are slight variations among different wafers for this output scattered light, most 

of the time the scattered light pattern would be in a specific shape, when the fiber is 

properly aligned. Fig. C. 1a shows the scattered light imaged on a white surface when 

there is a proper alignment. Fig. C. 1b shows the scattered image when the fiber is 

misaligned in the horizontal direction. Based on these figures, the rough alignment can 

be achieved during the experiments, when the spot pattern is not monitored by the 

compound microscope. After this rough alignment, the spot patterns in the collected 

data need to be verified, and if the spot patterns are not good, more adjustments should 

be made until good patterns in the collected data is achieved.  
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Fig. C. 1 Using the scattered light pattern for MMI alignment (a) Pattern when the 

fiber is aligned (b) Patterns when the fiber is horizontally misaligned 
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 Appendix D Virus Labeling Procedure 

Inactivated, whole influenza virus samples were purchased for testing. 

 β-Propiolactone-inactivated A/PR/8/34 (H1N1) (Advanced Biotechnologies 

Inc.) 

 UV-inactivated A/2/Japan/305/57 (H2N2) (Advanced Biotechnologies Inc.)  

 Formalin-inactivated A/Aichi/68 (H3N2) (Charles River) 

Viruses were dyed using NHS-activated Dylight fluorophores according to 

manufacturer instructions (Thermo Scientific). (see Table D.1 for details) Briefly, virus 

samples were added to aliquots of dried Dylight dyes and allowed to incubate at room 

temperature for 2 h. Samples were then separated from free dye using PD MiniTrap G-

25 gel filtration columns (GE Healthcare). In gel filtration chromatography method, 

larger particles cannot enter the gel and they elute sooner because they have less volume 

to traverse compared to the smaller particles. Since the labeled viruses are bigger than 

the free dye, they elute sooner than the smaller free dye. While collecting the fractions 

during the gel filtration chromatography, the labeled viruses are collected first and then 

the concentration of free dye increases, creating a higher background for the detection. 

For that reason, it is important to pick the optimum fraction with high virus 

concentration with lower background. Fig. D. 1 shows the gel filtration 

chromatography process during the labeling procedure, showing the droplet with a high 

concentration of free dye. For characterization, the fractions are tested on a custom total 

internal reflection fluorescence (TIRF) microscope. Once identified, the viral fractions 

were aliquoted and flash-frozen via liquid nitrogen for later use. Although 
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manufacturer concentrations were reported, the variable dilution/fractionation process 

of gel filtration chromatography leads to an inability to directly account for virus 

concentration. However, TIRF-based measurements concluded that virus 

concentrations were on the order of femto-molar as observed by direct counting on the 

chip. 

 

Fig. D. 1 Gel Filtration Chromatography Procedure 

 

Labeling Procedure 

 Aliquot stock virus sample into 75uL each and flash freeze them. 

 Mix 1mg of stock NHS ester dye with 1mL DMSO and aliquot into 100µL. 

 Keep the aliquots of dye in a vacuum centrifuge to dry off the DMSO. 

 Each aliquot of dye has 0.1mg of dye. 

 

 Mix 75µL of virus sample in 0.1mg of dye. 

 Incubate in room temperature for 3-4 hours 

 Take a PD MiniTrap G-25 gel filtration column and hold it in a stable stand. 

(see Fig. D. 1)  
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 Remove the top and the bottom cap. 

 Empty the buffer drop by drop till the meniscus of the buffer reaches the 

cotton part of the column. 

 Immediately fill the column with 1X PBS buffer. Never let the cotton dry! 

 Do the same procedure 3 times to completely wash off the buffer in the 

column and substitute with PBS buffer. 

 At the end of the third wash with PBS, when the meniscus touches the 

cotton part, pipet the incubated labeled virus sample at the center of the 

cotton surface. 

 Start collecting the drops in vial #1 

 Immediately pipet 100µL of PBS buffer on top of the pipetted virus. 

 Wait for the meniscus formed to reach back the cotton (about 1-2 sec, one 

might collect 2-3 drops during this time). 

 When meniscus reaches the cotton, fill the whole column with PBS buffer. 

 Start collecting drops (2 drops each from vial #2 till vial #4 and 1 drop each 

from vial #5 onwards) (see Fig. D. 1) 

 Collect the drops till they have concentrated dye in the drops, when they 

visibly change color. This will be around when drop collection reaches 

20th-24th vial. 

 Flash freeze the collected droplets for future characterization. 

 Use a TIRF/confocal microscope to determine the vial with the higher 

concentration of the labeled viruses, with a low background. 

 

Important: 

 Never let the cotton dry. 

 Let the pipetted virus and 100µL PBS buffer completely get absorbed by 

the cotton before filling the column with PBS buffer. 

 

 

Table D.1 Virus Labeling procedure with gel filtration chromatography.  



190 

 

 Appendix E ARROW Waveguide Fabrication Parameters and 

Procedure 

Here, the fabrication procedure and the design details of ARROW wafers used in the 

experiments are explained. 

7.5.1 E.1 Tunable Filter – TF11 

TF11 

Bottom Layers  

Oxide 1 - 296 nm 43.76 nm/min n=1.457 

Nitride 1 - 115 nm 12.65 nm/min n=2.068 

Oxide 2 - 296 nm 41.40 nm/min n=1.458 

Nitride 2 - 230 nm 13.38 nm/min n=2.044 

Oxide 3 - 296 nm 42.80 nm/min n=1.458 

Nitride 3 - 115 nm 13.65 nm/min n=2.044 

Protective Oxide 35-40nm   

Nitride Recipe: 1000 mT, 70 W @ 250°C - 27% 96%  

Oxide Recipe: 600 mT, 3% RF @ 250°C - 9% 17%  

Chrome Stop Etch  
t= 120 nm  

Core (Z1 Core)  
Apply SU-8 10  

o pour small puddle (about quarter size)  

o 500 rpm @ 100/s, 6 s  

o 5700 rpm @ 1200/s, 60 s  

o 6000 rpm @ 6000/s, 2 s  

o soft bake - 65° 5 min, ramp to 95° 5 min  

o expose 7s  

o post exposure bake - 65° 5 min, ramp to 95° 5 min  

2. Develop - 1 min  

Final core height:3.750 um  
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Top Layers  

Protective Oxide 30-35 nm 

Nitride 4 - 128 nm 12.91 nm/min n=2.046 

Oxide 4 - 368 nm 35.44 nm/min n=1.465 

Nitride 5 - 128 nm 13.22 nm/min n=2.035 

Oxide 5 - 368 nm 37.48 nm/min n=1.467 

Nitride 6 - 128 nm 13.49 nm/min n=2.020 

Oxide 6 - 2516 nm 33.08 nm/min n=1.472 

Oxide 6 Overgrowth: 75%  

Nitride Recipe: 1000 mT, 70 W @ 250°C - 27% 96%  

Oxide Recipe: 1100 mT, 3.5% RF @ 250°C - 9% 3%  

Ridge Etch  
Ridge etch completed:  

 SU-8 3005 @ 900 rpm, 60 s  

 PE2 O2 Descum @ 200 W, 20 s  

 Trion RIE Etch, 229 s  

Final ridge height: 1.305 um  

Core Expose Etch  

 

 

7.5.2 E.2 Y-Splitters – SP2 

SP2 

Bottom Layers: 6 commercial layers  

 SiO2 Ta2O5 SiO2 Ta2O5 SiO2 Ta2O5 

n 1.47 2.107 1.47 2.107 1.47 2.107 

t (nm) 265 102 265 102 265 102 

Adhesion Promoter   

 Grow 20nm SiO2 in PECVD2  
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Chrome Pre-core  

 E-beam: Deposit 122nm Cr  

 Pattern ARROW Splitter PreCoremask using AZ3330  

 5000 rpm, 60s  

 Soft bake 90C, 60s  

 Expose 8s, Aligner W/ Filter  

 Develop 60s, AZ300 MIF  

 Hard bake 110C, 2min  

 Descum: 100W, 60s  

 Etch Chrome  

 Clean photoresist with Acetone & IPA  

 Descum: 150W, 60s  

 Dehybake  

Core  

 Pattern ARROW Splitter Coremask using SU8-10  

 (1) 500 rpm, 6s (2) 4200 rpm, 60s (3) 6000 rpm, 2s  

 Soft bake 65C, 8min -> 95C, 8min -> 65C  

 Expose 25s, With Filter  

 PEB 65C, 6min -> 95C, 6min -> 65C  

 Develop , SU8 Developer  

 Hard bake 65C -> 200C, 10min (~12min) -> 65C  

 Descum: 50W, 60s  

 Hardbake 65C -> 250C, 5min(~8min) -> 65C  

 Descum: 50W, 60s  

 Height: Middle: 5.5um Edges: 5.4um  

Pedestal Protection  

 HMDS: 2800 @ 1100, 30s → 5000 @ 5000 2s  

 AZ4620: 2800 @ 1100, 30s → 5000 @ 5000 2s  

 Softbake: 70°C, 60sec; 90°C 60sec; 120°C 20s  

 Expose: 55s + 7s Flood (without filter)  

 Develop: 400K:H20=1:4 ~3.5min  

 Height: 2.8um  

 Descum 50W, 30s  

 HCL Dip: (HCL:H20, 1:2) for a few seconds  

 E-beam: 76nm, Ni  

 Ni liftoff with acetone and IPA  

 Descum 50W, 30s  
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Pedestal Etch  

 SAPoxide, 710sec, um  

 TC1 (H2O2:RS-6=1:10, 55C) 10min  

 Dummy Step  

 SAPbosch_Si, 2cycles + 6 steps  

 Si_isotropic, 80s  

 TC1 10min  

 Nickel etchant, 3min  

 TC1 10min  

 Height 6.06um  

 Descum 50W, 30s  

 Dehydration bake  

Top Oxide coat  

 ~6um SiO2  

 Test wafer Elipsometer before growth: Index: 1.460  

 P1: 89.9 A1: 73.4 P2: 180.1 A2: 106.7  

 Rate: 40 nm/min  

 PECVD2 ran for 2hr and 31min  

 Recipe: Temp 250C, RF:3.4, Pressure:1100mT, G1:9, G2:17 (The MFC on 

PECVD2 has changed since this was fabricated)  

 Test wafer Elipsometer after growth: Index:1.466  

 P1: 95.1 A1: 48.3 P2: 185.1 A2: 132.3  

Ridge  

 Pattern Splitter New Ridgemask using SU8-2025  

 (1) 500 rpm, 6s (2) 3700 rpm, 60s (3) 6000 rpm, 2s  

 Soft bake 65C, 6min -> 95C, 8min -> 65C  

 Expose 18s, North (No Filter) (Align Gap of 10um) (Alignment marks on 

the new mask are way off check features to align.)  

 PEB 65C, 7min -> 95C, 10min -> 65C, 7min  

 Let cool to room temp  

 Develop, SU8 Developer: ~1.5min  

 Hard bake 65 -> 180, 12 min, cool to 65 (about 15mins)  

 Descum 100W, 90s  

 Height: 17.4um  

Ridge Etch  

 Descum 100W, 15sec  

 SAPOxide 1100sec  
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 Nanostrip 30min, 90C  

 TC1 (H2O2:RS-6=1:10, 55C) 10min  

 Descum: 100W, 60sec  

 Dehybake  

 Height Etched: ~2.8um  

Core Expose   

 Pattern Splitter Core Expose mask using AZP4620  

 Spin 1500 rpm, 60s  

 Soft bake 80C, 20min  

 Rest 15min, room temperature  

 Expose 30s, North Aligner (no Filter), Soft Contact  

 Develop (AZ400K:H20 = 1:4) ~3min  

 Hard bake 150C, 2hr  

 Descum: 150W, 60sec  

 BHF etch 490sec  

SU-8 Core Etching  

 90mL H2O2 + 60mL Sulfuric Acid (Piranha)  

 Placed in acid  

 Changed daily  

 

7.5.3 E.3 Standard MMI – MA13 

MA13 

Bottom Layers : 6 commercial layers  

 SiO2 Ta2O5 SiO2 Ta2O5 SiO2 Ta2O5 

n 1.47 2.107 1.47 2.107 1.47 2.107 

t (nm) 265 102 265 102 265 102 

Pedestal Protection  
Pattern Arrow MMI Pedestal mask using AZP4620  

 (1) 2800 rpm, 30s (2) 5000 rpm, 2s  

 Soft bake 70C, 60s; 90C, 60s; 120C, 20s  

 I accidentially Flood exposed before exposing with the mask  

 Flood expose 5s  
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 Expose 55s, North Aligner  

 Develop 2 1/2 min (AZ400K:H20 = 1:4) measured 1.9 - 2.6um over core  

 Redeveloped 20 sec (AZ400K:H20 = 1:4) 2.2-3.2um over core  

 Descum 40W, 30s  

 Hydrochloric dip  

 Deposited 74nm Ni in E-beam  

 Lift off Ni with Acetone 15 min  

 Descum 50w, 30sec  

SAP Oxide  

1. 5 min (300s), .805um , rate .161um/min  

2. 3 min more, 1.33um  

 TC1 10min, @ 55C  

 Trion Clean  

 Bosch  
1. After 2 cycles, 4.6um, rate .2357 um/step  

2. Ran 6 more steps, 6 um  

 Si_isotropic 60s, 6.75um  

 TC1 1 min @ 55C  

1. no bubbles needed change TC1  

2. new TC1 10min @ 55C  

 Ni Etchant, 3 min  

1. Left Ni Residue, Etched 2 more min, removed residue  

 TC1 10min @ 55C  

 Descum 50w, 30s  

 Dehydration bake overnight  

 

7.5.4 E.4 Triple Core MMI – TC7 

TC7 

Bottom Layers : 6 commercial layers  

 SiO2 Ta2O5 SiO2 Ta2O5 SiO2 Ta2O5 

n 1.47 2.107 1.47 2.107 1.47 2.107 

t (nm) 265 102 265 102 265 102 

Adhesion Promoter   
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 Grow 20nm SiO2 in PECVD2 (Erik)  

Chrome Pre-core  

 Deposit 121 nm Cr in E-beam  

 Pattern Triple Core V2 PreCore mask using AZ3330  

 5000 rpm, 60s  

 Soft bake 90C, 60s  

 Expose 8s, Aligner W/out Filter  

 Develop 60s, AZ300 MIF  

 Hard bake 110C, 2min  

 Descum: 100W, 60s  

 Etch Chrome  

 Clean photoresist with Acetone & IPA  

 Descum: 150W, 60 sec  

 Dehybake  

Core  

 Pattern Tripple Core V2 Core mask using SU8-10  

 (1) 500 rpm, 6s (2) 4200 rpm, 60s (3) 6000 rpm, 2s  

 Soft bake 65C, 8min -> 95C, 8min -> 65C  

 Expose 9.5s, With Filter  

 PEB 65C, 6min -> 95C, 6min -> 65C  

 Develop , SU8 Developer  

 Hard bake 65C -> 200C, 10min (~12min) -> 65C  

 Descum: 50W, 60s  

 Hard bake 65C -> 250C, 5min (~8min) -> 65C  

 Descum: 50W, 60s  

 Height:   5.9um - 6um  

Pedestal Protection  

 Pattern Tripple Core V2 Pedestalmask  

 HMDS: 2800 @ 1100, 30s → 5000 @ 5000 2s  

 AZ4620: 2800 @ 1100, 30s → 5000 @ 5000 2s  

 Softbake: 70°C, 60sec; 90°C 60sec; 120°C 20s  

 Expose: 55s + 7s Flood (without filter)  

 Develop: 400K:H20=1:4 ~3min  

 Height: ~2.7um  

 Descum 50W, 30s  

 HCL Dip: (HCL:H20, 1:2) for a few seconds  

 E-beam: 90nm Ni  

 Ni liftoff with acetone and IPA  
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 Descum 50W, 30s  

Pedestal Etch  

 SAPoxide, 1200sec  

 TC1 (H2O2:RS-6=1:10, 55C) 10min  

 Dummy Step  

 SAPbosch_Si, 3 cycles 4 steps  

 Si_isotropic, 30s  

 TC1 10min  

 Nickel etchant, 3min  

 TC1 10min  

 Descum 50W, 30s  

 Height measured 6.2um  

 Dehydration bake  

Top Oxide coat   

 ~6um SiO2  

 Test wafer Elipsometer before growth: Index: 1.466  

 P1: 82.6 A1: 128.8 P2: 172.7 A2: 51.3  

 Rate: 69.75 nm/min  

 PECVD3 ran for 1hr and 26min  

 Recipe: 18W 10LF G1:164 G2:88 Temp 250C, Pressure:1900mT  

 Placed in Dehybake  

Ridge  

 Pattern Triple Core V2 Ridge mask  

 AZ3330: 1000 @ 1200, 60s → 6000 @ 6000 1s (no HMDS)  

 Softbake: 90°C, 5min  

 Expose: 16s (without filter)  

 Develop: 300K: ~1min  

 Feature size: 4um: ~4um, 12um: ~12um, 75um: ~75um  

 Descum 150W, 60sec  

 HCL dip  

 Ebeam: 120nm Ni  

 Liftoff Sonicated Acetone, and IPA rinse  

 Descum 100W, 60sec  

 Features look good, perfect alignment  

Ridge Etch   

 Sap Oxide, 1860 sec  
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 Descum Between 100W, 60sec @ 600s  

 TC1 10 min and Descum 100W, 60sec @ 1200sec  

 Ni etch 7 min  

 TC1 (H2O2:RS-6=1:10, 55C) 10min  

 Descum: 100W, 60sec  

 Dehybake  

 Height Etched: ~3.2um  

 Etch Rate: 1.67nm/sec  

 Oxide where etched looks bad features look good  

Core Expose  

 Pattern MMI/Splitter Core Expose mask using AZP4620  

 Spin AZP4620 1500 rpm, 60s  

 Soft bake 80C, 10min  

 Expose 30s, Filtered Aligner  

 Develop (AZ400K:H20 = 1:4) ~3min  

 Hard bake 150C, 30 min  

 Descum: 150W, 60sec  

 BHF etch 490sec  

SU-8 Core Etching  

 60mL H2O2 + 40mL Sulfuric Acid (Piranha)  

 Placed in acid until 5/13/16  
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 Appendix F MMI Spot Pattern Analyzer Software 

The following program allows users to easily load, analyze and save the MMI Patterns 

that are taken by the compound microscope camera. 

The image file name should contain the wavelength information. The position of the 

liquid-core among selected dark images should be same.  

Step 1: Load Illuminated Image 

Load the illuminated image to roughly get the idea of where the liquid core waveguide 

is. If all the images are dark, a dark image can be loaded to select the rough position of 

the core. 

 

Fig. F. 1 Load Illuminated Image 
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Fig. F. 2 Choose Illuminated Image 

 

Fig. F. 3 Choose upper left corner 

Upper left corner of the core is selected. 
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Step 2: Load Dark Images 

In this step, multiple images can be loaded. The liquid-core positions should be same 

for all of them.  

 

Fig. F. 4 Load Dark Images 

 

Fig. F. 5 Locate the wavelength information in the file name 

The files also need to have the wavelength information in nanometers. The delimiter is 

underscore as default. The number “3” is the number of underscores in the file name 

before the wavelength information. The delimiter can be changed and the position of 

the wavelength can be changed based on the position. For example, in the file name 
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“TC6_C9_ch1_557_nl.tif”, there are 3 underscores before the wavelength. Also, note 

that there is an underscore after the wavelength, if there is more text. The delimiter is 

underscore in this case. 

Examples: 

TC6_ 557.tif   Delimiter is underscore, the number should be “1”. 

557.tif    the number should be “0”. 

TC6_557 nm  Not a valid format 

TC6_557nm  Not a valid format 

 

Fig. F. 6 Entry for MMI Width, camera type and orientation. 

Enter width of the MMI. 

Select camera type (Old Andor (Andor Luca S) vs New Andor (Andor Zyla 5.5)) since 

they have different pixel to um ratios. 

The liquid core can be horiziontal or vertical depending on the chip orientation. 

The analysis can be done on the middle line of the liquid core, or the average of the 

spot lines. 
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Step 3: RUN  

 

Fig. F. 7 Running the program and positioning the liquid-core. 

Hit the RUN button to plot the pattern. Notice that the patterns are not perfectly in the 

analysis area because our previous selection was not perfectly on the corner. Use the 

arrows to position the pattern in the analysis area. 

Navigate through the different wavelengths by using the slider. The wavelength of the 

current image is shown in the “Wavelength” box. 

Step 4: Analysis 

The peaks of the pattern can be shown on the plot by clicking peaks on the Analysis 

Panel. The minimum height and minimum distance between the peaks can be 

configured as well. 



204 

 

 

Fig. F. 8 Spot Pattern Analysis 

The average distance between the peaks can be found in “dt (average)” box. Their 

standard deviation is found in “sigma_dt” box.  

Note: Make sure to go through the plots to see if the right peaks are picked, and change 

the min height and distance accordingly. 

The analysis results can be saved using “Save” button in the analysis panel. 
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The output file is called “analsysis_results” in txt format. It contains the wavelength, 

average dt and standard deviation information. 

 

Fig. F. 9 Analysis Output 

Step 5: Save Plots and Images 

All the plots and images can be exported to separate MATLAB figure files and *.tif 

image files. In order to only save the current figure and image, select the upper 2 

buttons. To save all the images, select lower 2 buttons. 

The plots can be saved with or without the peaks. You could select/deselect to adjust 

that. 

 

Fig. F. 10 Saving the data 
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 Appendix G Multiple-peak Identification Software 

The following program allows for analyzing the multiple peaks in the collected data. It 

automatically finds the multiple peaks in each particle signal, based on the given 

specifications. It also allows for manual verification, and correction for the 

identification of the peaks. It also calculates the error in the automatic identification by 

comparing it to the manual corrections. 

 

Fig. G. 1 The application window of the program. 

The guidelines for analyzing a signal collected from a TC detection of different kinds 

of targets with different number of peaks. 

Step 1: Loading the data 



207 

 

The data should be in the format of MATLAB data file and the first column should be 

for the time axis, and second column should be the corresponding intensity values. 

 

Fig. G. 2 Loading the data. 

Once the data is loaded, the program will plot it on the left side of the application 

window, shown in Fig. G. 2.  

Step 2: Determining the threshold for particle signal.  

The threshold values for detected particles should be entered in the “Min Height” and 

“Min Distance” boxes. The units for the distance is each data point, depending on the 

binning time, and the units for the height is the photon count per binning time. These 

parameters should be chosen carefully to result in single selection per single particle, 

not counting the multiple peaks within each particle. After this step, “Find Peaks” 

button will find the peaks based on the parameters entered.  
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Fig. G. 3 The peaks found based on the threshold parameters entered.  

The number of peaks that are found can be seen in the box.  

Step 3: Analyzing the multiple peaks, and automatically identifying the number of 

peaks. 

For this step, “View Peaks” button should be clicked in order to show each peak in the 

window on the right side. Scroll bar allows for going through each peak. Peak window 

must be chosen to allow the whole peak in the window. This depends on the velocity 

of the particle and the binning of the data.  

Each particle signal shows multiple number of peaks, depending on the type of target. 

In order to identify the number of peaks, another peak finding algorithm is run on each 

peak window, and label them with the number of peaks that are found.  
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Fig. G. 4 Viewing each particle signal. 

Step 4: Identifying the particles based on the number of peaks.  

In order to find the peaks, Min Height and Min Distance for that window should be 

entered. Note that the Min Distance to find the multiple peaks should be smaller than 

the distance between each peak. Then by clicking the “Auto Find Spots”, the number 

of spots are found for each particle, and can be visually verified by going through them 

by using the scroll bar.  

The number of spots box shows the number for each particle signal. This data can be 

saved by using the save button and it can be plotted by using the Plot button. 
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Fig. G. 5 Finding the number of spots 

 

Fig. G. 6 Output plot with the identified peaks 
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The output plot is shown in Fig. G. 6, showing the different targets in different 

channels, based on the number of peaks generated previously. The symbols and ranges 

can be modified in the “plot_Figure_Callback” function.  

Step 5: Verification of Identified Peaks 

In order to verify the identification carried out by the algorithm, each particle signal 

can be visually analyzed by using this program. If there is a mismatch found between 

the algorithm and the visual manual analysis, due to a bad pattern, this information can 

be updated by changing the number of spots and updating it. After this step, the data 

can be saved and plotted as in the Step 4. The comparison between the manual 

verification and the automatic identification gives the error of the algorithm for the data 

trace.  
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