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ABSTRACT OF THE DISSERTATION

Synchronization at Low SNR in MIMO Communications

by
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Professor Kenneth Yun, Chair
Professor Rene Cruz, Co-Chair

A key requirement for the increased reliability, range and throughput of

the wireless communications is the ability to synchronize in a low signal-to-

noise ratio (SNR) environment. It is particularly important in multiple-input

and multiple-output (MIMO) communications, where a separate synchronization

needs to be performed for each transmit-receive antenna pair. Moreover, the

SNR for synchronization in MIMO communications is generally lower than in the

single-input and single-output (SISO) case, since the transmit power is distributed

amongst the multiple transmit antennas for a fixed total transmit power. Thus, the

synchronization is a potential bottleneck for performance improvements in future

wireless communications.

This dissertation presents a synchronization architecture for packet-based

MIMO communications. Specifically, it describes a direct-sequence spread-

spectrum (DSSS) based synchronization system for improving the synchronization

performance at low SNR, utilizing a parallel code acquisition scheme.

This dissertation presents the performance analysis for the packet-based

xv



SISO communications as well as for the pilot and packet-based MIMO communi-

cations. It proposes a staggered transmission strategy for the parallel code acqui-

sition in systems with multiple transmitter antennas, and also presents the proof

for its optimality. Furthermore, it describes an architecture for the parallel code

acquisition and presents the implementation of the SISO acquisition system (which

is a basic building block for the MIMO acquisition system) on a radio prototype.

Finally, it reports the experimental results that confirm the reliable operation at

low SNR.

The parallel code acquisition forms the backbone of the proposed MIMO

synchronization system. This dissertation presents the performance analysis for

the SISO synchronization system (which is a basic building block for the MIMO

synchronization system) and describes its implementation on a radio prototype.

Digital and RF tests verify the accurate translation of the synchronization system

into hardware. Calibrations in the lab and experiments conducted at outdoor test

sites confirm the ability to synchronize at low SNR.

xvi



Chapter 1

Introduction

Phenomenal strides have been made in the field of wireless communications

during the last couple of decades, primarily due to the advances in communication

theory, very-large-scale integration (VLSI) technology and radio frequency (RF)

circuit design. Groundbreaking research in communication theory, such as multiple

antenna communications (MIMO) [1–3], improved the reliability and the through-

put of wireless communications. At the same time, the improvement in the VLSI

technology, in line with Moore’s law1 [4], made the hardware implementation of

these algorithms feasible. Finally, the advances in RF circuit design has enabled

communication over a variety of radio frequencies at low power and wide spectral

bandwidths.

Wireless communication has the potential to enable ubiquitous connectivity.

However, the fickle nature of the wireless channel leads to variation in the signal

level at the receiver making fast and reliable communication a challenge. Also,

simultaneous transmissions over a shared wireless medium create interferences

during the signal reception.

Wireless communication has brought about myriad societal benefits. Its

uses include personal communications, telemedicine, video streaming, and data

transfer. However, the current state-of-the-art in wireless communication is in-

capable of meeting the demands of the next-generation applications. Potential

1Gordon Moore’s prediction in 1965 that the number of transistors on integrated circuits
would double roughly every 18 months.

1
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benefits of wireless communications and the challenges associated with communi-

cating over the wireless medium are the motivations behind this dissertation.

This dissertation treats both the theory and the implementation as equally

important components for developing wireless systems. Without performing actual

implementations, simplifying assumptions made in the theoretical analysis may

lead to performance analyses that are far removed from the real world scenarios.

Without a theoretical analysis, ad hoc approaches to hardware design could lead

to sub-optimal, and often erroneous, implementations.

1.1 Pilot and Packet-based Communications

From a synchronization perspective, wireless physical layer communications

can be broadly classified into two categories: pilot-based and packet-based commu-

nications. Pilot-based communication schemes, such as cellular communications,

rely upon an omnipresent pilot for synchronization. On the other hand, packet-

based communication schemes, such as wireless LANs (WLANs) [5], communicate

asynchronously using packets and perform synchronization on a per-packet basis.

In the pilot-based system, a large number of radios (e.g., mobile phone

users) synchronize to a base station using a dedicated channel for synchronization.

The cost of spectrum for the common synchronization channel is amortized over a

large number of numbers. However, such systems require a network infrastructure

that is expensive to set up and unsuitable for fast deployment. It also creates a

single point of failure in the network. Since the radios need to be synchronized

even in the absence of any data communication, it could lead to an inefficient use

of the spectrum and an increase in the battery power consumption at the radios.

Finally, it makes the network conspicuous and prone to malicious attacks.

Packet-based communication, as shown in Figure 1.1, is used in networks

which do not require a central authority for coordination such as wireless ad hoc

networks [6]. The decentralized nature of the communication network mitigates

the aforementioned disadvantages of pilot-based systems. However, due to the

absence of a pilot signal, the synchronization needs to be performed per packet
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Preamble Payload

Figure 1.1: Packet format: The preamble is used for performing the synchroniza-
tion operations such as code acquisition, carrier recovery and frame synchroniza-
tion. The payload contains the useful data for communication.

(for e.g., 802.11-based wireless networks [5]). As shown in Figure 1.1, a preamble

is attached ahead of the data payload for this purpose. Clearly, a large preamble

would lead to a significant reduction in goodput – the actual data throughput

experienced by the users [7]. Therefore, a fast and accurate synchronization is

essential to derive the benefits of packet-based networks.

1.2 Low SNR Communications

The signal to noise ratio (SNR) is an important yardstick used in the

characterization of the physical layer performance. A high SNR at the receiver

allows an accurate synchronization. Various modulation formats can be used to

exploit the high SNR available at receiver for decoding, thus enabling high data

rates. However, the fluctuating nature of the wireless channel (due to changes

in the environment even when the transmitter and receiver are fixed) leads to a

variation in the SNR at the receiver. The reduction in SNR is caused by a long

distance between the transmitter and the receiver, the communication channel

being in a deep fade [1], or an interference from adjacent wireless transmissions

over the same frequency spectrum.

Wireless communication in the low signal to noise ratio (SNR) environment

is getting increasingly important, although the low SNR makes communication

difficult. The ability to operate at low SNR2 increases the spatial range and

reliability of ad hoc networks by successfully receiving packets at low signal

strength or under harsh interference. Moreover, in some applications, it may

2The interference is assumed to be Gaussian and added to the noise term to calculate the
SNR.
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be desirable to support an extended spatial range even at the cost of the data

rate, which facilitates a gradual degradation in throughput rather than allowing

an abrupt disconnect at low SNR. A deliberate low SNR operation, achieved by

transmitting at low power and reducing the interference to other radios, may also

be beneficial for improving the overall throughput in wireless networks [8].

Once synchronized, error correction techniques can be used for a reliable es-

timation of transmitted data symbols even if a significant percentage of raw data

symbols is erroneous because of the low SNR. However, the synchronization is

difficult to achieve at low SNR. It is particularly difficult in packet-based commu-

nications since the time to synchronize is limited. Therefore, the synchronization

presents a significant hurdle towards enabling packet-based communications at low

SNR.

1.3 MIMO Communications

Multiple-input and multiple-output (MIMO) [1–3] schemes are getting

increasingly popular for improving the spectral efficiency and the link reliability

of the wireless networks. The spectral efficiency can be improved using spatial

multiplexing techniques which offers a linear increase in the capacity with the

minimum of the transmit and receive antennas (min(M,N) where M is the

number of transmit antennas and N is the number of receive antennas) for a

fixed bandwidth and fixed total transmit power [2,3]. The increase in SNR due to

the array gain and diversity gain [2,3] can improve the link reliability. In addition,

cooperative communication schemes are being proposed to leverage the advantages

of MIMO by creating a virtual MIMO link through cooperation amongst multiple

SISO transmitter and receivers [9]. MIMO schemes, therefore, can be used not

only for increasing throughput at high SNR but also for improving reliability at

low SNR.

A basic packet-based MIMO system is presented in Figure 1.2. On the

transmitter side, the data is split into multiple transmit streams using space-time

coding and interleaving. The transmit streams are packetized, i.e., synchronization
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preambles are attached to the data before transmission, and transmitted over the

air using multiple RF up converters and antennas.

On the receiver side, the received signal on each of the antennas is

downconverted. The received signal on each receive antenna consists of a sum of

the signals transmitted over all the transmit antennas. Hence, M synchronizations

need to be performed on each of the N downconverted signals leading to a total

of M ∗ N synchronizations. The synchronization parameters, including channel

estimates, are passed on to the space-time decoding and deinterleaving block to

recover the original data.

MIMO publications, in most cases, assume perfect synchronization and

ignore the synchronization system during the analysis [2, 3, 10–12]. The benefits

of MIMO are seen after synchronization, i.e., after the symbol synchronization

has been attained for all the multiple transmitted streams at each of the receiver

antennas. After the synchronization, the average SNR per symbol achieved

through an appropriate MIMO combining is typically higher compared to that

obtained in the SISO communication [2, 3], which is the main advantage offered

by the multiple antenna processing. However, the multiple antenna transmission

leads to a smaller available average SNR at the receiver for synchronization since

the total transmit power is divided amongst the multiple antennas for a fixed total

power constraint3. Moreover, simultaneous transmissions over multiple antennas

add self-interference during the synchronization process, further degrading the

performance. Clearly, an inability to achieve proper synchronization is a severe

yet often neglected bottleneck that effectively prevents the full benefits of MIMO

communication from being realized.

1.4 Synchronization

Wireless communication involves transmission and reception of information

at radio frequencies. At the transmitter, the binary information is converted to

baseband symbols which are used to modulate a radio frequency carrier wave.

3In the United States, the maximum EIRP allowed (the peak transmit power plus the isotropic
antenna gain) per radio in the 2.4GHz ISM band is +36 dBm.
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The synchronization is a process of accurately recovering the arrival time,

the symbol rate and the carrier wave characteristics in order to successfully

demodulate the received signal. It is the first operation that is performed at the

receiver. Once the synchronization is achieved, various demodulation techniques

can be used to accurately recover the transmitted binary information [1, 2].

The primary functions of synchronization are:

• Timing synchronization, which recovers the rate at which the transmitted

symbols were generated at baseband.

• Carrier synchronization, which predicts the correct phase and frequency of

the carrier used for transmission.

• Frame synchronization, which finds the correct arrival time of the received

data.

In packet-based communications, these functions need to be performed

in a brief amount of time (during the reception of the preamble). Thus, the

synchronization at low SNR in packet-based communications is more difficult to

achieve.

The current state-of-the-art packet-based systems generally use the same

modulation for transmitting the preamble and the data payload. For example,

the IEEE 802.11a wireless standard [5] uses an OFDM modulation for both

the preamble and the payload. This may reduce the cost of implementation

but could be sub-optimal for synchronization and, hence, lead to a reduction in

the system performance. The criterion used for choosing a modulation for the

payload (for example, throughput) can be different from the criterion required for

synchronization (for example, reliability). Therefore, a decoupling of the preamble

and payload modulation formats could lead to an improvement in the system

performance.

1.4.1 Direct-Sequence Spread-Spectrum

The low SNR synchronization can be achieved with a higher energy per

symbol in the direct-sequence spread-spectrum (DSSS) modulation, that is, by
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increasing the spreading gain at the cost of lowering the symbol rate for a fixed

spectral bandwidth [13]. The DSSS modulation also has a low probability of

intercept and is highly resistant to jamming and interference [13]. Moreover, it

can be used to counter frequency-selective fading and is suitable for multiple access

of the allocated spectrum due to its unique spreading properties [13]. For these

advantages, the DSSS modulation was chosen for this dissertation.

Figure 1.3 shows the basic operation of DSSS communication. Each of

the binary data symbols is multiplied by a pseudorandom (PN) sequence [13, 14]

consisting of m elements, referred to as chips [13, 15]. This leads to an expansion

in the bandwidth of the signal – a process known as spreading [13, 15]. The

multiplication of the spread signal by the same PN sequence at the receiver, a

process known as de-spreading [13, 15], leads to a recovery of data symbols at the

receiver.

The benefit of the DSSS scheme is more noticeable in the presence of noise

at the receiver, as shown in the frequency domain representation of the received

data. The de-spreading operation allows a recovery of the received signal embedded

in the noise by improving the the symbol SNR by a factor of m, also known as the

spreading gain of the DSSS system.

It is important to note that the spreading gain can be obtained only when

the PN sequence present in the received DSSS signal is aligned perfectly with the

locally generated replica for an accurate de-spreading operation. The process of

aligning the two PN sequences at the receiver is known as code acquisition [13] or

chip acquisition. Once code acquisition is achieved, the rest of the synchronization

operations can be performed in a standard fashion [15]. The post-de-spreading

SNR for these operations is improved by a factor of the spreading gain which

leads to a better synchronization performance. Thus, the code acquisition is a

crucial component for enabling a low SNR synchronization in the DSSS-based

synchronization system. In Chapter 4, it will be shown that the performance of the

synchronization system is strongly dependent on the code acquisition performance.
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1.4.2 Code Acquisition

The code acquisition requires testing all possible hypotheses for a correct

alignment of the spreading code in the received signal with the local PN correlator

used at the receiver for the de-spreading operation. This hypothesis testing was

traditionally carried out in a serial manner [13,16,17], as the hardware complexity,

cost and size prohibited the use of parallel correlators to reduce the acquisition

time. It is interesting to note that the tradeoff between the acquisition time and

the hardware complexity was mentioned a couple of decades ago [13], when the

authors hinted at more parallel implementations in the future with an improved

VLSI technology. Since a brief synchronization time is vital for the packet-based

systems, parallel code acquisition will be focused upon in this dissertation.

Most of the prior work on code acquisition has focused on pilot-based SISO

communication. An explanation of both serial and parallel code acquisition has

been provided in [15]. An in-depth analysis of serial code acquisition has been per-

formed in [18,19]. A survey of parallel code acquisition using estimation techniques

is presented in [20]. Performance analysis of parallel acquisition over frequency-

selective fading channels has been performed in [21,22]. Parallel acquisition in the

presence of Doppler shift and data modulation has been investigated in [23].

The parallel acquisition analysis has been extended to include multiple

antennas at the receiver in [24–29]. Hanzo’s recent work includes multiple transmit

antennas [30, 31]; however, it performs the analysis only for the serial acquisition.

Based upon an extensive literature survey, the author thinks that no prior work

exists for the parallel code acquisition in packet-based SISO, and pilot and packet-

based MIMO systems: the performance analysis for which is presented in this

dissertation.

1.5 Radio Prototyping and Experimentation

After theoretical analyses and system simulations, the wireless systems are

prototyped on reconfigurable hardware testbeds. These hardware testbeds pro-

vide a platform for experimentation and performance evaluation under real-world
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constraints. These constraints include issues such as circuit parasitics, fixed word

length effects, dynamic range limitations, noise, and other physical impairments.

These hardware platforms typically include radio frequency (RF) analog front end

electronics, a fully configurable digital backend using Field Programmable Gate

Arrays (FPGA) or Digital Signal Processors (DSP) along with relevant test and

measurement equipment, such as logic analyzers, spectrum analyzers, and signal

analyzers. Advances in analog to digital interface circuits have motivated Software-

Defined Radio (SDR) techniques where a portion of the analog front end func-

tionality is implemented in digital logic. The availability of these reconfigurable

hardware testbeds and associated techniques have enabled further innovation in

wireless communications research by bridging the gap between theory and practice.

Over-the-air experiments provide insights into the performance of the algo-

rithms in real-world operating conditions. First and foremost, these experiments

provide a proof-of-concept: an essential component of any engineering research.

Experiments in different outdoor environments provide performance results over

a variety of wireless channels. This can point out potential flaws in the assump-

tions made during theoretical analysis and system simulations, thus improving the

quality of the wireless algorithms over multiple theory-to-practice iterations.

Keeping the aforementioned advantages in mind, the wireless systems

proposed and analyzed in this dissertation have also been prototyped. The

prototypes were calibrated in the lab to ensure that the implementation confirms

to the design specifications. Finally, over-the-air experiments were carried out to

understand the performance in real world scenarios.

1.6 Contributions

This dissertation presents a low SNR synchronization system for MIMO

communications. It covers all aspects of a communications system design: the-

oretical analysis, system simulations, prototype implementation and real-world

experimentation; thus, going from “theory to practice.” The main contributions of

this dissertation are described below.
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1.6.1 Parallel Code Acquisition

Based on an extensive literature search, the author believes that the

performance analysis for the parallel code acquisition for MIMO-DSSS systems

does not exist in the literature. This dissertation presents the performance

analysis for the pilot-based and, the traditionally overlooked, packet-based MIMO-

DSSS systems. It also presents and proves the optimality of using a staggered

transmission strategy for parallel code acquisition in DSSS systems with multiple

transmit antennas.

On the implementation side, this dissertation presents the architecture for

the parallel code acquisition and shows the feasibility of its implementation in

current VLSI technology. It also reports the results of the experiments conducted

to verify the reliable operation of the parallel code acquisition algorithm under low

SNR.

1.6.2 Synchronization System

This dissertation presents the design of a synchronization front-end for

MIMO communications. The synchronization system uses staggered preambles

modulated using DSSS for transmission and is designed for low SNR synchroniza-

tion. The parallel code acquisition algorithm forms the backbone of the synchro-

nization system. The performance of the synchronization system is verified using

simulations for different channel conditions.

On the implementation side, this dissertation presents the architecture for

the synchronization system and shows its implementation for a single transmit-

receive antenna pair: the building block for the MIMO system. Digital and

RF tests are performed to verify the correctness of the implementation on the

reconfigurable hardware. Controlled experiments are performed in the lab to

calibrate the performance of the synchronization system. Finally, experiments

at outdoor test sites are conducted to confirm the reliable operation at low SNR.
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1.6.3 Radio Prototyping and Experimentation

This dissertation provides several examples for the prototyping of the

physical layer of the wireless systems. It provides a detailed description of the

various reconfigurable prototyping platforms used for prototyping the algorithms.

It also provides the details about the test-and-measurement instruments used for

the verification of the prototype implementations. It also presents the rationale

behind the various experiments conducted to verify the performance of the parallel

code acquisition as well as the synchronization system prototypes.

This dissertation will serve as a reference for researchers who plan to

implement their algorithms on radio prototyping platforms in the future. It also

hopes to motivate other researchers to develop further insight by testing their

algorithms via over-the-air experiments.

1.7 Dissertation Overview

The rest of this dissertation is organized as follows:

Chapter 2 investigates the performance of the parallel code acquisition

for single (SISO) and multiple (MIMO) antenna based direct-sequence spread-

spectrum (DSSS) communication. The performance of the parallel code acqui-

sition scheme is analyzed for two scenarios: a separate pilot channel used for

acquisition, and a preamble used for acquisition in packet-based communication.

Also presented is a staggered transmission strategy for the optimal parallel code

acquisition in a DSSS system with multiple transmit antennas.

Chapter 3 presents the architecture of the MIMO parallel code acquisition

system. It provides a detailed description of the micro-architectures for the

hardware intensive aspects of the parallel code acquisition. It also describes

the prototype implementation for one transmit-receive antenna pair which is the

building block for the MIMO system. Finally, experiments are conducted to verify

the operation at low SNR and the results are reported.

Chapter 4 presents a synchronization system based upon DSSS modulation

for reliable synchronization at low SNR in MIMO systems. It is based upon the



14

parallel code acquisition algorithm described in Chapters 2 and 3. It describes

the implementation of the SISO synchronization system, the building block for the

MIMO system, on a radio prototype. The implementation is verified on a hardware

testbed capable of emulating wireless channels. After the verification, the system

performance is calibrated using controlled experiments in the laboratory. Finally,

it reports the results of the experiments conducted at two outdoor test sites to

observe the performance of the system over real wireless channels.

Chapter 5 provides a discussion of the main ideas in the dissertation vis-

à-vis the results presented in the earlier chapters. It also discusses the potential

for future research work in the area of synchronization. Finally, it presents the

concluding remarks.



Chapter 2

Parallel Code Acquisition:

Performance Analysis

This chapter presents the performance analysis for parallel code acquisition

in MIMO-DSSS systems. The acquisition performance is discussed not only for the

pilot-based DSSS systems, but also for the traditionally overlooked packet-based

DSSS systems.

Section 2.1 describes the MIMO-DSSS system model. Section 2.2 shows a

theoretical analysis of the parallel code acquisition performance for the pilot-based

system. Section 2.3 describes the staggered transmission strategy for the optimal

parallel code acquisition in the DSSS system with multiple transmit antennas.

Sections 2.4 and 2.5 show the parallel code acquisition performance results for pilot

and packet-based systems with single and multiple transmit antennas, respectively.

Finally, the conclusions for this chapter are presented in Section 2.6.

2.1 System Model

2.1.1 Transmittter

Figure 2.1 represents a MIMO direct-sequence spread-spectrum (MIMO-

DSSS) system with M transmit antennas and N receive antennas. All the

15
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Figure 2.1: MIMO-DSSS system.
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transmit antennas are assumed to transmit over the same frequency spectrum.

The preamble transmission from each transmit antenna is given by Equation (2.1):

si(t) =
√

2Pxi(t)ci(t) cos(wct) ∀ i ∈ {1,M} (2.1)

where P is the maximum average power that can be transmitted over the available

spectrum, ci(t) is a spreading sequence and xi(t) is a power scaling factor at each

transmit antenna.

In a pilot-based system, the pilot is a spreading sequence that is repeated

continuously to aid code acquisition. However, the code acquisition can be

performed only during the reception of the preamble in the packet-based system.

Let the part of the preamble used for code acquisition in the packet-based system

consist of L repetitions of a spreading sequence. For ease of analysis, we assume

that L is divisible by M such that L = MR, where R is a positive integer.

The total transmit power constraint over all the transmit antennas is

ensured by choosing the power scaling factors such that

M∑
i=1

xi(t) = 1 ∀ t ∈ (0,MR) (2.2)

Each xi(t) is assumed to be constant over one symbol period Ts, but can

vary over the length of the preamble. We introduce a power scaling sequence Xi,

comprising MR elements (x1
i , x

2
i ,. . . , xMR

i ), which denotes the value of xi(t) over

the each transmitted symbol of the preamble.

The spreading sequence, ci(t), consists of m chips {cji}mj=1 where cji ∈
{−1,+1}. The chipping period Tc is given by Tc = Ts/m. We assume that ci(t)

has the following properties ∀ i ∈ {1,M} and integer k:∫ Ts

0
ci(t)ci(t− kTc) dt = mTc ∀ (k mod m = 0) (2.3)∫ Ts

0
ci(t)ci(t− kTc) dt = 0 ∀ (k mod m 6= 0) (2.4)

Equations (2.3) and (2.4) describe the autocorrelation properties of a single

sequence. Equation (2.4) is asymptotically true for long sequences but generally

has a low value (a constant value of −Tc in m-sequences [14]) for short sequences.

The crosscorrelation sequence ρijk with an offset of k chips between spreading codes

ci and cj is given by {c1i ck+1
j , c2i c

k+2
j , . . . , cm−k−1

i cmj , . . . , c
m
i c

k
j}
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2.1.2 Channel Attenuation and Noise Addition

The transmitted signal is attenuated over the channel and the AWGN is

added at the antenna. Since the carrier recovery is performed after the acquisition,

there exists a frequency mismatch between the oscillators used at the transmitter

and receiver leading to imperfect downconversion. This can be represented as an

SNR loss for small frequency offsets [15]. There is a graceful degradation in the

parallel code acquisition performance with increasing frequency offset ∆ωc as long

as the condition ∆ωcTs � π is satisfied [15]. A zero frequency offset has been

assumed for ease of analysis.

The received signal before downconversion at each receive antenna is given

by

rj(t) =
M∑
i=1

hij(t)si(t− τij(t)) + nw(t) (2.5)

where j ∈ {1, 2, . . . , N}, nw(t) is AWGN with two-sided spectral density N0/2,

hij(t) = |hij(t)|ejθchan (t) represents the impulse response (attenuation) of a flat

fading wireless channel, and τij(t) is a random delay between the ith transmit

antenna and the jth receive antenna. The coherence time [1, 2] of the channel

is assumed to be longer than the reception of the preamble. Hence, hij(t) and

τij(t) remain constant over the duration of the entire preamble. For notational

convenience, the time dependence of these variables is not shown in the following

equations.

In a frequency-selective fading channel [1,2], the use of the spread-spectrum

modulation leads to multiple resolvable paths at the receiver. Each of these paths

can be acquired using the same parallel code acquisition architecture employed in

the flat fading [1, 2] scenario. However, the performance analysis will also depend

upon the multipath intensity profile [32] as well as the joint fading characteristics

of the paths. We will concentrate only on the flat fading channel in the rest of the

chapter.
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Figure 2.2: MIMO parallel code acquisition system architecture

2.2 Parallel Code Acquisition

The analysis in this section is performed only for the pilot-based scenario

where the spreading codes are always available for acquisition. Due to the unknown
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arrival time, the theoretical analysis for the acquisition during the reception of the

MIMO-DSSS packet became intractable for theoretical analysis. Thus, the packet-

based acquisition was analyzed via simulations. However, the pilot-based analysis

will provide an accurate prediction of the packet-based performance that will be

presented in the later sections.

The preamble, as described in Section 2.1.1 and shown in Figure 1.1, is a

repeated spreading code used for code acquisition in the packet-based system. In

the remainder of the paper, the term preamble will also refer to the continuous

spreading code that needs to be acquired in a pilot-based system. However, the

actual meaning will be clear from the context.

2.2.1 Architecture

Figure 2.2 shows the hierarchical architecture for the parallel code acquisi-

tion system in MIMO-DSSS system. Figure 2.2a shows the top-level architecture

for MIMO parallel code acquisition system. A parallel acquisition is performed for

each transmit code at every receive antenna leading to a total of MN parallel code

acquisition blocks. Figure 2.2b shows the architecture of the parallel code acquisi-

tion block which comprises m energy detectors. Figure 2.2c shows one of m energy

detectors used in the parallel code acquisition block. Each energy detector is used

with a different shift k of the spreading sequence to search all possible m code

phases for the correct phase. For ease of analysis, we assume a chip-synchronous

system (i.e., the chips of the spreading sequence are sampled at the optimum SNR

after downconversion and matched filtering). Only one sample per chip is assumed

for the analysis.

2.2.2 De-spreading

After a perfect de-spreading with code ci(t − τij) at the correctly aligned

energy detector, we get

ylIij = f lIij + wlIijτij + nlIij (2.6)

ylQij = f lQij + wlQijτij + nlQij (2.7)
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where the superscript l denotes that the de-spreading operation takes place over

the lth symbol. In Equations (2.6) and (2.7), nlIij and nlQij are zero mean Gaussian

random variables with variance

σ2
N = N0Ts = mN0Tc (2.8)

The signal terms are

f lIij = αlijmTc cos(θij) (2.9)

f lQij = αlijmTc sin(θij) (2.10)

where θij is uniformly distributed over (0, 2π) and constant over the reception of

the preamble, and αlij is given by

αlij = |hij|
√

2Pxli (2.11)

Let τij − τvj = kivjTc + δivj, where kivj is an integer and δivj ∈ (0, Tc). The

self-interference terms are given by

wlIijτij =

M∑
v=1,v 6=i

αlvj cos(θvj)
m∑
f=1

[ρfijkivj
(Tc − δivj) + ρfij(kivj−1)δivj]

(2.12)

wlQijτij =

M∑
v=1,v 6=i

αlvj sin(θvj)
m∑
f=1

[ρfijkivj
(Tc − δivj) + ρfij(kivj−1)δivj]

(2.13)

where ρ is the crosscorrelation sequence described in Section 2.1.1.

The self-interference terms given in Equations (2.12) and (2.13) are random

in nature due to the channel fading and the random multipath intensity profile.

For a small M/m ratio, the self-interference due to the simultaneous transmissions

over multiple antennas (given in Equations (2.12) and (2.13)) can be approximated

as a zero-mean Gaussian variable with non-zero variance σ2
w. This is analogous to

the Gaussian approximations made for multiple-access interference [33–35] in the

CDMA systems.

The Gaussian approximation has been adopted for the rest of the chapter to

keep the theoretical analysis tractable. However, we will note later in Section 2.3
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that the self-interference is absent when the staggered transmission strategy is used

for optimal parallel code acquisition. We do not wish to drop the self-interference

terms till we prove the optimality of the staggered transmission later in the paper.

The variance of the zero-mean Gaussian noise (due to interference and

AWGN) in each of the I and Q branches can be written as

σ2 = σ2
w + σ2

N (2.14)

The SNR µ for each symbol p, conditioned on the channel and the power

scaling factor, can be calculated from Equations (2.9), (2.10) and (2.14):

µp =
(αpmTc)

2

2σ2
=

(αpTs)
2

2σ2
(2.15)

Using Equation (2.4), the signal term vanishes after de-spreading at the

wrongly aligned energy detectors. Therefore, ylIij and ylQij in Equations (2.6)

and (2.7), respectively, can be treated as zero-mean Gaussian random variables

with variance σ2 after imperfect de-spreading.

As shown in Figure 2.2a, the parallel code acquisition analysis will be

the same for all MN acquisitions that need to be performed, and the system-

wide acquisition performance can be calculated from the individual acquisition

performances. We now analyze the performance of the acquisition of a spreading

code at one of the receive antennas. We drop the subscripts i (transmit antenna)

and j (receive antenna) on the variable αlij and sequence x1
i , x

2
i , ...., x

MR
i for ease

of exposition.

2.2.3 Post-detection Integration

The energy detector output for lth symbol, shown in Figure 2.2c, is given

by zl. We define Z as the test statistic for post-detection integration (PDI) [15]

which uses multiple observations of the energy detector output, zl, to improve the

acquisition performance at low SNR:

Z =
L∑
l=1

zl (2.16)
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Assuming perfect de-spreading, the test statistic Z is a noncentral chi-

square random variable [1], and its density is given by

p1(Z)

=


1

2σ2 ( Z
s2

)
L−1

2 exp[− 1
2σ2 (Z2 + s2)]IL−1(

√
Zs
σ2 ) if Z ≥ 0;

0 if Z < 0.

(2.17)

where

s2 = T 2
s

L∑
l=1

(αl)2 = 2T 2
s |hij|2P

L∑
l=1

xl (2.18)

After de-spreading at each of the wrongly aligned energy detectors, the test statistic

Z is a central chi-square random variable [1], and its density is given by

p0(Z) =


zL−1

σ2L2LL!
exp[− Z2

2σ2 ] if z ≥ 0;

0 if z < 0.
(2.19)

Let C be the PDI output of the energy detector matched to the correct code phase.

Its density is given by Equation (2.17). Let Wj be the PDI output of the energy

detector matched to the wrong phase j ∈ {1,m − 1}. The set of (m − 1) Wj’s

are i.i.d random variables with density given by Equation (2.19). Let w be the

maximum amongst the Wj’s. By order statistics, we have

pw(w) = (m− 1)p0(w)Fm−2
0 (w) (2.20)

where F0(w) is the distribution of each of the Wj’s.

As shown in Figure 2.2b, parallel code acquisition is performed by selecting

the maximum amongst the correct test statistic and (m−1) wrong competing test

statistics and comparing it to a threshold γ. If the maximum of the test statistics

is greater than the threshold, the code is assumed to be acquired. The probability

of correct acquisition and wrong acquisition of the code phase are given by

PAcq = Prob(C > γ , All (m− 1)Wj < C)

=
∫ ∞
γ

p1(x) dx
{∫ x

0
p0(z) dz

}(m−1) (2.21)
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PWA = Prob(w > γ , C < w)

= Prob(w > γ,C < γ) + Prob(w > C,C > γ)

=
∫ ∞
γ

pw(w) dw
∫ γ

0
p1(z) dz

+
∫ ∞
γ

p1(z) dz
∫ ∞
z

pw(w) dw ,

(2.22)

respectively.

2.2.4 System Receiver Operating Characteristics

Let the probabilities of correct acquisition and wrong acquisition of the ith

spreading code at the jth receive antenna be denoted by P ij
Acq and P ij

WA, respectively.

These probabilities can be calculated using Equations (2.21) and (2.22). The

system-wide correct acquisition and wrong acquisition for a MIMO-DSSS system

will be defined using these equations.

The system-wide correct acquisition occurs when all the spreading codes

are acquired correctly at each of the receive antennas:

P system
Acq =

∏
i∈{1,M}
j∈{1,N}

P ij
Acq (2.23)

A system-wide wrong acquisition occurs when there is a wrong code acquisition on

at least one of the antennas:

P system
WA = 1− ∏

i∈{1,M}
j∈{1,N}

(1− P ij
WA) (2.24)

2.3 Optimal Transmission Strategy in Multiple

Transmit Antenna Systems

In the previous section, we analyzed the performance of a parallel acqui-

sition in MIMO-DSSS system. We observe from Equations (2.11), (2.17), (2.18),

(2.21), and (2.22) that the performance of the code acquisition scheme in multi-

ple transmit antenna systems depends upon the power scaling factors allocated to

the spreading codes at each of the M transmit antennas over the MR preamble
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symbols. In this section, we will derive the distribution of the scaling factors for

optimal parallel code acquisition in a system with multiple transmit antennas.

Let us consider a power scaling matrix ψ given by

ψ =



x1
1 x2

1 ... xMR
1

x1
2 x2

2 ... xMR
2

... .... ... ...

x1
M x2

M ... xMR
M


(2.25)

which describes the power scaling factors at all M antennas over all MR preamble

symbols.

There are two constraints on the elements of the matrix:

1. As given in Equation (2.2), the total average transmitted power is con-

strained:
M∑
k=1

xqk = 1 ∀q ∈ {1,MR} (2.26)

2. In the absence of the channel state information (CSI), the energy is equally

allocated to the codes transmitted at each of the M antennas over the entire

preamble:
MR∑
k=1

xks = R ∀s ∈ {1,M} (2.27)

Staggered Transmission Theorem. With known arrival time of the preamble,

under row and column transmit power constraints, the ψstaggered power scaling

matrix (or a matrix obtained by row and column permutation of ψstaggered) used

at the transmitter combined with PDI-based parallel acquisition performed for each

code over R corresponding code-bearing symbols at each receive antenna provides

the optimal system ROC for code acquisition in a MIMO system.
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ψstaggered =

M times︷ ︸︸ ︷

J1×R 01×R ... 01×R

01×R J1×R ... 01×R

01×R 01×R ... 01×R

... ... .... 01×R

01×R 01×R ... J1×R




M rows (2.28)

J1×R is a 1 × R unit matrix with all elements 1 and 01×R is a 1 × R zero

matrix with all elements 0.

We observe that the elements of the matrix ψstaggered satisfy the constraints

given in Equations (2.26) and (2.27). The reasons for the choice of this transmission

scheme are two-fold:

1. Less noise during the acquisition: the total power available for each transmit-

ted spreading code is divided into fewer symbols for the PDI-based energy

detection. The parallel acquisition is performed only over the appropriate R

code-bearing symbols in the preamble, eliminating the noise from the other

M(R− 1) symbols in the preamble.

2. No self-interference: the self-interference caused by simultaneous transmis-

sions from multiple antennas is absent in this scheme. All other power scaling

matrices would lead to self-interference and hence degradation in perfor-

mance.

Since each transmit code is received at a different time, the same N parallel

code acquisition blocks (one at each receive antenna) can be used for the acquisition

of the M spreading codes. This leads to the reduction of distinct parallel code

acquisition blocks in the hardware implementation from MN to N .

The power scaling matrix obtained by the row or column reordering of

ψstaggered matrix would also lead to the same optimal system ROC performance,

although it could lead to a more complex implementation since the reduction from

MN to N distinct parallel code acquisition blocks might not be possible.
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Proof of Optimality

This section begins with some formal definitions followed by a few lemmas

and their proofs. The definitions and lemmas are then used to prove the theorem.

Definitions

• Xi: An arbitrary power scaling sequence (introduced in Section 2.1.1) used

at transmit antenna i. It also corresponds to the ith row of the matrix in

Equation (2.25).

• Xsparse
iK : The power scaling sequence used at transmit antenna i with any K

non-zero elements, where K is an arbitrary integer.

• Xsta
i : The power scaling sequence used at transmit antenna i when the

staggered transmission is used. It has R non-zero elements which are all

1. It also corresponds to the ith row of the matrix in Equation (2.28).

• ROCij(Xi, K): The receiver operating characteristic (ROC) for acquiring

code i at receive antenna j using power scaling sequence Xi and PDI-based

parallel acquisition performed over K symbols.

• System ROC: The ROC for the entire MIMO code acquisition system as

defined by Equations (2.23) and (2.24).

• Column constraint: The constraint given in Equation (2.26) for distributing

the total power equally amongst all the spreading codes.

• Row constraint: The constraint given in Equation (2.27) for the total average

transmitted power.

• Self-interference: The interference during the acquisition of a code transmit-

ted via one antenna caused by simultaneous transmissions of one or more

codes on the other antennas from the same transmitter. See Section 2.2.2 for

details.
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• <,>,≤,≥: The inequality operators are used to show the comparison

between two ROCs. For example, ROCij(A,B) > ROCkl(C,D) implies that

ROCij(A,B) is always superior to ROCkl(C,D) for all values of SNR.

• =: The equality operator is used to show that two ROCs are identical for all

values of SNR.

Lemma 1. For a known arrival time of the preamble, under no self-interference,

and with row and column constraints on the power scaling matrix at the transmitter,

the ROC for each transmitted spreading code at each receive antenna is functionally

independent of the power scaling matrix when the PDI is performed over MR

symbols.

In other words,

ROCij(Xi,MR) = ROCij(X
sta
i ,MR) = ROCij(X

sparse
iK ,MR) (2.29)

∀i, j and ∀K ∈ (0,MR)

Constraints: Row constraint, Column constraint

Assumptions: No self-interference, Known arrival time

Proof of Lemma 1. With no self-interference, σ2 = σ2
N and ROCij(Xi,MR)

only depends on the power scaling sequence Xi and does not depend on the power

scaling sequences (Xj, j 6= i) used for the other codes.

Equations (2.27) and (2.18) ensure that the probability density of the energy

detector outputs under a correct de-spreading, given by Equation (2.17), is the

same for all transmission schemes. The non-central chi-square distribution due

to the addition of squared Gaussian random variables with the same variance is

defined by two parameters: the number of degrees of freedom (twice the number

of symbols in the PDI operation) and the sum of the squares of the means of the

Gaussian variables as given in Equation (2.18). Similarly, the density under wrong

de-spreading, given by Equation (2.19), remains the same as well.

Lemma 2. For a known arrival time of the preamble, under no self-interference

and with row and column constraints on the power scaling matrix at the transmitter,

distributing the total transmit power per code over fewer symbols, and performing
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PDI-based acquisition over the code-bearing symbols only, leads to an improvement

in ROC for each transmitted spreading code at each receive antenna.

In other words,

ROCij(X
sparse
i(K−1), K − 1) > ROCij(X

sparse
iK , K) ∀i, j and ∀K ∈ (0,MR) (2.30)

Constraints: Row constraint, Column constraint

Assumption: No self-interference, Known arrival time

Proof of Lemma 2. With no self-interference, the same arguments as those

given in the proof of Lemma 1 (using Equations (2.17), (2.19), (2.18) and (2.26))

can be used to show that:

ROCij(X
sparse
i(K−1), K) = ROCij(X

sparse
iK , K) (2.31)

Note that the PDI-based acquisition for obtaining the ROCij(X
sparse
i(K−1), K)

is performed over (K − 1) code-bearing symbols and one noise-only symbol in the

preamble. Removing the noise-only symbol leads to improvement in performance.

Hence,

ROCij(X
sparse
i(K−1), K − 1) > ROCij(X

sparse
i(K−1), K) (2.32)

Combining Equations (2.31) and (2.32), we get (2.30).

Lemma 3. As described in the Section 2.1.1, the length of the preamble L = MR.

At least R symbols per spreading code are required to satisfy the row and column

constraints.

Proof of Lemma 3. The maximum value of any element in the power scaling

matrix given is 1. Therefore, at least R non-zero symbols are required to satisfy

the row constraint. In this scenario, the column constraint can be satisfied by

using a power scaling matrix which is identical to the ψstaggered (or obtained by row

and column permutation of ψstaggered).

Lemma 4. There is no self-interference when the staggered transmission scheme

is used with the ψstaggered power scaling matrix.
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Proof of Lemma 4. This can be proved easily by inspection of the ψstaggered

matrix given in Equation (2.28) and reproduced below

ψstaggered =

M times︷ ︸︸ ︷

J1×R 01×R ... 01×R

01×R J1×R ... 01×R

01×R 01×R ... 01×R

... ... .... 01×R

01×R 01×R ... J1×R




M rows

Only one code is transmitted at any given time.

Proof of the Staggered Transmission Theorem. Self-interference is

detrimental and will always lead to a worse ROC performance by raising the noise

floor (see Equation (2.14)).

From Lemma 1 and Lemma 2, we see that under no self-interference and a

known arrival time, the ROC is optimal if we use the fewest symbols to transmit

the spreading code and perform PDI only over the code-bearing symbols.

Lemma 3 shows that at least R symbols are needed for transmitting each

code. This leads to optimal ROC for each code at every receive antenna under

the assumption of no self-interference. To accomplish this, the ψstaggered power

scaling matrix (or row and column permutation of ψstaggered) should be used at the

transmitter. Thus, using R symbols for transmitting each code and performing

PDI over the R symbols at each antenna will lead to optimal ROC performance

for each code at every receive antenna under no self-interference.

Lemma 4 shows that there is no self-interference when the staggered

transmission is used. Therefore, using the staggered transmission leads to an

optimal ROC for each code at every receive antenna due to lowest possible noise

during the acquisition process and no self-interference. Moreover, the ROCs are

independent due to no self-interference and PDI-based acquisition performed only

over the code-bearing symbols. This optimal ROC for each code at every antenna

leads to optimal system ROC (given by the Equations (2.23) and (2.24)).
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Known arrival time of the preamble

The Staggered Transmission Theorem assumes that the arrival time is

known. This assumption is not true for packet-based acquisitions. Even in the

pilot-based scenario, the start of the repeating preamble cannot be known. The

acquisition of the first of the M transmitted codes will be done asynchronously.

However, we will observe via simulation results in the upcoming sections that the

asynchronous packet-based performance is close to the synchronous performance

with an omnipresent pilot (known arrival time) at low probabilities of wrong

acquisition, which is a desirable region of operation in most systems.

2.4 SISO Performance

2.4.1 Pilot-Based

In Figure 2.3, we have plotted the parallel acquisition performance (using

Equations (2.21) and (2.22)) of a pilot-based SISO system under different spreading

factors (SF), chip SNRs (EcNo) and PDI values under a flat, Rayleigh fading

environment. Figures 2.3a, 2.3b and 2.3c show the parallel acquisition performance

for varying SF, EcNo and PDI, respectively. Figure 2.3d shows the performance

with all the three parameters (SF, EcNo and PDI) varying. A slow fading

environment is assumed where the fade remains constant over the reception of

a single preamble, but changes value over multiple preambles. Equations (2.21)

and (2.22) are averaged over the Rayleigh fade of the channel coefficient h

introduced in Section 2.1.2.

We used an SF of 63, an EcNo of −15 dB and a PDI of 4 as the baseline

case. Figures 2.3a, 2.3b and 2.3c show that, as expected, there is an improvement

in performance—a higher probability of correct acquisition for a given value of

wrong acquisition—as we increase the SF, EcNo or PDI. Figure 2.3d reflects the

relative sensitivity of the parallel code acquisition performance with variations

in SF, EcNo and PDI. We observe that, compared to the baseline case, the

performance improvement obtained by doubling the chip SNR (3 dB increase in
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Figure 2.3: Pilot-based SISO performance in Rayleigh fading environment.

EcNo) is greater than the improvement due to the doubling of SF or PDI. The SF

performance improvement is lower due to the increase in the number of competing

wrong code phases during the parallel code acquisition. The lower performance

improvement due to the PDI can be attributed to the non-coherent combining

loss [36]. To verify the theory, we have also simulated the SISO system using m-

sequences [14] as spreading codes. The simulation results for the baseline case are

overlayed in Figure 2.3d. We note that the simulation results are identical to the

theoretical results.
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Figure 2.4: Sliding correlator output for packet-based system.

2.4.2 Packet-Based

The parallel code acquisition block is implemented in a pipelined fashion as

a sliding correlator [37]. As the preamble of a packet slides into the receiver one

chip at a time, a new correlation (linear de-spreading followed by non-linear energy

detection, as shown in Figure 2.2c) is performed and the output is compared to a

threshold. Figure 2.4 shows the output of the sliding correlator for packet-based

systems. For clarity, the noise is chosen to be zero in this example. The preamble

is chosen to be 8 symbols, the chip amplitude 1/63 units, the SF 63, and the

PDF length equal to the number of the preamble symbols. We observe that the

peaks corresponding to the correct code phase repeat every 63 chips and the peak

amplitude increases steadily over the 8 symbols.

The theoretical analysis of the packet-based system became intractable due

to the unknown arrival time of the packet, and hence we resorted to simulations to

analyze the performance. As shown in Figure 2.4, the simulation begins when

the first chip of the preamble slides into the receiver. The code is assumed

to be acquired when the output of the sliding correlator crosses the acquisition

threshold. The simulation ends either when the threshold is crossed, or after the

entire preamble has passed through the sliding correlator.
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Figure 2.5 shows the performance of the packet and pilot-based parallel

code acquisition systems with an SF of 63, an EcNo of −12 dB and a PDI over 16

symbols (the length of preamble). The variance of the zero-mean Gaussian noise

per symbol, described in Equation (2.8), is taken to be unity. A non-fading AWGN

channel is assumed for the packet-based simulations.
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Figure 2.5: SISO performance for pilot and packet-based systems.

We first analyze the performance of the pilot-based acquisition. We observe

that when, the threshold is low, the wrong acquisition probability (not shown

on the graph), calculated using Equation (2.22), is very low and the correct

acquisition probability, calculated using Equation (2.21), is high. An increase

in the threshold leads to a monotonic decrease in performance for both correct

and wrong acquisition in the pilot-based acquisition.

However, in the packet-based case, the wrong acquisition probability is very

high even for low thresholds. This is due to the following deleterious effects:

• Late start: Since (m−1) wrong correlations take place before the correct one
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for every symbol sliding chip-wise into the receiver, there is a high probability

of wrong acquisition when the threshold is too low.

• Edge effects: This is due to (m − 1) partial cross-correlations at the start

of the packet. The low periodic cross-correlation property for the spreading

sequences (given in Equation (2.4)) cannot be guaranteed for these partial

cross-correlations.

• Low PDI: The effects of PDI are only noticeable after the entire preamble has

entered into the acquistion block. If the threshold is too low, the correlations

at the start of the preamble are strong enough to cross the threshold.

We observe that, unlike the pilot-based system, the threshold for the

packet-based system has a double-sided constraint: if the threshold is too low,

the probability of wrong acquisition is high, but if the threshold is very high,

the probability of acquiring the packet is low. When the probability of wrong

acquisition is low, the performance closely resembles that of the pilot case; the

threshold can be determined using the Equations (2.21) and (2.22).

In order to theoretically determine the threshold value above which the

pilot and packet-based performances coincide, we calculate the threshold value for

an acceptable (low enough) probability of wrong acquisition during the absence

of the signal in the pilot-based scenario. In Figure 2.5, for PDI = 16 and SF =

63, this value is around 80 units. The system designers can use this strategy to

theoretically set the threshold and predict the performance of the packet-based

system.

2.5 Multiple Antenna Performance

We use Equations (2.21), (2.22), (2.23) and (2.24) to calculate the per-

formance for a pilot-based system. We simulate the system for the packet-based

scenario in the same manner as described in Section 2.4.2. For multiple trans-

mit antennas, we use Kasami [38] codes, because of their low cross-correlation

properties, instead of m-sequences. However, other spreading codes with good au-
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tocorrelation and cross-correlation properties can also be used. We also use the

staggered transmission strategy described in the Section 2.3.

In the packet simulation presented in this section, we allocated 16 symbols in

the preamble for each transmit antenna—for example, in a two transmit antenna

system, the length of the preamble is 32 symbols. The PDI over 16 symbols

is carried out for acquiring each code. We choose a threshold of 80 units and

above (noise variance per symbol is unity) to ensure a low probability of wrong

acquisition, as described in Section 2.4.1. A non-fading AWGN channel is assumed

for the pilot and packet-based system simulations.

Figure 2.6 shows the probability of system-wide correct acquisition for the

pilot and packet-based parallel acquisition in 1 × 1 SIMO, 1 × 2 SIMO, 2 × 1

MISO and 2 × 2 MIMO systems. We observe that the performances of the pilot

and packet-based systems are identical for all cases. Only the MIMO case is

plotted for the pilot-based system. The SISO performance is the best, as expected,

since its performance is contingent on the correct acquisition of a single spreading

code. The SIMO and MISO performances are identical, since two separate parallel

acquisitions (on the two receive antennas for SIMO and for the two staggered

spreading codes for MISO) need to be performed. The MIMO performance is the

worst, because the system-wide correct acquisition requires four correct parallel

acquisitions—two spreading codes on each of the two antennas.

2.6 Summary

The performance analysis for both pilot and packet-based parallel code

acquisition schemes in single and multiple antenna DSSS systems is presented in

this chapter. The results are presented for various SNRs, spreading factors, and

preamble lengths, and for different transmit and receive antenna configurations. An

optimal staggered transmission strategy is presented for parallel code acquisition

in DSSS systems with multiple transmit antennas.
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Chapter 3

Parallel Code Acquisition:

Architecture and Implementation

The MIMO parallel code acquisition system was introduced in Section 2.2.1.

The block diagram of the system is shown in Figure 2.2b. The MIMO parallel code

acquisition system consists of M ∗N distinct parallel code acquisition blocks, where

M is the number of transmit antennas and N is the number of receive antennas.

However, if a staggered transmission strategy is used (as pointed out in Section 2.3),

only N parallel code acquisition blocks are needed. Each of the N blocks (one at

each receive antenna) can be re-used to perform M acquisitions.

In a MIMO-DSSS system, the parallel code acquisition blocks at each of

the receive antennas are used to acquire the spreading codes used by the transmit

antennas. The block diagram for the parallel code acquisition block is shown in

Figure 2.2a. The parallel acquisition block comprises m energy detection blocks.

The block diagram for the energy detection block is shown in Figure 2.2c. One can

see clearly that the MIMO parallel code acquisition operation is hardware intensive

due to the multiple layers of parallelism in its structure.

This chapter presents the VLSI architecture, the FPGA prototype imple-

mentation and the testing results for the parallel code acquisition block: a building

block for the MIMO parallel code acquisition system. Section 3.1 describes the dis-

crete time operation of the energy detection block. Sections 3.2 and 3.3 present

the VLSI architecture and implementation for the parallel de-spreader and post-

39
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detection integration operations, respectively. Section 3.4 describes the VLSI ar-

chitecture of the parallel code acquisition block based on the parallel de-spreading,

post-detection integration and other basic arithmetic operations. It also presents

the FPGA implementation details. Section 3.5 describes the implementation of

the simplified parallel code acquisition algorithm on a hardware prototype, along

with the experimental results. Section 3.6 demonstrates the performance of the

algorithm on stored data samples captured over the wireless medium. The chapter

summary is presented in Section 3.7.

3.1 Energy Detection

As shown in the the Figure 2.2a, the parallel code acquisition block for

a chip-synchronous 1 system, consists of m parallel energy detection blocks for

finding out all the possible code phases (code alignments). In practice, the correct

time to sample a chip is not known before acquisition. Therefore, the chips are

oversampled to maximize the SNR (for the correct code phase) during the de-

spreading operation. An oversampling factor of r leads to r ∗ m possible code

phases. Thus, r ∗m energy detection operations per symbol need to be performed

in parallel.

Based upon Figure 2.2b, the baseband section2 of the energy detection

block using digitized baseband samples is shown in Figure 3.1. For the parallel

code acquisition, this operation has to be carried out for all possible shifts of the

spreading code k ∈ (0, r ∗m− 1); thus requiring parallel energy detection.

3.2 Parallel De-spreading

The de-spreading operation for the in-phase (I) and quadrature-phase (Q)

branches is shown in the Figure 3.1. The parallel de-spreading (required for the

1Assuming one sample per chip sampled at the maximum SNR.
2The RF down-conversion and analog-to-digital conversion blocks can be shared between all

the energy detection blocks at each receive antenna.
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Figure 3.1: Energy detection block using digitized baseband samples.

parallel energy detection) is the most complex operation for the parallel code

acquisition.

In theory, the r ∗m de-spreaders operate simultaneously on one complete

symbol. However, in practice, the symbol slides into the baseband section of the

receiver in a serial fashion. Performing parallel energy detection after all the r ∗m
samples of the symbol have entered the acquisition block would lead to a high

latency. Thus, the implementation is pipelined to reduce the complexity and the

latency.

Figure 3.2 shows the block diagram of the pipelined parallel de-spreading

operation from a signal processing point-of-view. The preamble is de-multiplexed

and down-sampled for the parallel de-spreading of each of the r ∗m possible code

phases. Each de-spreader performs a correlation with a different code phase of

the local spreading code. The signals are then serialized by up-sampling and

interleaving to obtain the de-spreading output for a different code phase every

sampling period.

The VLSI architecture of the pipelined parallel de-spreader is shown in
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Figure 3.2: Pipelined parallel de-spreading from the signal processing perspective.

Figure 3.3. The pipelined implementation consists of (m − 1) FIFOs, each of

depth r. The FIFOi stores the following partial sum for a sample x[n]:

sumi =
i∑

j=1

x[n− r ∗ (i− j)]cj . (3.1)

The output of the parallel de-spreader can we written as

summ =
m∑
j=1

x[n− r ∗ (m− j)]cj , (3.2)

which is the de-spread output for code phase k = r ∗ (m− 1).

We observe that a newly de-spread output is presented every sampling cycle

for a different alignment of the received signal and the local spreading sequence.

The correlation calculation starts as soon as one sample is presented to the de-

spreader without waiting for the entire symbol to slide into the de-spreader. This

reduces the latency of operation. Also, the m multipliers and m adders are shared

by all the parallel branches leading to a huge saving in the hardware costs.

Finally, the VLSI implementation of the parallel de-spreader is shown in

Figure 3.4. Each FIFO is implemented using a dual-ported RAM with one port
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used for writing to the FIFO and the other port used for reading. Even though

the size of the address space r for each RAM is small, (m− 1) unique dual-ported

RAMs are required.

The FPGA implementation details for the implementation of this block on

a Xilinx Virtex-II Pro FPGA (XC2VP70) FPGA [39] is given in Table 3.1. Lookup

tables (LUTs) are used to implement the combinational Boolean logic inside the

FPGA [39]. Block RAMs (BRAMs) are on-chip dual-ported memories distributed

inside the FPGA fabric for fast memory read/write operation [39]. r = 8 and

m = 63 were the implementation parameters used. The logic was synthesized for

a clock period of 12.5 ns. As expected, m− 1 (where m = 63) distinct BRAMs are

used by this implementation.

Table 3.1: FPGA implementation details for the parallel de-spreader block.

Logic Distribution Used Available Utilized

Number of 4-Input LUTs 3960 66176 5%

Number of BRAMs 62 328 18%

3.3 Post-detection Integration

The post-detection integration (PDI) operation, as described in the Sec-

tion 2.2.3, sums the energy over L symbol periods for improving the parallel code

acquisition performance at low SNR.

The PDI block can be implemented in a pipelined fashion using two FIFOs

as shown in Figure 3.5. Using the parallel de-spreader architecture, described in

Section 3.2, a new energy detection signal is presented to the PDI block every

sampling period. The output of the PDI block can be written in mathematical

terms:

out[n] = out[n−m ∗ r] + in[n]− in[n−m ∗R ∗ L] (3.3)

where in is the input (from the energy detection block) to the PDI block and out
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is the output of the PDI block. Therefore, a new PDI output for a different code

phase is calculated every sampling period.

FIFO 1 stores the energy detector output samples (in) over the entire PDI

operation. It is of length r ∗m ∗L, where L is the number of symbols used for the

PDI operation. FIFO 2 is of length r ∗m, the number of possible code phases, and

it stores the PDI outputs (out) for all the code phases. Hence, the PDI operation

requires two large memory blocks for its implementation.

+
in

FIFO 1
Depth = r*m*l

-

FIFO 2
Depth = r*m

+
-

out

Figure 3.5: Post-detection integration block diagram.

The details for the FPGA implementation of this block on a Xilinx Virtex-

II Pro FPGA (XC2VP70) FPGA [40] is given in Table 3.1. The implementation

parameters were r = 8, m = 63 and L = 32. The logic was synthesized for a clock

period of 12.5 ns. The FIFOs were implemented using dual-ported memories.

Table 3.2: FPGA implementation details for the PDI block.

Logic Distribution Used Available Utilized

Number of 4-Input LUTs 462 66176 1%

Number of BRAMs 59 328 18%
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3.4 Parallel Code Acquisition

Parallel
De-spreader (.)2

+

Parallel
De-spreader (.)2

Postdetection
Integration

Baseband (I)

Baseband (Q)

Figure 3.6: Parallel code acquisition block diagram.

The parallel code acquisition algorithm, as shown in Figure 3.6, consists

of a combination of the parallel de-spreading, the post-detection integration and

a “square-and-add” operation. The FPGA implementation details for a Xilinx

Virtex-II Pro FPGA (XC2VP70) FPGA are given in the Table 3.3 below. The

logic was synthesized for a clock period of 12.5 ns. The total number of BRAMs

used is equal to the sum of the BRAMs in the two parallel de-spreading operations

(see Table 3.1) and the PDI operation (see Table 3.2). Additionally, two multipliers

are used for the squaring operation.

Table 3.3: FPGA implementation details for the parallel code acquisition block.

Logic Distribution Used Avail. Utilized

Number of 4-Input LUTs 6013 66176 9%

Number of BRAMs 183 328 55%

Number of DSP48s 2 328 1%
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3.5 Prototype Implementation

3.5.1 Hardware Prototype

The parallel code acquisition algorithm was implemented on a digital

prototyping board which hosts a Xilinx Virtex-II Pro (XC2VP20) FPGA on it.

Due to the limitations in the size of the XC2VP20 FPGA, only the parallel de-

spreader for the I-branch could be implemented, thus utilizing only half the signal

power 3.

The PDI operation was carried out by summing up the absolute values of

the de-spread outputs over multiple symbols. This compromise did not result in

a significant loss in the detection performance. For non-coherent detection, the

linear law (sum of absolute values) and square law (sum of squares) detectors have

very small difference in performance for all SNRs [36].

The symbol rate was chosen to be 40 Kbps and a preamble length of 5 bytes

was used. The algorithm utilized the energy of the entire preamble (L = 40). A

chipping rate of 2 MHz (m = 50) was used and the sampling rate of the ADC was

set to 64 MHz (r = 32). A brief summary of the FPGA implementation is shown

in Table 1. For a detailed understanding of these parameters, one can refer to the

Virtex-II Pro documentation [39].

An evaluation board for the AD9862 chip, a Mixed Signal Front-End

(MxFE) Processor from Analog Devices, was used for converting a digital signal

from the FPGA board to an analog intermediate frequency (IF) signal as well as for

converting an analog IF signal to digital. On the transmit (Tx) path, the MxFE

had two 14-bit 128 MSPS D/A converters and digital mixers for frequency up-

conversion. On the receive (Rx) path, the MxFE had two 12-bit A/D converters

that could sample up to 64 MSPS. The output of the DAC and the input of the

ADC were centered at 44 MHz.

The MxFE board was interfaced to a transceiver evaluation board from

RFMagic, which operated at an RF frequency of 2.4 GHz (ISM band). On the RF

3The presence of a small frequency offset due to the lack of carrier recovery ensured that the
energy of the signal was equally divided between the I and the Q branches over multiple symbols.
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side, this board was interfaced to commercially available antennas or an attenuator

for controlled tests. The hardware setup in the lab is shown in Figure 3.7.

Table 3.4: FPGA implementation details for the modified parallel code acquisition
block.

Logic Distibution Used Avail. Utilized

Number of 4-Input LUTs 4054 18560 21%

Number of BRAMs 85 88 96%

Figure 3.7: Lab setup.

3.5.2 Experiment Settings

The transmitter implemented on the prototyping board transmitted the

preambles continuously, with a zero time interval between packets. In order to
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prove that the algorithm works at low signal strength, the test was conducted over

a wireless channel with an input signal of −110 dBm measured at the antenna

output of the receiver.

3.5.3 Results

The output of the modified parallel code acquisition algorithm was exam-

ined using the Chipscope Pro software from Xilinx, which provided an on-chip

debug and real-time logic analysis environment. The output of the algorithm

was observed at random intervals of time for a duration of 4096 sampling cy-

cles. The plot of the output is shown in Figure 3.8. The highest peak is at 181

units and repeats every 1600 sampling cycles. The second highest peak which

could be attributed to a multi-path component is at around 110 units and also

repeats every 1600 sampling cycles. Peaks repeating every 1600 sampling cycles

(r ×m = 32× 50 = 1600) were observed which, as expected, is equal to one sym-

bol period. A threshold between 110 and 180 can be used to correctly acquire the

received signal.

Figure 3.8: Modified parallel code acquisition algorithm output observed every
sampling cycle using Chipscope Pro at −110 dBm.
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3.6 Results of Offline Processing in a Controlled

Environment

The performance of the modified parallel code acquisition algorithm was

also evaluated through offline processing of received wireless baseband data. This

data was obtained by looping back the RF transmissions to the RF receiver

through attenuators. The attenuators were used to control the signal level at the

receiver antenna. The attenuators were adjusted so that the received signal level

measured at the receiver antenna output was −110 dBm. A packet transmitter and

a digital IF receiver were implemented on a Virtex-4 FX FPGA [40] on the Memec

Virtex-4 FX LC development kit. This FPGA was interfaced to a computer via

Gigabit Ethernet for collecting large blocks of data at extremely high rates for

offline processing. The data acquisition prototype was low-cost and mobile, and

eliminated the requirement for expensive and bulky deep memory logic analyzers.

The same AD9862 and RFMagic evaluation boards described in Section 3.5 were

used to complete the transceiver.

The received samples from the ADC were sent to the computer where

they were stored for analysis. The modified parallel code acquisition algorithm,

described in Section 3.5, was implemented in software and its performance was

analyzed using the stored samples. This setup provided a powerful tool to capture

packets over the air or in a controlled environment using attenuators.

The FPGA used for the prototype implementation in the Section 3.5 could

only implement the I branch of the parallel energy detection algorithm due to the

size limitations, thus working with only half the power of the incoming signal. The

magnitude of the de-spread output (ylij in Figure 3.1) was summed over multiple

symbols and used as a test statistic.

Figures 3.9 and 3.10 show the output of the modified parallel code acquisi-

tion algorithm. The output was computed off-line every sampling period for data

obtained from actual preamble transmissions received by the RF front end hard-

ware and data collection system. In this implementation, r = 16 samples/chip,
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Figure 3.9: Modified parallel code acquisition algorithm output every sampling
cycle with alternating transmission and received input signal strength −110 dBm.

Figure 3.10: Modified parallel code acquisition algorithm output every sampling
cycle with continuous transmission and received input signal strength −110 dBm.
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m = 50 chips/symbol , and the preamble length along with the PDI L is equal to

40 bits.

For Figure 3.9, the received signal consisted of on-off preamble transmission

at regular, equally-spaced intervals. The triangular envelope depicts the algorithm

output as the preamble slides in and out of the PDI detector. The peak of each

envelope coincides with the correct time for code acquisition and is obtained by

examining the energy of all the bits in the packet.

Figure 3.10 shows the results for a continuous packet transmission with zero

interval between consecutive transmissions, and provides a close-up detail of the

peaks within the preamble transmission time interval. As expected, the peaks recur

after every r ∗m = 800 sampling periods, i.e., one symbol period. These results

show that the algorithm is able to effectively process low-level signals obtained

from the prototype data collection system.

3.7 Summary

The architecture for a parallel code acquisition operation is presented in

this chapter. The micro-architectures for the important building blocks, namely,

the parallel de-spreader and the post-detection integration, are described in detail.

The FPGA implementation details are also presented.

A simplified parallel code acquisition algorithm is implemented on a radio

prototype to show the feasibility of implementation in hardware and the ability

of the algorithm to acquire the spreading code with low signal strength. Offline

analysis of the captured preamble transmissions verifies the ability to acquire at

low SNR.
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Chapter 4

A Low SNR Synchronization

System

This chapter presents the architecture of a MIMO synchronization system.

It also describes a radio prototype implementation for one transmit-receive antenna

pair synchronization block used as building blocks for the MIMO synchronization

system. Finally, it concludes by describing the laboratory and outdoor over-the-air

experiments and the results of the experiments.

The chapter is organized as follows. Section 4.1 presents the architecture

of the proposed DSSS-based MIMO synchronization system. Section 4.2 describes

the design of the SISO synchronization system, a building block of the MIMO

system, and Section 4.3 the simulation results. Section 4.4 describes the radio

prototype and Section 4.5 the hardware verification testbed. Section 4.6 presents

the experimental setup and results. Finally, we draw conclusions in Section 4.7.

4.1 System Architecture

The advantages presented in the Section 1.4.1 led to the choice of the

DSSS modulation for synchronization at low SNR. The synchronization in a DSSS

receiver involves a code acquisition, a code tracking, a carrier recovery, a multipath

detection and a frame synchronization [1,13,15] as shown in Figure 4.3. The code

acquisition [13] ensures a correct de-spreading operation in the receiver by aligning

55
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the spreading code in the incoming packet with a local copy of the spreading code

at the receiver. The parallel code acquisition algorithm, analyzed in Chapter 2

and implemented in Chapter 3, forms the backbone of the synchronization system.

Once the acquisition is achieved, the tracking [42, 43] maintains the align-

ment of the local spreading code with the received signal over the reception of an

entire packet. The carrier recovery [44] is performed in the coherent demodulation

schemes for correctly estimating the carrier frequency and phase from the incom-

ing signal. The multipath detection estimates the multipath delay profile of the

channel for the subsequent RAKE combining [1, 13] operation. Finally, the frame

synchronization [45] finds the start of the payload in the received packet. The

synchronization system described in this chapter is designed for a non-coherent

payload. Hence, the carrier recovery block is not implemented.

The basic MIMO transmitter is shown in Figure 1.2a. Figure 4.1 shows

a transmission strategy for the MIMO synchronization system. The preambles

used for synchronizing each transmit-receive antenna pair are modulated using

DSSS for low SNR synchronization. It is assumed that a staggered transmission

strategy is used for transmitting the preambles: that is, the synchronization time is

divided equally for transmitting each preamble at the maximum transmit power.

Each antenna transmits the preamble at the maximum transmit power in the

allocated time and switches off when the other antennas transmit the preambles.

This design choice is motivated by the optimality of the staggered transmission,

shown in Section 2.3 for the MIMO parallel code acquisition as it leads to no

self-interference and less noise during the acquisition process. The payload from

each transmit antenna can be transmitted simultaneously to leverage the benefits

of MIMO post-synchronization. Figure 1.2a shows an example transmission where

the payload from each antenna is transmitted with the same power P/M .

The basic MIMO receiver is shown in Figure 1.2b. The synchronization sys-

tem presented in Figure 1.2b is used to synchronize each transmit-receive antenna

pair, thus performing M ∗N synchronizations. If all the preambles are transmitted

simultaneously, M ∗ N synchronization blocks will be required to operate in par-

allel resulting in a large hardware implementation. This implementation problem
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Figure 4.1: MIMO synchronization system transmitter.
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is alleviated when the staggered transmission strategy proposed in Figure 4.1 is

adopted. Figure 4.2 presents the order in which the synchronization takes place at

the receive antennas during the reception of the staggered preambles. Each receive

antenna synchronizes to only one transmit antenna at a time. This reduces the

number of parallel synchronization blocks from M ∗N to N .

Sync11 Sync21 SyncM1

time

Rx Antenna1

Rx Antenna2

Rx AntennaN

Sync12 Sync22 SyncM2

time

Sync1N Sync2N SyncMN

time

T/m

T/m

T/m

Total synchronization time (T)

Figure 4.2: MIMO receiver synchronization order for staggered transmission
strategy. Syncij refers to synchronization of the ith transmit antenna at the jth

receive antenna.

To reduce the synchronization time, the RF upconverters (see Figure 1.2a)

used at the transmit antennas, and the RF downconverters used at the receive
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antennas (see Figure 1.2b), can be synchronized in frequency as well as phase. This

would reduce the synchronization time since the carrrier synchronization has to be

performed only for one transmit-receive antenna pair. Also, the knowledge of the

multipath delay spread can be exploited to reduce the search interval for timing and

frame synchronization after the first transmit-receive antenna pair synchronization.

Such techniques cannot be applied in cooperative MIMO communications [9]

since each user has its own separate oscillator for generating the clocks for the

baseband and RF circuits. Moreover, the channel estimation is typically performed

in a staggered fashion [5, 46] to avoid any self-interference due to simultaneous

transmissions over the transmit antennas.

It is important to note that at least one complete preamble synchronization

has to be performed for a transmit-receive antenna pair (for example, Sync11 in

Figure 4.2) before exploiting any a priori knowledge of the carrier synchronization

at the transmit and receive antennas, or the characteristics of the channel. The first

transmit-receive antenna pair synchronization is the same as the synchronization

in a SISO system. The SISO synchronization system can be easily extended

to a MIMO synchronization system by duplication. The SISO synchronization

system will be called the “synchronization system”, or simply “system”, for

convenience henceforth in this chapter. The SISO synchronization system design

and implementation will be the discussed in the rest of the chapter.

4.2 System Design

4.2.1 System Overview

The system for synchronizing a DSSS modulated preamble is depicted in

Fig. 4.3. The received RF signal is down-converted to baseband in-phase and

quadrature-phase (I and Q) branches. It is then sampled by an analog-to-digital

converter (ADC) to obtain digital baseband samples. The sampling frequency of

the ADC defines the number of samples per chip available for synchronization at

the receiver and is a key parameter in determining the performance of individual
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Figure 4.3: Receiver block diagram.

synchronization algorithms as well as the hardware implementation.

The baseband synchronization blocks are typically implemented in digital

hardware. The code acquisition block aligns the incoming signal with the locally

generated spreading sequence in the receiver for an accurate de-spreading opera-

tion. The parallel code acquisition scheme, described in Chapters 2 and 3, is used

for fast acquisition at low SNR. The multipath search block resolves all the incom-

ing multipaths1 using a parallel search algorithm which reuses the parallel code

acquisition block. The multipath information is passed over to the RAKE [1, 13]

to improve the SNR for decoding by combining the energy present in the discrete

incoming multipaths. The frame synchronization block finds the start of payload

data in the incoming packet even during the presence of individual symbol errors.

The tracking block maintains the symbol-level synchronization at the receiver by

compensating for the timing drift during the course of the reception of the entire

packet.

1The term multipaths refers to signals arriving at the receiver via multiple paths.
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The carrier recovery block is crucial for the coherent detection of the

payload since it is responsible for correcting the frequency and the phase offsets at

the baseband caused by an inaccurate RF down-conversion. For this particular

implementation, the synchronization system was designed for a non-coherent

payload which operates correctly for small frequency offsets ∆ωcTs � π, where ∆ωc

is the residual frequency offset after down-conversion and Ts is the period of the

symbols used in the period. There is a graceful degradation in the de-spreading [15],

and hence the synchronization, performance with increasing frequency offset.

Although a carrier recovery block was not implemented in the proposed system,

the carrier recovery techniques described in [1, 44] can be easily adapted for this

synchronization scheme, if a coherent operation were desired.

4.2.2 Spatial Range and Receiver Sensitivity

The receiver sensitivity, i.e., the lowest strength of the signal that a receiver

can detect accurately, is a practical figure of merit in the comparison of the

reliability of wireless receivers. We illustrate a strategy used for extending the

range of networks using the 802.11b [5] wireless LAN standard as a reference.

Commercially available 802.11b receivers promise a receiver sensitivity of around

−90 dBm. Suppose that an ad-hoc network requires nodes with a receiver

sensitivity of −105 dBm to extend the range of the network by 15 dB, or, in terms

of distance, an increase of free-space coverage by 5.6 times [1, 47]. The spreading

gain required to compensate for the low signal strength can be calculated using

the equation below.

Spreading Gain (dB) = Minimum SNR (dB)

+ Thermal Noise (dBm)

− Receiver Sensitivity (dBm)

The total thermal noise power calculated for a 22 MHz RF bandwidth

(i.e., a chipping rate of 11 M chips / sec), similar to the 802.11b specification, is

approximately −90.58 dBm [47], assuming that the noise figure for a RF front-end

is 10 dB. The minimum SNR for a reliable operation is assumed to be 3 dB for post
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de-spreading, which will be justified in detail in Section 4.3. Hence, the spreading

gain required for the reliable operation is 17.42 dB which corresponds to a spreading

ratio of 55.26. Since the lengths of spreading codes with good autocorrelation and

crosscorrelation properties are 2n − 1 [14], we chose a spreading code of length 63

in our design.

It is important to note that the receiver sensitivity can be modified using

different spreading gains for different applications. Also, the random interference

due to simultaneous transmissions by other wireless devices will raise the noise

floor, thus affecting the receiver sensitivity.

4.2.3 Packet Format

Preamble SFD Payload Data

Figure 4.4: Frame format.

Fig. 4.4 shows the frame format for the proposed system. A frame comprises

a preamble, a start frame delimiter (SFD), and payload data. The preamble

consists of M symbols (bits) of value logic one, each of which is spread by an

identical pseudorandom (PN) sequence which has an impulse-like autocorrelation

property [14]. The code acquisition is performed by aligning a locally generated

PN sequence with the PN sequence in the incoming signal during the reception of a

preamble. After the code acquisition is completed, a parallel search for multipaths

is performed subsequently during the preamble reception.

The frame-level synchronization is achieved by the SFD detection after the

multipath search. Although one PN sequence is used as a spreading sequence for

the preamble because it consists of just one repeating symbol, the SFD detection

requires two. The SFD and payload data are a combination of two symbols

(denoting logic one and logic minus one) based on a binary orthogonal signaling.
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In order to perform a non-coherent detection, two orthogonal Kasami sequences

are used for spreading — one for each symbol. Kasami sequences have slightly

sub-optimal autocorrelation properties as compared to the PN sequence, but they

have very good crosscorrelation properties needed for a non-coherent detection of

the payload [48].

The sequence of symbols that comprise the SFD are chosen to form a PN

sequence at the symbol-level for their good autocorrelation property. Thus, there

are two levels of spreading used for encoding the SFD: each symbol of the SFD is

spread using one of the two Kasami sequences, and the symbols (comprising the

SFD) themselves form a PN sequence.

Finally, the code tracking maintains the alignment for the de-spreading

operation over the reception of the entire payload.

4.2.4 Channel Model

A frequency-selective (multipath) Rayleigh fading model is used for simu-

lations. Suppose there are Lp path components. Let τl denote the relative delay of

the lth path from the first (reference) path, e.g., τ1 = 0. The delay profile is given

by {τl}LP
l=1. The small-scale fading is modeled by a Rayleigh distribution and the

path loss by an exponentially decaying multipath intensity profile (MIP) [32]:

Ωl = Ω1 e
−τl/τmax , l = 1, 2, 3, ..., Lp

where Ωl is the average power of the lth path and τmax represents the maximum

delay spread.

The specific delay profile used in the simulation, as shown in Fig. 4.5, is:

{τl}LP
l=1 = {0, 3.88, 10.63, 15.75, 19.75, 22.13, 26.5}

where the unit is a chip period Tc. Therefore, for a spreading ratio of 63, the

maximum delay spread is chosen to be 0.42 times a bit period. In other words, the

maximum delay spread is assumed to be less than a half symbol period.
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Figure 4.5: Multipath channel model.

4.3 System Performance

The system performance was analyzed using simulations. A preamble

length of 64 symbols was used for the packet shown in the Figure 4.4. A

31-bit pesudorandom (PN) sequence was chosen as the SFD for improving the

frame synchronization performance at low SNR by leveraging its impulse-like

autocorrelation property. The parallel code acquisition algorithm executed a post-

detection integration (PDI) over 32 symbols. The design details of the remainder

of the synchronization algorithm after the code acquisition can be found in [49]. As

mentioned in Section 4.2.2, the SNR is calculated after the de-spreading operation

which provides a spreading gain of approximately 18 dB (for a spreading ratio of

63).

Fig. 4.6 shows the system-level performance of the entire synchronization

block (tracking excluded) under AWGN. The PCODEACQ curve describes the

probability of correct acquisition for the code acquisition algorithm for various

post de-spreading SNRs. The threshold for acquisition, as described in Section 2.2,

is selected for a small wrong acquisition probability (PWA) of 10−6. We see that

for a fixed PWA, PCODEACQ increases with increasing SNR and is very close to 1
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Figure 4.6: System-level synchronization under AWGN.

at 3 dB. The PSFD curve shows the probability of frame synchronization given

correct code acquisition. The PSYNC curve, which is obtained by multiplying the

PCODEACQ and PSFD curves, is the probability of frame synchronization for the

entire synchronization block. We observe that PSYNC is nearly 1 at 3 dB SNR.

Fig. 4.7 shows the system level performance under a multipath Rayleigh

fading environment. The SNR under the multipath Rayleigh fading conditions is

calculated from the signal power Ω1, the strongest average multipath signal given

in Equation (4.1). Note that is does not denote the symbol-level SNR post-RAKE

combining of the multipath signals.

The performance of the synchronization block is better at low (≤ 3 dB)

SNR, compared to Fig. 4.6, due to a multipath diversity gain. We again observe

that the probability of synchronization is higher than 0.95 for SNR of 3 dB. We

observe that at 4 dB SNR the synchronization probability is close to 1, which

implies that all the packets arriving at 4 dB post de-spreading SNR (−14 dB input

SNR) will be received correctly.
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Figure 4.7: System-level synchronization under multipath Rayleigh fading.

It is important to note that, as shown in Figures 4.6 and 4.7, the code acqui-

sition is the bottleneck for synchronization. Once the acquisition is achieved, the

post-de-spreading SNR is sufficient for performing the rest of the synchronization

operations.

4.4 Radio Prototype

The synchronization block (SB) is implemented on a radio prototyping

platform to demonstrate the feasibility of its implementation.

Figure 4.8 shows a block diagram of the radio prototyping platform and

Figure 4.9 the actual setup in lab. The RF receiver front-end is implemented

using a National Instruments preamplifier (PXI-5690) [50] and a downconverter

(PXI-5600) [51] which are housed in a NI PXI chassis (PXI-1045) [52]. The digital

baseband component of the SB is implemented on a Xilinx Virtex-4 (XC4VSX35)

FPGA [40]. This FPGA is part of a Xilinx XtremeDSP Development Kit for
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Figure 4.8: Block diagram of the radio prototyping platform.
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Figure 4.9: Radio prototype setup in lab.
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Virtex-4 [53] which also hosts an Analog Devices AD6645 [54] 14-bit ADC with a

maximum sampling rate of 105 MSPS. The FPGA is interfaced to the PC using

a JTAG cable for conducting real-time measurments using the Chipscope [55]

software logic analyzer provided by Xilinx.

The PXI-5690 RF preamplifier has gain and noise figure characteristics that

optimize the dynamic range and sensitivity of the NI PXI-5600 RF downconverter.

The typical noise figure of the preamplifier is 5 dB [56]. The National Instruments

PXI-5600 downconverts a RF signal of up to 2.7 GHz to a low intermediate

frequency (IF) of 15 MHz. The noise density of the PXI-5690 and PXI-5600

combination ranges from −162 dBm/Hz to −164 dBm/Hz, depending on the

frequency range [56]. The downconverted IF signal is first digitized at 80 MSPS

by the ADC and then digitally downconverted to baseband before being processed

by the baseband section of the SB.

The following parameters were used for designing a VLSI implementation

of the digital baseband section:

• Chipping rate = 10 Mchips/sec

• Sampling rate = 80 Msamples/sec

• Oversampling ratio (Ns) = 8

• Spreading ratio (Nc) = 63

• Symbol rate = 158.73 Kbits/sec

• Length of PDI operation = 32 symbol periods

• Number of RAKE fingers (NFINGER) = 4

The area utilized on the FPGA was directly proportional to the number

of symbols used in the post-detection integration operation for code acquisition

and the spreading ratio. A brief summary of the FPGA implementation is shown

in Table 4.1. Lookup tables (LUTs) are used to implement the combinational

Boolean logic inside the FPGA [40]. Block RAMs (BRAMs) are on-chip dual-

ported memories distributed inside the FPGA fabric for fast memory read/write
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operation [40]. For better understanding of these parameters, one can refer to the

Virtex-4 documentation [40].

Table 4.1: FPGA implementation details for the synchronization system.

Logic Distribution Used Avail. Utilized

Number of 4-Input LUTs 25298 30720 82%

Number of BRAMs 157 192 81%

Number of DSP48s 18 192 9%

4.5 Verification Testbed

The SB implementation is verified using the hardware test setups available

on the testbed. The verification consists of two steps:

• Digital Baseband Test : Basedband test vectors used for simulations are fed to

the SB implementation on the FPGA as digital inputs for a verification of the

digital hardware. Note that the signals used for the simulations and digital

hardware verification are exactly identical including the noise characteristic.

• RF Test : The baseband test vectors used for simulations (without the

noise) are upconverted to RF and fed as input to the SB. This tests

the RF downconversion and analog-to-digital conversion components of

the prototype. The thermal noise is generated by the analog and RF

circuitry/test equipment.

4.5.1 Digital Baseband Test Setup

Figure 4.10 shows a block diagram of the digital baseband test setup.

Baseband test vectors are applied as a digital stimulus to test the digital subsystem

of the SB. This is achieved by using a combination of the Agilent Baseband Studio

N5110B [57] and N5102A [58] modules. N5110B Baseband Studio for Waveform

Capture and Playback allows a playback of custom digital IQ test vectors of up
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to 512 million samples. Agilent N5102A Baseband Studio Digital Signal Interface

module provides an easily controllable digital interface to connect to the digital

subsystem. An Agilent logic analyser is used for monitoring and calibrating the

performance of the digital logic inside the FPGA. The Agilent logic analyzer

consists of a 16901A Logic Analysis System [59] and a 16950B measurement

module [60]. The 16901A is a 2-slot logic analysis mainframe and the 16950B

is a 68-channel 4 GHz timing, 667 MHz state logic analysis measurement module.

Digital
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PC

Matlab
Simulation Model

Simulation
Results
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Generation

(Matlab)

Radio
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Chipscope

Logic
Analyzer

Figure 4.10: Digital baseband test setup

4.5.2 RF Test Setup

Figure 4.11 shows a block diagram of the RF test setup. In this setup,

baseband test vectors are up-converted to 2.4 GHz by an Agilent ESG 4438C [61]

signal generator which serves as an RF transmitter. The transmission bandwidth

is set to 20 MHz, for a chipping rate of 10 Mchips/sec, similar to that used in

WLANs [5]. The transmitter output is connected to the radio prototype input

via a variable attenuator. This setup emulates a single line-of-sight link between

a transmitter and a receiver. The received signal level can be adjusted using

the variable attenuator. The logic analyzer in this setup is used for real-time

monitoring of the SB performance. It is also used for calculating the received SNR

for accurate calibration of test results.
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Figure 4.11: RF test setup

4.5.3 Hardware Test Results

Figure 4.12 shows the probability of correct synchronization for the SB

at various SNRs under additive white Gaussian noise (AWGN) environment. As

mentioned earlier in Section 4.2.2, the SNR is calculated after the de-spreading

operation which provides a spreading gain of approximately 18 dB (for a spreading

ratio of 63). In Figure 4.12, we observe that the digital verification results

closely match the simulation results and thus confirm the correctness of the digital

implementation. We also observe that the controlled RF verification tests, using

the setup described in Section 4.5.2, accurately match the simulation and digital

verification results.

−1 0 1 2 3 4 5
0

0.2

0.4

0.6

0.8

1

SNR(dB)

Pr
ob

ab
ilit

y 
of

 S
yn

ch
ro

ni
za

tio
n

 

 

Sim(fixed point)
Sim(floating point)
Exp(digital verification)
Exp(controlled RF)

Figure 4.12: Simulation and verification results under AWGN.
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Figure 4.13 shows that digital verification results for the multipath Rayleigh

fading channel described in Section 4.2.4 accurately match the simulation results.

Controlled RF verification tests, similar to the experiments conducted for the

AWGN environment, could not be conducted due to the difficulty in emulating

a specific multipath environment in the laboratory. From Figures 4.12 and 4.13,

we can conclude that the implementation of the SB on the prototyping testbed

faithfully translates the SB design into a real hardware.
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Figure 4.13: Simulation and verification results for multipath environment.

4.6 Experimental Results

The performance of the SB prototype is calibrated in a controlled lab setup.

After the calibration, the SB prototype is evaluated at two outdoor test sites using

over-the-air packet receptions in highly scattering multipath environments.
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4.6.1 Calibration

The ability of the SB to receive low SNR signals has already been estab-

lished via simulations and hardware tests in Sections 4.2 and 4.5, respectively.

Calibrations were also conducted to calculate the sensitivity of the SB prototype.

A sensitivity is the minimum signal level required for reliable operation of the SB.

A 95% synchronization rate was used as a yardstick for reliable operation of the SB.

The RF test setup described in Section 4.5.2 is used for conducting the sensitivity

calibration. The channel used for the calibration is equivalent to an non-fading

channel with AWGN added at the receiver. The received signal level is controlled

using an attenuator between the Tx RF output and the Rx RF input.
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Figure 4.14: Sensitivity experiment results.

The receiver sensitivity is used as a figure of merit for calibrating the per-

formance of wireless receivers. For example, according to the 802.11 standard [5],

the receiver sensitivity is the minimum input signal level for which the frame error

ratio is less than 8% with a payload length of 1024 bytes encoded using 2 Mbps

DQPSK modulation. The sensitivity for commercial 802.11a/b/g wireless receivers

varies from vendor to vendor and also depends on the data rates and modulation
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used. −94 dBm is the lowest sensitivity level encountered in literature [62].

From Figure 4.14, we observe that the system synchronizes reliably at

low signal levels at the RF input of the receiver. For example, we are able to

synchronize 99.37% of the received packets when the signal level is −101.7 dBm.

The sensitivity of the SB is observed to be at most −102 dBm since it correctly

synchronizes more than 95% of the received packets at that signal level. However,

we are unable to compare the SB sensitivity to the receiver sensitivity of the

commercial 802.11a/b/g receivers because our receiver is designed only for the

synchronization test, not for receiving the payload.

4.6.2 Outdoor Experiments

The setup for outdoor experiments is similar to the RF test setup described

in Section 4.5.2 with the attenuator replaced by commercial off-the-shelf omnidirec-

tional antennas. The antennas are placed at a height of one meter while conducting

the experiments. The received signal power is controlled by varying the transmit

power. The average received signal power is measured using the spectrum analyzer

placed at the receiver. The multipath delay profile and fading characteristics of

the channel were not measured or characterized during the experiment.

The rooftop of Atkinson Hall building at University of California, San Diego

was used as the first test site. Figure 4.15 shows the experimental setup at the

rooftop. Figure 4.16 shows the layout of the test site. The transmitter (Tx) and

the receiver (Rx) are separated by 54 meters. Although there is a line-of-sight

between Tx and Rx, the proximity of the Tx and Rx to metal walls, vents, and

other structures causes multipath propagations. The multipath intensity profile

can be assumed to be constant over time since Tx, Rx, and scatterers are stationary.

Figure 4.17 shows the performance of the SB on the rooftop averaged over

50,000 packet transmissions. We observe that almost all the packets are correctly

received at a signal level of −92.5 dBm and above. The received signal level of

−92.5 dBm corresponds to −27.4 dBm of transmit power.



75

Receiver

Transmitter

Figure 4.15: Experimental setup at the rooftop.

TX RX

Metallic container

Metallic wall

Glass wall

54 meters

Figure 4.16: Rooftop layout.
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Figure 4.17: SB performance at the two outdoor test sites.

The second test site is a long pathway in front of the Geisel Library at

University of California, San Diego — also known as the Library Walk. The

transmitter and receiver were placed at a distance of 137 meters for the experiment.

In addition to the line-of-sight component, there were multipaths coming into

the receiver due to trees, surrounding buildings, and people walking across the

experimental setup. Unlike the first outdoor experiment, the multipath intensity

profile at this test site cannot be assumed to be constant over time as the scatterers

are mobile and change positions over time. The layout of the library walk is given

in Figure 4.19 and a photograph of the experimental setup is given in Figure 4.18.

Figure 4.17 shows the performance of the SB on the library walk averaged

over 50,000 packet transmissions. We observe that almost all the packets are

correctly received at a signal level of −93 dBm and above. The −93 dBm received

signal level corresponds to −13.4 dBm of transmit power.

The results from the rooftop experiments show that the SB is able to

synchronize reliably over 54 meters in a rich multipath environment for a transmit
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power of −27.4 dBm. The results from the library walk show that the SB is able to

synchronize reliably over 137 meters in an urban line-of-sight setting for a transmit

power of −13.4 dBm. Note that 30 dBm is the maximum transmit power limit

with omnidirectional directional antennas over the 2.4 GHz unlicensed ISM band

in the United States [63] (other countries have similar limits). Hence, the spatial

range can be further improved by raising the transmit power compared to the

experimental setups. For example, a 6 dB increase in transmit power can double

the spatial range in free space [47]. A test site was not found by the author where

one could place the transmitter and receiver more than 137 meters apart to reliably

conduct our experiments with higher transmit powers.

4.7 Summary

A DSSS-based synchronization system is proposed for synchronization at

a low SNR in asynchronous packet-based MIMO communications. The synchro-

nization system was designed for staggered preamble transmission to eliminate

self-interference during synchronization and to reduce non-coherent combining loss

in the parallel code acquisition. The MIMO system uses as building blocks the

single transmit-receive antenna pair synchronization blocks employed in the SISO

communications.

In order to demonstrate the low SNR operation in asynchronous packet-

based DSSS communications, the SISO synchronization system was designed and

implemented on a reconfigurable radio prototyping platform. It uses the parallel

code acquisition algorithm, analyzed in Chapter 2 and prototyped in Chapter 3, for

fast acquisition at low SNR. By utilizing the post-acquisition spreading gain, the

parallel code acquisition also improves the SNR for the rest of the synchronization

functions which can then be performed in a traditional fashion.

The prototype is verified on a hardware testbed, and controlled lab ex-

periments are carried out to calibrate its performance. Finally, experiments are

conducted at two outdoor test sites to evaluate its performance over real wireless

channels. Experimental results show that the prototype has a lower receiver sen-
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sitivity compared to commercial 802.11 receivers. It also functions reliably over

long distances in outdoor environments.
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Chapter 5

Discussion and Conclusion

MIMO communications, in its various forms, has the potential to counter

the two major drawbacks of wireless communications: reliability and throughput.

However, many practical problems need to be solved to obtain the benefits

predicted in theory. One of the key problems is synchronization: a potential

bottleneck that could handicap the performance in future MIMO systems. This

problem is particularly acute in packet-based systems since the time to synchronize

is limited.

This dissertation is focused on the topic of packet-based MIMO synchro-

nization, a critical, yet often neglected, function for enabling packet-based MIMO

communications. Specifically, it presents the theory, architecture, implementation

and experimental results for the synchronization at low SNR in the packet-based

MIMO communications. By decoupling the synchronization and decoding func-

tions, this system can be used as a generic synchronization front-end for any MIMO

communication.

This dissertation presents the following important results:

Parallel Code Acquisition Analysis : It describes the performance analysis

for the parallel code acquisition in MIMO-DSSS systems. It shows the theoretical

analysis for the pilot-based system. It also presents a scheme to theoretically

predict the packet-based performance based upon the corresponding pilot-based

performance.

Staggered Transmission Strategy : It proposes a staggered transmission

80
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strategy for optimal code acquisition in DSSS systems with multiple antennas.

Formal proof of the optimality is provided.

Parallel Code Acquisition Architecture and Implementation: It presents the

parallel code acquisition architecture and shows the feasibility of implementation

in the current VLSI technology.

Synchronization System Design: It presents the design of a DSSS-based

synchronization front-end for the low SNR synchronization in MIMO systems.

The design is analyzed via simulations.

Synchronization System Architecture and Implementation: It describes the

synchronization system architecture and implements the single antenna building

block for the MIMO system on a reconfigurable radio prototyping platform.

Experiments : It presents the verification of the parallel code acquisition

and synchronization system prototypes through controlled baseband and RF

experiments in the lab. It also reports the results of the experiments conducted at

the two outdoor test sites.

Radio Prototyping and Experimentation: It provides several examples for

performing radio prototyping and outdoor experimentation. It will serve as a

reference to future researchers.

5.1 Future Work

The work presented in this dissertation can be extended in multiple direc-

tions:

• Optimal transmission strategy: The optimality of the staggered transmission

strategy is proved in the absence of any channel state information (CSI) at

the transmitter. The optimal transmission strategy for known CSI at the

transmitter needs to be investigated.

• MIMO prototype implementation: The prototype implementation of the

SISO synchronization system (the building block for the MIMO synchro-

nization system) has been performed. The MIMO prototype implementation

could not be performed due to the limitations of the digital logic available
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on the reconfigurable prototyping platform, and can be implemented on a

different platform in the future.

• Decoupling the preamble and the payload modulation format: The preamble

and payload modulation formats can be decoupled using the synchronization

front-end presented in this dissertation. For example, a system could use the

DSSS modulation format in the preamble for reliable synchronization, and

an OFDM [1,2] payload to meet the throughput requirements of the system.

The potential benefits of such an approach needs further investigation.

• Cooperative MIMO communications: The MIMO synchronization techniques

presented in the dissertation are described for point-to-point communication,

where all the transmit antennas reside at one transmitting node and all the

receive antennas reside at another receiving node. Similar techniques need

to be investigated for cooperative MIMO communications [9].

• Synchronization for high SNR systems: The DSSS-based synchronization

front-end has been designed for a low SNR operation. Its performance at high

SNR (with a shorter preamble) needs to be compared to the current state-

of-the-art for possible improvements in the synchronization performance.

• Interference and jamming: The performance analyses of the parallel code

acquisition as well as the synchronization schemes need to be performed in

the presence of narrowband interference and jamming.
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