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Abstract

Bi2Se3 is an ideal three-dimensional topological insulator in which chemical modifications

such as doping and intercalation can be used to engineer surface properties or to further

functionalize the topological surface state. In this work, we study the Bi2Se3 system of

materials with three experimental techniques: 1) ultrafast optical pump-probe spectroscopy

(OPP), 2) angle-resolved photoemission spectroscopy (ARPES), and 3) X-ray photoelec-

tron spectroscopy (XPS). These spectroscopic techniques are utilized to study the out-of-

equilibrium carrier properties, surface chemistry, and band structure of Bi2Se3, Bi2–xSbxSe3,

and CuxBi2Se3.

The photoexcited carrier decay in Bi2–xSbxSe3 nanoplatelets was studied with ultrafast

optical pump-probe spectroscopy, demonstrating a substantial slowing of the bulk carrier

relaxation time in bulk-insulating Bi2–xSbxSe3 as compared to n-type bulk-metallic Bi2Se3

at low temperatures, which approaches 3.3 ns in the zero pump fluence limit. This long-lived

decay is correlated across different fluences and antimony concentrations, revealing unique

decay dynamics not present in n-type Bi2Se3, namely the slow bimolecular recombination of

bulk carriers.

Using ambient pressure X-ray photoelectron spectroscopy, copper migration in interca-

lated CuxBi2Se3 is demonstrated, occurring on a timescale of hours to days after initial

surface cleaving. The increase in near-surface copper proceeds along with the oxidation of

the sample surface and large changes in the selenium content, with the development of cop-

per and selenium gradients. These complex changes are further modelled with core level

spectroscopy simulations (SESSA), which suggest a composition gradient near the surface

which develops with oxygen exposure. These results shed light on a phenomenon that must

be considered in intercalated topological insulators and intercalated materials in general.
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Chapter 1

Introduction

Quantum materials are a categorization of materials, referring to any material where

quantum mechanical effects play a dominant role in establishing macroscopic properties

[1–8]. These materials include superconductors, topological insulators, Weyl and Dirac

semimetals, 2D materials, and compounds exhibiting many-body electron correlations such

as Mott insulators. Much of contemporary research in condensed matter physics is centered

on experimentally characterizing quantum materials’ properties, theoretically modeling their

properties, and discovering new quantum materials, where ultimate progress in the field

depends on a combination of all three approaches.

This work primarily focuses on the experimental study of one specific quantum material,

the topological insulator Bi2Se3, as well as chemically doped and intercalated variants of

Bi2Se3, using several different experimental techniques. Topological insulators are quantum

materials that posses an insulating bulk and metallic surface states, demonstrating funda-

mentally new electron physics as compared to traditional classifications of materials such as

normal insulators, semiconductors, and metals [1,9–15]. The properties of topological insu-

lators are of great interest for technological applications in spintronics, quantum electronics,

and optoelectronics [16–26]. Further characterization of their properties, both in and out
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of equilibrium, are thus needed for validating any future uses of topological insulators in

technology.

1.1 Overview of three-dimensional topological insulators

Here, we will briefly summarize the background behind topological insulators, specifically

focusing on three-dimensional topological insulators (3D TIs) and the aspects specific to

Bi2Se3. In general, a TI phase exists if the crystal Hamiltonian cannot be adiabatically

transformed into that of a normal insulator (that is, slowly, without exiting the ground

state) without passing through a conducting state [12]. This physically manifests in 3D

TIs as an insulating bulk and conducting, metallic states at the surface. For a broader

discussion of the theory underlying topological quantum materials, many excellent works

provide detailed explanations which discuss the role of wavefunction topology, topological

invariants, and the Berry phase in topological insulators [1,9,10,12–15,27,28].

There are many distinct categories of topological quantum materials. These include, but

are not limited to 3D TIs, 2D TIs (or quantum spin Hall insulators), topological crystalline

insulators, topological Kondo insulators, Dirac semimetals, and Weyl semimetals [14,15,29].

These classifications are distinguished from one another by differences in present symmetries

and by different possible topological invariants. Insulators that do not posses any novel

topological features in their electronic band structures are considered topologically trivial.

Indeed, it is becoming increasingly clear that most non-magnetic materials harbor at least

some topological features in their band structures [30].

The nontrivial topology that distinguishes Bi2Se3 from a regular insulator arises from

the band inversion at the Γ point in the Brillouin zone [13], which is caused by strong spin-

orbit coupling (SOC) [31]. SOC of electrons arises when the magnetic dipole moment of

an orbiting electron interacts with the electrostatic field of the nucleus, or equivalently a

magnetic field in the rest frame of the electron (∆H = −µ · B). An illustrative schematic

describing band inversion in Bi2Se3 is shown in Figure 1.1. When considering the bands of
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Bi2Se3 without SOC, the bulk conduction and valence bands would not overlap, with the

valence band (Se 4p) separated from the conduction band (Bi 6p) (Fig. 1.1(a)). In Bi2Se3,

the large nuclear mass of Bi confers strong SOC to this system [10], so SOC must be included

in modeling the bands [31]. When SOC is present, the conduction and valence bands invert

(Fig. 1.1(b)) and split, opening up a bulk band gap (Fig. 1.1(c)). With this arrangement of

bands, a topological insulator phase is now realizable.

Bi 6p

Se 4p

Un-inverted 
bands

Inverted bands, 
with SOC splitting

Inverted 
bands

Including
SOC

(a) (b) (c)

BCB

BVB
k

E

Figure 1.1. Band inversion in Bi2Se3. (a) Un-inverted bulk bands showing
the Bi 6p conduction band (BCB) and Se 4p valence band (BVB). (b) Inverted
bulk bands. (c) Final split bands, after including SOC. Figure adapted from
Ref. [32].

There are several other aspects needed to fully realize a 3D TI. Importantly, the Hamil-

tonian must possess time-reversal symmetry [9,10,12,27,31]:

(1.1) ΘH(k)Θ−1 = H(−k)

where Θ is the antiunitary time-reversal symmetry operator, and k is the crystal momentum

of the Hamiltonian H. In this sense, the topology of this system can be understood as being

“protected” by the time-reversal symmetry of the Hamiltonian. In three dimensions, TIs

have four topological invariants (Z2), which correspond to four degenerate points Γ1,2,3,4 in
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the surface Brillouin zone, each of which is also time-reversal symmetry invariant. These

degenerate points are known as time-reversal invariant points.

Each time-reversal invariant point is identified with a corresponding surface state that

obeys a linear Dirac dispersion relation. This specific dispersion relation arises from diago-

nalizing the two-dimensional Dirac Hamiltonian:

(1.2) HD = cσ · p+mc2σz

where σ are the Pauli matrices and p is the electron momentum operator. In solid state

materials, the speed of light c is replaced with the Fermi velocity vF , and the mass vanishes

m −→ 0, closing the gap in the Dirac or “light-like” state. The Dirac Hamiltonian is by

definition present in all Dirac materials, including in 3D TIs where it harbors a surface

Dirac state [15]. The crossing point of the linear dispersions is called a Dirac point in the

band structure, and a Dirac point is present in Bi2Se3 as well. It should be noted that

in conventional materials like metals or doped semiconductors, the Hamiltonian takes the

form H = p2

2m∗ and obeys the Schrodinger equation with effective mass m∗. In this sense,

Dirac materials are a distinct classification of matter fundamentally different from the free

quasiparticle picture of Schrodinger fermions [15].

Another consequence of strong SOC is that the surface states of 3D TIs exhibit spin-

momentum locking of carriers at the surface [33]. Spin-momentum locking is a major prop-

erty of carriers in TIs, which constrains spin-up electrons to move with momentum +p

and spin-down electrons to move in the opposite direction with momentum −p, prohibiting

direct backscattering of carriers [11, 13]. Due to the presence of time-reversal symmetry

and the topological invariants of this system, which apply to TIs like Bi2Se3 globally, the

surface states are robust to local perturbations such as impurities and disorder in the ma-

terial [34], so long as time-reversal symmetry is not broken. For example, spin-momentum

locking is still present at the surface of Bi2Se3 even in fully amorphized thin film forms [34].
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Technological proposals taking advantage of the reduced carrier backscattering and spin

textures in Bi2Se3 greatly benefit from the protection afforded by topology, which is not

the case in topologically-trivial materials [9,12,35–37]. As will be discussed in Chapter 4,

the surface band structure of Bi2Se3 is directly measurable using angle-resolved photoemis-

sion spectroscopy (ARPES), which is the ideal tool for characterizing its topological surface

properties.

1.2 Overview of Bi2Se3

Bi2Se3 has a bulk direct band gap of about 0.3 eV [13,31], which is 13 times higher than

room temperature energies and thus favorable for electronic and optical applications. The

Bi2Se3 Fermi surface is isotropic unlike in the related 3D TI Bi2Te3, where it is hexagonal

and warped due to cubic Dresselhaus spin-orbit coupling [13]. The Dirac point of Bi2Se3

lies within the bulk band gap and is well separated from the bulk bands, which is also not

evident in Bi2Te3 [13,33,38–40]. This is a major appeal of Bi2Se3: its topological surface

state is energetically distinct from its bulk states, allowing for greater access and control

of the topological surface state in possible applications. Bi2Se3 has a single surface state

compared to the first characterized 3D TI Bi1–xSbx , which was observed to have five [41].

Additionally, Bi2Se3 is routinely synthesized in large, single crystal forms [42]. The synthesis

uses common crystal growth methods [33,38,42,43], and does not require manufacturing

of heterostructures for achieving desired properties. The ease of synthesis and the existence

of topological surface states in Bi2Se3 have greatly accelerated the surface characterization

of this system. It should be noted that many of these TI properties are also preserved in

insulating alloys [44].

Bi2Se3 has a tetradymite, rhombohedral structure that can be visualized as quintuple

layers (Se-Bi-Se-Bi-Se) separated by Van der Waals gaps. The crystal structure is shown

below in Figure 1.2. The broader family of bismuth-based topological insulators including

Bi2Se3, Bi2Te3, Bi2Te2Se (BTS), and Bi2–xSbxTe3–ySey (BSTS), has wide latitude to be
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tuned chemically. The ability to chemically substitute in the sample synthesis is especially

valuable because doing so can controllably tune major material properties, such as the chem-

ical potential. Having the chemical potential be positioned inside the band gap can help limit

detection of purely bulk phenomena, allowing better detection of purely surface state phe-

nomena in experiments. The consequences of this on the carrier dynamics in Bi2–xSbxSe3

will be further explored in Chapter 3.

(a) (b)

c

b

c

a
1 QL

VDW 
gaps

Bi   Se

Figure 1.2. Crystal structure of Bi2Se3. (a) Structure shown along the a-
axis. One quintuple layer (QL) and the Van der Waals gaps are indicated.
(b) Structure shown along the b-axis with a slight tilt. The crystal structures
have been rendered using the software in Ref. [45].

The crystal structure of Bi-based TIs also permits chemical intercalation. Intercalation

is the insertion of atoms or molecules between layers, and in the case of Bi-based TIs,

species are intercalated into the van der Waals gaps between adjacent quintuple layers. This

can further alter the properties of TIs, such as producing superconductivity in CuxBi2Se3

by intercalating copper [46–53]. In modern condensed matter physics research, tunable

materials systems like these are highly desirable as they allow for study of multiple phases in
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close physical proximity (e.g., both superconductivity and topological surface states at the

material surface), which may further lead to new applications.

1.3 Outline of this work

This work will be organized as follows. First, an introduction to ultrafast optical pump-

probe spectroscopy will be given, providing a description of the experimental apparatus at

UC Davis (Chapter 2). Following this, ultrafast optical pump-probe data on Bi2Se3 will

be presented and compared to data on Bi2–xSbxSe3 nanoplatelets, showing evidence of long

carrier lifetimes across differently doped samples (Chapter 3). In Chapter 4 and Chapter

5, overviews of ARPES and XPS experimental techniques will be provided, being discussed

in the context of the Bi2Se3 materials system. Lastly, results from synchrotron-based AP-

XPS experiments on intercalated CuxBi2Se3 will be presented and discussed (Chapter 6),

showing evidence of Cu migration in CuxBi2Se3 samples when exposed to controlled ambient

conditions.
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Chapter 2

Ultrafast optical pump-probe spectroscopy

2.1 Introduction

Ultrafast optical pump-probe spectroscopy (OPP) is a time-resolved pump-probe tech-

nique that is extremely versatile in terms of the materials and out-of-equilibrium phenomena

it can access. Ultrafast optical techniques are able to measure quantities such as electronic

carrier lifetimes and carrier decay dynamics as a function of temperature, pump fluence,

and different material compositions. Carrier dynamics behavior measured with an optical

pump-probe experiment can be related to underlying phases present in the material, both in

fluence- and temperature-dependent manners. In this chapter, we discuss the fundamentals

behind the technique, focusing the discussion on the specific OPP setup constructed at UC

Davis.

In an OPP experiment, a pump pulse creates excitations into originally unoccupied states,

and a second probe pulse measures the transient change in reflectivity ∆R/R (or transmis-

sion) at a time delay tdelay later while the excited states return to equilibrium. The magnitude

of ∆R/R can be used as a proxy for the number of nonequilibrium electron-hole excita-

tions [54], and its evolution ∆R(tdelay)/R can reveal the processes by which photoexcited

carriers return to equilibrium. Recently, OPP has been successful in studying low-energy
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excitations (i.e., sub-excitation frequency) in superconductors [54–57], charge density wave

systems [58], correlated electron systems [59], and topological quantum materials [60–62].

In OPP, the pump and probe photon energies (Eph) can either be different or be de-

generate. In the experiments in this thesis, a degenerate Eph = 1.55 eV (or wavelength

λ = 800 nm) is used for the pump and the probe. OPP can measure changes in the reflec-

tivity, which ultimately depend on the complex dielectric function [63]:

(2.1)
∆R

R
=

∂ lnR

∂ϵ1
∆ϵ1(t) + i

∂ lnR

∂ϵ2
∆ϵ2(t),

where R is the reflectivity, ϵ1 and ϵ2 are the real and imaginary components of the complex

dielectric function (ϵ(ω) = ϵ1(ω)+iϵ2(ω)), and ∆ denotes changes in these quantities following

the initial pump excitation [63]. The transient changes in ϵ2(ω) are directly caused by

transient changes in the joint density of states (JDOS) near the Fermi energy EF [63,64].

The dielectric function ϵ(ω) can be further related to the optical conductivity σ(ω) by ϵ(ω) =

ϵ0 + iσ(ω)
ω

.

While OPP with Eph = 1.55 eV pulses does not directly couple to lower energy excita-

tions due to the different energy scales involved, it is still sensitive to lower energy carrier

dynamics, which will be explained below. After photoexcitation, ϵ2(ω) changes according to

the expression [65]:

(2.2) ϵ2(ω) =
16πe2

ω2

∑
v,c

|Mv,c|2δ(ℏω − (Ec − Ev)),

where v, c label the valence and conduction bands respectively, |Mv,c| are the matrix elements

connecting transitions between the bands, and δ(ℏω − (Ec − Ev)) is the JDOS. The real

component of ϵ(ω) can be related to the imaginary component by the corresponding Kramers-

Kronig relation:

(2.3) ϵ1(ω) = 1 +
2

π
P

∫ ∞

0

ω′ϵ2(ω
′)

ω′2 − ω2
dω′.
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Because OPP measures changes in the reweighted JDOS post-excitation [64], and the

Kramers-Kronig relations for ϵ1(ω) and ϵ2(ω) apply over all frequencies ω, changes in ϵ(ω)

at lower frequencies (or meV energies) can be indirectly picked up by the probe at higher

frequencies (or eV energies). See Ref. [64] for further discussion of a method to obtain the

full dielectric function in OPP. Fortunately, it is possible to achieve a ∆R/R sensitivity of

10−5 or greater in materials with good reflectivity with Eph = 1.55 eV, making OPP capable

of inferring low energy carrier dynamics.

It is quite common for pump-probe measurements, if performed with sufficiently low in-

tensity to avoid melting low-temperature orders, to observe dramatic changes at phase tran-

sitions involving very low energy modifications of single-particle spectra (e.g. superconduc-

tivity, CDWs, heavy fermion hybridization gaps, etc.) [54,56,63,66–72]. Still, THz-probes

can provide a more direct measure of meV-scale excitations and the optical conductivity

σ(ω), at the cost of a larger spot size and a stronger constraint on the type of samples that

can be studied (i.e., THz-transparent) [63]. Due to the practically of optical wavelengths

and greater compatibility with standard optics, OPP is the more versatile of the two.

2.2 Ultrafast laser optics

Here, we provide a concise overview of the engineering and operation of the ultrafast

laser used in the OPP setup at UC Davis. All of the OPP data in this work has been

obtained using pulses generated using a Spectra Physics Mai Tai laser with a Ti:Sapphire

lasing medium comprised of Ti3+-doped Al2O3, utilizing active modelocking to generate a

steady stream of optical pulses. Internally, the Mai Tai is actually comprised of two lasers:

a green λ = 532 nm continuous wave (CW) laser and a regenerative, actively-modelocked

Ti:Sapphire cavity pumped by the CW laser. Briefly, active modelocking can be summarized

by the Master Equation [73,74]:

(2.4) TR
∂A(t, T )

∂T
= −

(
(l − g)− g

∆Ω2

∂2

∂t2
+

1

2
Mωmt

2
)
A(t, T ).
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The modelocking of pulses A(t, T ) is accomplished by introducing a periodic loss element (the

final term in the Master Equation) modulated at a frequency ωm = 2π/TR with pulse cavity

round-trip time TR. In active modelocking, a fixed phase relationship between the cavity

longitudinal modes with gain bandwidth ∆Ω allows these modes to constructively interfere,

generating an ultrafast train of pulses with steady-state pulse duration τ =
(

2g
∆Ω2Mω2

m

)1/4

.

The main difference between the Mai Tai and the basic actively-modelocked laser is that

the periodic loss element in the Mai Tai (an acousto-optic modulator) is not driven by an

external frequency, but rather by an RF signal measured from within the laser cavity itself.

Regenerative modelocking helps alleviate one of the main challenges of active modelocking,

namely that the modulator need be driven at precisely ωm, which is highly dependent on

the cavity round-trip time TR or length. Initially after powering on, the output modes

of the CW laser are partially phase-locked, which results in beat frequencies f = c/2L.

Inside the Mai Tai, a photodiode measures the intensity of the CW mode-beating, the

resulting signal is phase-adjusted, amplified, and then fed back into the AOM for steady-state

operation [75]. This regenerative feedback circuit allows the AOM to have optimally-timed

transmission, so the final modelocked output of the Ti:Sapphire cavity is stable with a fixed

phase relationship between the cavity modes, with minimal synchronization issues allowing

steady state generation of pulses as short as ∼ 80 fs with a 80MHz repetition rate.

The minimum timescale of processes that can be resolved with OPP depends on the

∼ 80 fs pulse duration of the Mai Tai. This is sufficiently short to study fundamental carrier

decay processes in a wide range of materials such as metals, insulators, semiconductors, and

superconductors. It should be noted that in practice, ultrafast pulses are broadened after

transmission through optics, due to the positive group velocity dispersion (GVD) experienced

by pulses when travelling through dispersive media [73,74]. Ultrafast pulse broadening can

be minimized by using reflective optics instead of transmissive ones where possible, using
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dispersion-compensated mirrors, and by compensating pulse broadening by incorporating

additional negative GVD components such as prism pairs into an optical system.

Delay stage

Ti:Sapp
Laser

Polarizer Collimator

Photoelastic 
modulator

ND filters

Cryostat 
with sample

Beamsplitter

Pump
Probe

Half-wave 
plate

Retroreflector

Polarizer

Photodiode

Half-wave 
plate

(𝑥, 𝑦, 𝑧)

Polarizer

Figure 2.1. Ultrafast optical pump-probe apparatus at UC Davis, with the
key components labeled. The pump and probe beam paths are shown as red
and yellow, respectively.

2.3 Optical pump-probe experimental apparatus

Figure 2.1 shows the ultrafast OPP apparatus employed in this work. Laser pulses are

generated using a mode-locked, Ti:Sapphire oscillator (Spectra Physics Mai Tai) with a

minimum 80 fs pulse duration, which is optimized for sustained operation in energies around

Eph = 1.55 eV. The time delay (tdelay) between the pump and probe pulses is controlled by

a retroreflector mounted on a mechanical delay line in the optical path of the probe beam.

To maintain a constant probe reflection R from the sample, the angle of incidence of the

probe beam into the retroreflector is carefully tuned to maintain constant R through the
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entire measured tdelay range. This is needed to avoid spurious R drift which may erroneously

be interpreted as originating from ∆R. The pump and probe pulses are focused to a single

spot at the sample surface with a plano-convex lens, and has a spot diameter of d = 40 µm.

To calibrate the temporal overlap of the pump and probe pulses (i.e., “time-zero”),

the pump and probe beams are focused onto a β-barium borate crystal (β-BBO), which

uses second harmonic generation (SHG) to generate a third optical beam with double the

input photon energy (Eph = 1.55 eV → Eph = 3.1 eV) when the pump and probe beams

are exactly temporally and spatially overlapped on the β-BBO crystal. Chapter 4 provides

further explanation of the mechanism of SHG in β-BBO. After slowly scanning tdelay through

the entire length of the delay stage, the third blue beam is visually confirmed at some point

in the scan, and the delay stage is homed to this position to mark time-zero.

The probe reflection R from the sample is measured using a photodiode (Thorlabs

PDA36A), and the pump-induced ∆R signal is obtained using standard lock-in detection

(Stanford Research Systems SR-830) with the photodiode output as the lock-in input signal.

The modulation of the pump beam is performed using a Hinds Instruments photoelastic

modulator (PEM100) in combination with a linear film polarizer, which has the effect of

chopping the pump with a frequency of f = 100 kHz, and is used as the reference frequency

of the lock-in. Typically, the pump and probe pulses are cross-polarized to minimize inter-

ference at the sample surface and to limit pump scatter incident on the photodiode.

Temperature-dependent experiments are performed by measuring the sample in an open-

cycle optical cryostat (Janis ST-500) using liquid nitrogen (T > 77K) or liquid helium (T >

4K) to reach cryogenic temperatures, which are selected with a PID controller (Lakeshore

335) coupled to a heating element in the cryostat. The cryostat is mounted on an XYZ stage

(Newport 462-XYZ-LH-M), which is used to position the sample at the focus of the pump

and the probe beams, and to maximize the ∆R/R signal from the sample. This is especially

useful for optimizing the position of small samples with rough or uneven surfaces. Prior
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to each experiment, the probe reflection R from a large Bi2Se3 crystal is used to quickly

optimize XY sample positioning. When time-zero is known, the maximum of the ∆R/R

signal of Bi2Se3 is used to quickly confirm time-zero and to optimize sample Z-positioning

at the focus of the beams.

The two main studies that can be done using this OPP apparatus are fluence- and

temperature-dependent experiments. The pump fluence Φ is the deposited pump pulse

energy per unit area (µJ cm−2), and different fluences can be selected with different neutral-

density filters in the path of the pump beam. The fluence is calculated knowing the measured

average pump power, the focused spot size (d = 40 µm), and the repetition rate of the pulses

(f = 80MHz). Often, the pump fluence is usually kept below 15 µJ cm−2 to minimize effects

and damage from sample heating. Fluence-dependent experiments can relate changes in

∆R/R and τ , the carrier lifetime, to the number of excitations created by the pump pulse.

As will be discussed in Chapter 3, fluence-dependent experiments can be used to infer par-

ticular processes occurring during carrier relaxation, such as the bimolecular recombination

of carriers or the oscillatory decay of excited phonons. The use of temperature-control can

also be used to access temperature-dependent phases in the measured material, in addition

to reducing noise in the measurement at cryogenic temperatures.
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Chapter 3

Nanosecond dynamics in the intrinsic topolog-

ical insulator Bi2–xSbxSe3

3.1 Introduction

In this chapter, we first discuss using OPP to measure the ultrafast carrier dynamics in

the 3D TI Bi2Se3. We then present observations of dramatically enhanced photoexcitation

lifetimes in Bi2–xSbxSe3 nanoplatelets, and compare these observations to those seen in

Bi2Se3. The increased carrier lifetimes only exists in bulk-insulating samples and exhibit

fluence, temperature, and Sb-doping dependence distinct from the behavior in bulk-metallic

Bi2Se3 [76]. The fluence-dependent decay rate is consistent with bimolecular recombination

of electron-hole pairs in the TI bulk, and connections to evidence of exciton condensation

are also discussed. This chapter was adapted from Ref. [76].

3.2 Optical pump-probe experiments on Bi2Se3

Here, the optical pump-probe apparatus described in Chapter 2 is employed to measure

the OPP response in Bi2Se3, namely the transient reflectivity ∆R/R. A photon energy of

Eph = 1.55 eV (λ = 800 nm) was used, taking advantage of the high reflectivity of Bi2Se3

at this wavelength. Figure 3.1 shows room temperature OPP data on Bi2Se3. Prior to the
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Figure 3.1. Optical pump-probe data on Bi2Se3 at room temperature. (a)
Bi2Se3 ∆R/R decay plotted on a short < 10 ps timescale. Red curve is a
single exponential fit to the decay (Ae−tdelay/τ + B). Inset shows fast Fourier
transform (FFT) of the data after subtracting the overall exponential decay,
showing the coherent optical phonon peak at 2.1THz. The pump fluence is
Φ = 95 µJ cm−2. (b) Bi2Se3 ∆R/R decay on a longer < 50 ps timescale. Notice
the acoustic phonon oscillation peak near 18 ps, indicated by the black arrow.
The pump fluence is Φ = 75 µJ cm−2.

pump pulse arriving at the Bi2Se3 sample, the ∆R/R signal is initially zero. Once the pulse

arrives at the sample at tdelay = 0ps, ∆R/R increases until it reaches a maximum, as is

shown in Fig. 3.1(a). Typically, the magnitude ∆R/R is usually small, in the range of

16



10−7 − 10−4, and increases with increasing pump fluence. During the rise of ∆R/R, initially

unoccupied states become occupied after photoexcitation, after which they relax back to

equilibrium. To obtain the time constant τ of the decay, a single exponential function

∆R(tdelay)/R = Ae−tdelay/τ + B is fitted to the decay (red), which yields τ = 2.3 ps, the

bulk carrier lifetime in Bi2Se3. The τ ∼ 2 ps lifetime is consistent with previous transient

reflectivity measurements [60,62,77–79], as well as with transient THz conductivity work

in thin films [80,81].

During the decay, oscillations in ∆R/R are also observable. In Fig. 3.1(a), the fast

oscillations are caused by an excited A
(1)
1g coherent optical phonon mode, and higher fluences

in the range of Φ = 95−75 µJ cm−2 are selected to best resolve the oscillations. The phonon

mode is readily identified by subtracting the exponential component of the decay from the

∆R/R signal and by taking a Fourier transform of the result (inset). The center frequency

is 2.1THz, agreeing with prior pump-probe [60,77] and Raman [82] values. The excitation

of optical phonons in Bi2Se3 is explainable in the framework of the displacive excitation of

coherent phonons (DECP) mechanism (see Ref. [83]). On longer timescales in Fig. 3.1(b),

a large slower oscillation is also visible (arrow) and is consistent with the 60GHz acoustic

phonon mode that is also excited by the pump pulse [60,62,77], arising from the decay of

coherent optical phonon modes [84]. Materials often show a plateau to constant ∆R/R at

∼ ns timescales. This plateau can arise from sample heating after the initial ∆R/R decay,

which decays very slowly compared to photoexcited carriers.

From the point of view of OPP, undoped Bi2Se3 demonstrates bulk-metallic optical re-

sponse. Due to the significant penetration depth of the probe pulses into Bi2Se3 (α ∼ 24 nm

with Eph = 1.55 eV) [85] and the ∼ 1 nm thickness of a quintuple layer, the probe reflec-

tion primarily samples the bulk. Thus OPP mainly measures the bulk carrier properties

of TIs, with some detectable contributions from the surface. The initial decay of ∆R/R in
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Bi2Se3 follows Allen’s two-temperature model (TTM) framework for metals, where an out-

of-equilibrium population of carriers with temperature Te thermalizes with the lattice with

temperature Tl by coupling to multiple phonon modes in the crystal lattice. [77,78,86–89].

In the TTM, the electron-phonon interaction (i.e., the exchange of energy between the car-

riers and the lattice) mediates the system return to equilibrium. This process is described

by the differential equation [86]:

(3.1)
dTe

dt
= γT (TL − Te), with γT =

3ℏλ⟨ω2⟩
πkBT

.

Here, Te and Tl are the electronic and lattice temperatures, respectively, with the thermal

relaxation rate γT . Upon photoexcitation, Te initially increases with only a very small initial

change in Tl, which arises from instantaneous sample heating. Within the 2 ps carrier decay

window, Te decreases while Tl increases, after which the overall temperature decreases until

the system returns to thermal equilibrium when ∆R/R = 0. In the TTM, γT can be further

related to the electron-phonon coupling constant λ and the second moment of the phonon

spectrum ⟨ω2⟩. Therefore, for materials with higher electron-phonon coupling λ, the rate at

which carriers decay measured in an OPP experiment is higher.

3.3 Optical pump-probe experiments on Bi2–xSbxSe3

Much of the previous work on bulk-insulating TIs centers on the Bi2–xSbxTe3 (BST) or

Bi2–xSbxTe3–ySey (BSTS) family of materials [19, 90, 91] based on Bi2Te3, but compara-

tively fewer studies exist on bulk-insulating TIs based on Bi2Se3, such as Bi2–xSbxSe3 [92].

Bulk-insulating Bi2Se3 can sometimes manifest optoelectronic phenomena uniquely or more

robustly than in pure Bi2Se3 [25,93], and can also be expected to result in different bulk

dynamics of optically excited carriers, which heretofore have not been characterized in bulk-

insulating Bi2Se3-based TIs.

Tuning the chemical potential so that it lies within the bulk band gap is needed for mak-

ing Bi2Se3 bulk-insulating, rather than bulk-metallic from the selenium vacancies present.
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Figure 3.2. Comparison of optical pump-probe response in Bi2Se3 and
Bi2–xSbxSe3 at 7K, with a pump fluence of Φ = 7.4 µJ cm−2. (a) Cartoon
of the chemical potential position µ relative to the bulk conduction and va-
lence bands, showing the topological surfaces states (gray). (b) ∆R/R traces,
showing the long decay for Bi2–xSbxSe3 that persists outside of the 250 ps mea-
surement window. The traces were normalized to their respective maxima.

To accomplish this, Bi2–xSbxSe3 can be synthesized by substituting Bi with Sb, with the

magnitude of the chemical potential shift given by the fraction of doped Sb. Sb-doping on

the Bi site is isovalent, and thus does not introduce charge carriers directly. Instead, Sb

addition changes the lattice constant of Bi2Se3, which results in a smaller unit cell which is

thought to diminish the number of selenium vacancies in the studied doping range [92,94].

A schematic of the chemical potential shift from Sb-doping is shown in Fig. 3.2(a).

The Bi2–xSbxSe3 nanoplatelets were grown by chemical vapor deposition and the Bi2Se3

nanoplatelets were synthesized from the same precursors. Typical nanoplatelet dimensions

are 150× 150× 0.1 µm3. The ∼ 100 nm thickness of the specimens is well outside the regime

where hybridization between opposite surfaces leads to the opening of a gap at the Dirac

point [95, 96]. Sb composition ranges from x = 0.22 − 0.34 for the Bi2–xSbxSe3 samples,

determined with energy-dispersive X-ray spectroscopy (EDS), which also correlates with

carrier density [94]. After synthesis, the nanoplatelets are transferred by Kapton-tape onto

a Si substrate covered with 300 nm-thick SiO2. No signal from the bare substrate is observed

for the fluences used in these experiments.

Fig. 3.2(b) shows a comparison of ∆R/R traces in Bi2–xSbxSe3 (blue, x = 0.25) and

undoped Bi2Se3 (red, x = 0) at T = 7K. In bulk-insulating Bi2–xSbxSe3, the carrier
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Figure 3.3. Effect of doping on relaxation dynamics at various fluences for
Bi2Se3 (red) and Bi2–xSbxSe3 (blue) samples. (a) Band diagrams of Bi2Se3 and
Bi2–xSbxSe3, with µ denoting the schematic position of the chemical potential.
(b) Example short delay time ∆R/R traces at T = 7K, normalized to their
respective peak values. (c) Longer delay time traces with the same samples as
in panel (b) at selected pump fluences at T = 7K. The red lines overlaying
the blue traces show linear fits to the decays for (∆R/R)norm > 0.7. (d)
(∆R/R)norm traces for a different Bi2–xSbxSe3 sample at 7K (blue) and 296K
(green), with Bi2Se3 at 297K (red) shown for comparison.

dynamics are pronouncedly different. Instead of a quick 2 ps decay, carriers in Bi2–xSbxSe3

can persist on the order of hundreds of ps, or several ns at the lowest usable fluences. Due to

the bulk-insulating carrier dynamics in Bi2–xSbxSe3, the TTM is not applicable and suggest

a slower recombination of electron-hole pairs across the bulk gap.
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Figure 3.3 shows the normalized transient reflectivity traces for bulk-metallic Bi2Se3 (red,

x = 0) and bulk-insulating Bi2–xSbxSe3 nanoplatelets (blue, x = 0.25) at 7K for several

different fluences. Upon reaching its peak, the Bi2Se3 transient reflectivity traces decay to

equilibrium with the typical τ ∼ 2 ps. In contrast, the Bi2–xSbxSe3 traces in Fig. 3.3(c)

show much longer-lived excitations with 90% of the reflectivity surviving near the edge of

the measurement window at the lowest fluence (Φ = 2.1 µJ cm−2). The transient reflectivity

of the Bi2–xSbxSe3 samples has a pronounced fluence dependence, which can be seen in the

data in Fig. 3.3 by observing the magnitude of (∆R/R)norm near 250 ps. Relaxation becomes

faster at higher temperature, but even at room temperature Bi2–xSbxSe3 shows longer-lived

excitations than Bi2Se3 (Fig. 3.3(d), green). More details on the ∆R/R signal structure are

given below.

3.4 Short and long time ∆R/R signal structure

There is some complicated structure in the ∆R/R traces at short delay times, namely the

delayed onset in the Bi2–xSbxSe3 trace around tdelay ∼ 0.5 ps and the kink preceding the peak

of the Bi2Se3 trace in Fig. 3.4 (left). These features have been observed in earlier transient

reflectivity studies on Bi2Se3 [61, 77] and attributed to a negative amplitude component

arising from the trapping of electrons by Se vacancies [77]. In our work, we can safely ignore

the early structure because our primary focus is on the long-lived component to the decay

for tdelay ≫ 0.5 ps, when any negative transients are expected to die out.

At longer time delays, there are also long-lived f ∼ 40GHz oscillations in the Bi2–xSbxSe3

traces, which can most clearly been seen in Fig. 3.4 (right). These oscillations are attribut-

able to acoustic phonon oscillations [60,62,77], and can only be resolved at higher pump

fluences (Φ > 10 µJ cm−2).
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Figure 3.4. Additional features in Bi2–xSbxSe3 OPP traces. Left: Short
delay time traces showing the negative component and kink in Bi2–xSbxSe3.

Right: Long delay time trace showing acoustic phonon oscillations in
Bi2–xSbxSe3.

3.5 Pump fluence dependence and bimolecular recombination

Figure 3.5 quantifies the fluence dependences for Bi2–xSbxSe3 and Bi2Se3 at 7K. For

Bi2–xSbxSe3 at lower fluences, we quantify the decay rate using linear fits to the normalized

traces over intervals where the decay is linear in time (red lines in Fig. 3.3(c)). The decay

rates γ from these fits are plotted in Fig. 3.5(a) as a function of fluence for Bi2–xSbxSe3.

This model-independent fitting shows that the decay rates become slower as the number of

excitations, as parametrized by the fluence, is reduced, and suggests a linear relationship

between the two. This linear relationship is characteristic of a bimolecular recombination

process. Extrapolating to the zero fluence limit, the Bi2–xSbxSe3 samples yield a decay rate

of γ(Φ → 0) ∼ 0.30 ns−1, or a decay time of 3.3 ns, substantially slower than in metallic

Bi2Se3.

In contrast, the decay rates, derived from single-exponential fits, for Bi2Se3 in Fig. 3.5(b)

show fluence dependence opposite of that of Bi2–xSbxSe3. Data on n-type Bi2Se3 samples

show a plateau at sufficiently long delay times (> 10 ps), which increases with fluence,

demonstrating steady state heating [60]. This plateau reaches < 10% of the maximum
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Figure 3.5. Pump fluence dependence at 7K in Bi2–xSbxSe3 and Bi2Se3.
(a) Decay rates γ for Bi2–xSbxSe3 from linear fits of (∆R/R)norm vs tdelay.
Dashed line: linear fit to γ vs. fluence. (b) Decay rates for Bi2Se3 from single
exponential fits as a function of fluence. (c) Bi2–xSbxSe3 traces at different
fluences, overlaid by fits to Eq. 3.2 (black). (d) Extracted bimolecular decay
rates γ

eff
from the fits to Eq. 3.2.

∆R/R for Φ < 22 µJ cm−2, indicating minimal steady state heating in the fluence regime

where our analysis of insulating samples is performed.

Following these model-independent observations, we now turn to a fitting scheme which

specifically assumes bimolecular recombination (i.e., electron-hole recombination across the

bulk band gap) to describe the decay dynamics in Bi2–xSbxSe3 [54,56,57]. This fitting also

includes the effects of the exponential decay of the pump and probe pulses in the sample,

which implies the generation of a nonuniform ∝ n0e
−αz excitation density. This is accounted

for with the following function for the transient reflectivity [54]:

(3.2)
∆R(t)

R
=

∆R(0)

γ
eff
t

[
1− ln(1 + γ

eff
t)

γ
eff
t

]
.
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The fitting parameters are ∆R(0) and γ
eff
, the initial reflectivity change and the effective

decay rate for the bimolecular process. Here, the decay rate is defined as |γ
eff
| ≡ βn, with

a quasiparticle density n and the coefficient for the bimolecular process β. By accounting

for the depth-dependent fluence, we can extend the applicability of the bimolecular recom-

bination model to higher fluences. These traces and their fits to Eq. 3.2 are plotted in Fig.

3.5(c), and the extracted fluence-dependent rates γ
eff

are plotted in Fig. 3.5(d).
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Figure 3.6. Doping dependence of relaxation dynamics in Bi2–xSbxSe3. (a)
(∆R/R)norm traces at T = 7K and Φ = 10µJ cm−2, with increasing Sb con-
centration denoted by arrow. (b) Corresponding sample images. (c) Extracted
time constants from (∆R(tdelay)/R)norm = Ae−tdelay/τ +B fits.

Fig. 3.6(a) shows the variation in the ∆R/R traces as a function of Sb-doping, mea-

sured with the same pump fluence. The specimens in this figure are different nanoplatelets

from a single growth. The traces are fitted to single exponentials to quantify decay times
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(∆R(tdelay)/R)norm = Ae−tdelay/τ + B. The time constants from the fits are plotted in Fig.

3.6(c) as a function of x, the Sb concentration in Bi2–xSbxSe3. As x increases, the carrier

lifetime monotonically increases.

3.6 Discussion

We begin by discussing bulk-metallic Bi2Se3. The initial decay of ∆R/R in Bi2Se3 fol-

lows the framework of the two-temperature model for metals, where an out-of-equilibrium

population of carriers with temperature Te thermalizes with the lattice with temperature Tl

by coupling to multiple phonon modes [77,78,86–89]. The fast initial bulk carrier decay

in Bi2Se3 is consistent with previous transient reflectivity measurements [60,62,77–79] as

well with transient THz conductivity work in thin films [80,81]. Thus, we can generalize

the response of our Bi2Se3 samples as that of a typical metal. As noted earlier, the rates γ

for Bi2Se3 in Fig. 3.5(b) follow an opposite fluence dependence from the insulating samples,

which underlines the importance of tuning the chemical potential for influencing TI response

to optical excitation.

We now turn to bulk-insulating Bi2–xSbxSe3. As with metallic Bi2Se3, photoexcitation

at tdelay= 0ps causes electrons from within the bulk valence band to populate bulk states far

above EF , but unlike the n-type system, electrons relax to the edge of the bulk conduction

band which is minimally occupied at low temperature. This rapid initial 1-5 ps thermaliza-

tion has been verified by time-resolved ARPES (trARPES) [89,97–101], and thus the optical

pump has the effect of an indirect injection of gap-energy excitations. The observed linear

fluence dependence of the decay rate in Bi2–xSbxSe3 is consistent with bimolecular recombi-

nation, where photoexcited electron-hole pairs of density n recombine and follow the simple

rate equation dn
dt

= −βn2, which can be integrated to yield a decaying quasiparticle density

n(t) = n0

1+n0βt
[54,56,57]. The effective decay rate γ

eff
then takes the form γ ≡ 1

n
dn
dt

= −βn,

where β is the bimolecular coefficient. The linear fluence dependences in Figs. 3.5(a,d) are

characteristic of bimolecular recombination, indicating that recombination of electron-hole

25



pairs dominates decay of bulk excitations in Bi2–xSbxSe3. This recombination is assumed to

be radiative because the band gap of Bi2Se3 (Eg ∼ 0.3 eV) is much higher than the highest

phonon energy (E = 23meV) in the material [62,102].

3.7 Prior pump-probe works

For greater context, a summary of time-resolved optical, mid-IR, and THz studies that

have reported bulk photoexcited carrier lifetimes in Bi2Se3-related compounds [60–62,77–

81,91,103] is shown below. A selection of these works are listed in Table I, alongside the

relevant experimental conditions, carrier relaxation time, and the fluence-dependence of the

carrier decay rate γ (or scattering rate for the THz studies). This table focuses on optical,

mid-IR, and THz measurements in order to compare bulk sensitive measurements to one

another.
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ARPES studies are excluded from this table because they are more surface sensitive, and

these works are cited and discussed elsewhere. The list is not meant to be fully comprehen-

sive, but rather to contextualize our findings within the broader landscape of works. Our

measured long bulk carrier lifetimes in insulating samples, combined with the observed novel

fluence dependence, distinguishes our study from these works.

Notably, neither long bulk carrier lifetimes in excess of 1 ns nor a fluence-dependence

characteristic of bimolecular recombination has been reported simultaneously in those prior

studies. Thus, our measured long bulk carrier lifetimes in insulating samples, combined

with the observed strongly fluence-dependent carrier recombination, points to a distinct

interpretation of bulk recombination dynamics in insulating 3D TIs.

TrARPES studies have reported long-lived carriers arising from bulk excitations relaxing

through the metallic surface states or from surface photovoltage (SPV) in 3D TIs [98–101,

104–106]. While the former may be the dominant relaxation mechanism near the surface,
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it cannot produce the strong fluence dependence we observe for Bi2–xSbxSe3. The surface

state has a limited density of states near the Dirac point which restricts faster relaxation

with higher excitation-density. We note that the decay of SPV has the opposite fluence

dependence from our results in Fig. 3.5(a) [106].

Additionally, the bulk decay dynamics of Bi2–xSbxSe3 are highly doping-dependent, as

illustrated by the traces in Figure 3.6, which may be interpreted either in terms of a changing

free carrier density or doping inhomogeneity. In this doping regime, the free carrier density

decreases monotonically with increasing Sb concentration x [92]. These carriers are primarily

thermally excited electrons in the conduction band, and thus lower values of x correspond

to more recombination opportunities for photoexcited holes. Thus, the observed doping

dependence is consistent with a bimolecular recombination model.

Another relevant aspect is possible distributions of local dopings, primarily due to varying

Se vacancy density, which has been described in similar nanoplatelets [107,108]. In samples

closer to the n-type regime (smaller x), small local deviations from the average doping are

more likely to correspond to local metallicity. As shown earlier, metallic and insulating

Bi2Se3 yield profoundly different decay dynamics, and an increased probability of locally

higher carrier density may promote behavior more like the former. We note some variation

between different growths, which presumably arises from precursor variability in the CVD

synthesis process, and the sample in Fig. 3.3 was from a different growth.

A summary of relaxation and migration processes in the bulk and surface regions in

Bi2–xSbxSe3 is shown in Figure 3.7, combining our results with those from literature. The

pump initially generates electron-hole pairs in the bulk and surface regions of the material,

which can subsequently undergo several processes during the decay to equilibrium. The first

process for bulk carriers is bimolecular recombination across the bulk band gap. Near the

band edge, bulk carriers recombine and release energy radiatively. The long nanosecond

lifetime of this process allows time for other processes, such as photo-thermoelectric effects
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Figure 3.7. Schematic of carrier decay processes for Bi2–xSbxSe3. (a) Opti-
cal excitation generates electron-hole pairs in the bulk and surface of the TI.
(b) Radiative, bimolecular recombination of electrons and holes. (c) Carrier
migration due to a temperature gradient ∇T and surface photovoltage (SPV).
(d) Long-lived carriers in surface Dirac state form different chemical poten-
tials for electrons and holes (µe, µh) (left) where excitonic gaps (2∆) can open
(right).

and SPV to assist remaining carriers in migrating towards the surface [25,105,109,110]. In

both cases, either a temperature gradient [99] or a photodoping gradient produces an internal

voltage that can sweep carriers from the deep bulk towards the surface (Fig. 3.7(c)). When

carriers ultimately relax, they slowly recombine and return to equilibrium after tdelay > 3 ns,

well outside our measurement window.

Near the surface, we revisit trARPES measurements for completeness. These measure-

ments showed that bulk carriers at the surface slowly relax through the surface state (Fig.

3.7(d), left) often establishing a long-lived carrier population at the surface [98–101,104].
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Importantly, these long-lived surface excitations are only observed in bulk-insulating or p-

type samples (e.g., lifetimes exceeding 400 ps in (Sb1–xBix )2Te3 [100] and in Mg-doped

Bi2Se3 [106]). Our transient reflectivity experiments contribute nuance to this picture by

illustrating the behavior of bulk carriers away from the surface, which are excited at the

same time and can populate the surface state at later times because they are even more

long-lived.

3.8 Exciton condensation in Bi2–xSbxSe3

Excitons are bound electron-hole pairs found in semiconductors and insulators, bonded

together by the Coulomb interaction: EC = 1
4πϵ0ϵr

e
r2
. In response to optical excitation, exci-

tons can be generated and persist for extended times in semiconductors, and OPP techniques

are commonly used to measure the exciton lifetime in these materials. However, there are

certain conditions where individual excitons are favored to condense into a collective ground

state of excitons, exhibiting behavior known as exciton condensation. To form an exciton

condensate, the thermal de Broglie wavelength λdB of the excitons must exceed the inter-

exciton separation d to form a sufficiently dense phase,

(3.3) λdB =
h

pdB
=

h√
2mkBT

> d.

Exciton condensation has been previously observed in GaAs/AlGaAs quantum wells [111],

quantum hall bilayers [112], interband 1T-TiSe2 [113], and MoSe2/WSe2 bilayers [114]. In

these systems, the confined dimensionality of the 2D material geometry is able to sufficiently

increase the exciton density, and as is seen in Eq. 3.3, exciton condensation is far likelier to

be observed at cryogenic temperatures. Recently, ARPES evidence for a transient exciton

condensate state in Bi2Te3 has also been been reported [115].

In the current situation for Bi2–xSbxSe3, a transient, nonequilibirum population of bulk

excitons is formed. The decay bottleneck near the surface allows electrons and holes to
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develop separate chemical potentials (µe, µh) (Fig. 3.7(d), left) relevant for exciton con-

densation [16,25,115–122]. Dirac materials, including 3D TIs, are predicted to allow the

formation of an exciton condensate, a Bardeen-Cooper-Schrieffer-like ground state of bound

electron-hole pairs at the TI surface with gating or optical excitation [16,122]. Key spec-

troscopic signatures of this state are excitonic gaps 2∆ that form in the surface states at

the chemical potentials µe, µh (Fig. 3.7(d), right) [122,123]. These gaps have an estimated

magnitude up to ∼ 1− 3 meV. Bimolecular recombination of carriers across these excitonic

gaps would also produce the presently observed fluence dependence, and ultrafast optics is

sensitive to recombination across meV-scale gaps with an eV-scale probe as discussed in

Chapter 2 [54–59, 68]. However, as discussed earlier in this chapter, it is likely that our

signal is dominated by the bulk.

Lastly, a complementary study on the same samples reported highly non-local, millimeter-

long surface photocurrents in bulk-insulating Bi2–xSbxSe3 after optical excitation [25], which

have been interpreted in terms of exciton condensation. Tuning the chemical potential into

the bulk gap is necessary for observing long relaxation times as it is for observing long

decay lengths [25, 26]. Photocurrent decay lengths in Bi2–xSbxSe3 are maximized at low

temperature (T < 40K) and low fluence, precisely the regime where we observe the longest

relaxation times. Importantly, our long τ > 3 ns lifetime, observed in the fluence regime

relevant to potential exciton condensation, is incompatible with millimeter-long diffusive

carrier travel, which would imply a carrier mobility of µ > 105 m2/V · s, much higher than

the highest measured values µ ∼ 1 m2/V · s in Bi2Se3 [124,125].

3.9 Summary

In summary, our transient reflectivity results show a three orders-of-magnitude slow-

ing of the carrier decay rate γ → 0.30 ns−1 in the zero pump-fluence limit in photoexcited

Bi2–xSbxSe3 at T = 7K, as compared to n-type specimens. Our fluence-dependent data

reveal a distinct process to consider in bulk-insulating TIs: bimolecular recombination of
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bulk carriers after optical excitation. We additionally show the key role chemical potential

position plays in both establishing long bulk carrier decay in bulk-insulating samples and

in influencing carrier recombination rates. These findings underscore the role optically ex-

cited bulk carriers play in TIs prior to migrating to the surface, relevant for interpreting

optoelectronic phenomena of surface states.
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Chapter 4

Angle-resolved photoemission spectroscopy

4.1 Introduction

Angle-resolved photoemission spectroscopy (ARPES) is an experimental technique that

measures the band structure of electrons and electron interactions in solid state materials. In

this chapter, we describe the basics of the technique, focusing on the aspects of the technique

that are useful for interpreting the band structures of Bi2Se3 and other materials of interest.

The works where ARPES was used include studies on Bi2–xSbxSe3 (Refs. [25,76]), a com-

bined ARPES/AP-XPS study on CuxBi2Se3 (Ref. [126]), and ARPES measurements on the

magnetic Weyl semimetal Co3Sn2S2 (Ref. [127]). Additionally, we describe the construction

and interfacing of a custom laser light source with ARPES, and describe spectra taken on

Bi2Se3 using this light source.

The physical principle that ARPES is based on is the photoelectric effect, which relates

the emitted electron kinetic energy Ekin to the photon energy (Eph = hν) of the incident

light, the electron atomic binding energy EB, and the material work function ϕ:

(4.1) Ekin = hν − EB − ϕ

(4.2) ℏk|| =
√
2mEkin sin (θ)
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The first formula (Eq. 4.1) is a direct consequence of the conservation of energy in the

photoemission process. The second formula (Eq. 4.2) is the in-plane crystal momentum of

the electrons (k|| = kxx̂+kyŷ), which is related to the ARPES electron emission angle θ from

the sample surface normal, and is a consequence of applying the conservation of momentum

to the ejected electrons.

One can also relate the full crystal momentum to the polar coordinate system (θ, ϕ) in

an ARPES experiment. The description of the three Cartesian components of k is:

(4.3) kx =
1

ℏ
√

2mEkin sin (θ) cos (ϕ)

(4.4) ky =
1

ℏ
√

2mEkin sin (θ) sin (ϕ)

(4.5) kz =
1

ℏ
√

2mEkin cos (θ)

where k = kxx̂ + kyŷ + kzẑ, and kz is the perpendicular (out-of-plane) component of the

crystal momentum (k⊥ = kzẑ) [8,128,129]. Simultaneous measurement of Ekin and k yields

the electronic band structure (i.e., the energy-momentum relation of electrons in the crystal).

In ARPES, electrons are usually detected using a hemispherical analyzer, which is in

essence a hemispherical capacitor that accepts photoelectrons of a selected pass energy (i.e.,

the electron Ekin that the analyzer accepts) and directs them to a detector. To measure

electrons of different Ekin, the voltages of the electrostatic lenses that retard the electrons to

a given pass energy are varied during spectrum acquisition. The analyzer measures electron

intensities as a function of kinetic energy and emission angle (θ, Ekin) to yield an ARPES

spectrum, which can be ultimately converted to a band structure (k||, EB) in post-processing.

34



The measured photoemission intensity I can be described as the product of several factors

dependent on the electron momentum k and energy ω inside the material:

(4.6) I(k, ω) = I0(k, hν,A)f(ω)A(k, ω).

Here, the main term is the single-particle spectral function A(k, ω). The Fermi-Dirac distri-

bution f(ω) describes the cutoff above the Fermi energy EF , and restricts standard ARPES

experiments to measuring occupied states. Matrix element effects in I0 arise from varying

photon energy, polarization dependence of the light source, and the geometry of the ex-

periment, which also affects the final measured intensities. In ARPES experiments such

as the ones described in this work, the single-particle spectral function is the main quan-

tity of interest. The spectral function can be related to the electron self-energy Σ(k, ω) =

Σ′(k, ω) + iΣ′′(k, ω), and written as [8]:

(4.7) A(k, ω) = − 1

π

Σ′′(k, ω)

[ω − ϵk − Σ′(k, ω)]2 + [Σ′′(k, ω)]2
.

Here, the electron band energy ϵk is offset by Σ′ and the linewidth is broadened by Σ′′, the

real and imaginary components of the electron self-energy, respectively. Thus, the spectral

function is sensitive to both electron band structure and electron interactions [8,128,129].

Photon energies in the VUV range are most suitable for resolving the valence bands

near EF because they permit the highest energy and momentum resolution of the electronic

band structure, at the cost of being less bulk sensitive [130]. Photoemission spectroscopies,

including ARPES and XPS, are highly surface sensitive probes of materials due to the small

inelastic mean free path (IMFP) of photoelectrons. The relationship between IMFP and

photon energy is summarized by the universal mean free curve [130] (see Fig. 5.6(b)).

Measured photoemission intensities generally follow an exponential form for attenuation

[131]:

(4.8) dI = I0 ·X(z) · e−z/λ cos(θ)dz.
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Here, the measured photoemission intensity I0 depends on the total photoelectron intensity

I0, the vertical depth below the sample surface z, the atomic fraction X(z) at each depth

z, the IMFP λ, and the photoelectron collection angle θ from the surface normal. From

Eq. 4.8, the measured intensity is I ≈ 0.95I0 within three IMFPs below the surface, which

provides an upper limit for the probing depth accessible by ARPES. For a typical He emission

line (Eph = 21.2 eV), the IMFP is 2.8 Å, corresponding to an effective measured depth of

8.4 Å. Thus, ARPES measurements should be interpreted to be valid only within 1 nm of the

sample surface, which makes ARPES especially suitable for quantum materials with novel

surface physics such as topological insulators.
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4.2 ARPES on Bi2Se3 and Co3Sn2S2

An example of ARPES data collected on Bi2Se3 is shown in Figure 4.1, taken with

the Scienta Omicron ARPES system at UC Davis with Eph = 21.2 eV. Here, as with

most ARPES experiments, the Bi2Se3 sample is freshly cleaved in situ, with the analysis

pressure in the ultra-high vacuum regime (< 1×10−10mbar) to minimize surface adsorbates

and contaminants that will degrade the ARPES spectrum. In the spectrum in Figure 4.1,

all of the expected features of the Bi2Se3 band structure are present. The Fermi-Dirac

cutoff is visible at EF and is indicated by the black line. The regions of spectral intensity

(green) show the bulk conduction and bulk valence bands separated by the bulk band gap of

Eg = 0.3 eV. In this Bi2Se3 sample, EF intersects the bulk conduction band, confirming the

bulk metallicity of the sample. EF can be determined by identifying the spectral intensity

cutoff, and the energy axis is offset to be in units of binding energy (E − EF = −EB).

Figure 4.1. ARPES spectrum of Bi2Se3 taken with the Vishik Lab system
at UC Davis, using Eph = 21.2 eV at T = 14K. Key features of the band
structure are labeled: the bulk bands, topological surface state, and the Dirac
point. The intensity color scale is shown at the left.
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The APRES data also shows several features indicative of the 3D TI character of Bi2Se3.

The bulk valence band shows the distortion near the valence band edge originating from the

characteristic band inversion of Bi2Se3. The topological surface state is observable in between

the bulk bands showing the characteristic linear Dirac dispersion, with a corresponding Dirac

point near EB = 0.35 eV. Due to the surface sensitivity of ARPES, the topological surface

state is observable along with the bulk bands.

It should be noted that the Bi2Se3 spectra were taken at a fixed, low temperature (T =

14K) to maximize the quality of the spectrum. In other materials, it is common to observe

temperature-dependent changes in the band structure, which ARPES is also sensitive to. In

a different topological quantum material, the magnetic Weyl semimetal Co3Sn2S2, ARPES

measurements demonstrate a rigid band shift through the ferromagnetic transition at Tc =

177K [127]. Figure 4.2 shows ARPES energy distribution curves (EDCs) demonstrating

this shift, which is about ∼ 115meV and can be most prominently seen when comparing the

curvature plots in Fig. 4.2(b1,b5) at kx = 0 Å
−1
. These experimental results and supporting

tight-binding modeling suggest that the material evolves from a Mott ferromagnet below Tc to

a correlated metal above Tc. In Bi2–xSbxSe3 and CuxBi2Se3, future temperature-dependent

ARPES measurements can provide insight into the band structure changes concomitant with

the onset of the low temperature excitonic and superconducting phases in these materials,

respectively.
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Figure 4.2. Co3Sn2S2 ARPES spectra taken at Beamline 7.0.2 (MAESTRO) at the
Advanced Light Source (ALS). Panels (a1)-(a5) are spectra taken at the indicated temper-
atures, with the panels (b1)-(b5) showing the respective curvature plots [132]. The shown
kx range is along the M −K − Γ−K ′ −M cut of the Brillouin zone, and the Fermi-Dirac
cutoff convolved with the energy resolution has been divided out for all spectra. All spectra
were taken using Eph = 115 eV. The energy distribution curve (EDC) local maxima are
indicated by the red and green points overlaying the spectra in (a1, a4). The black dashed
line indicates the position of a band that forms a Fermi arc. Figure adapted from Ref. [127].
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4.3 6 eV laser ARPES

Historically, VUV energies have been attained either by using gas-discharge lamp sources

or synchrotron light sources. Laser-based light sources are increasingly becoming ubiquitous

as advances in ultrafast and nonlinear optics now allow for practical generation of intense

VUV pulses and high harmonics in typical laboratory settings. The ultrafast pulses of the

Mai Tai laser used in the OPP apparatus in Chapter 2 and Chapter 3 can be used to seed

VUV pulses, and serves as a quasi-steady state replacement for the He gas lamp. To do this,

the energy of the optical pulses must be tuned from Eph = 1.55 eV to higher VUV energies,

which is well outside the intrinsic tunability of the Mai Tai laser. Fortunately, nonlinear

optical processes provide a pathway to doing this, namely second harmonic generation (SHG).

In linear optics, the electric polarizability is assumed to be proportional to the applied

electric field (P = χE), with the electric susceptibility χ being the constant of proportional-

ity. This assumption is only valid in situations when the electric field is small, which breaks

down when considering the case of intense laser pulses. In the high E-field limit, the electric

susceptibility and polarizability can be expanded as a Taylor series in increasing powers of

E [133]:

(4.9) χ(E) = χ(1) + χ(2)E + χ(3)E2 + . . .

(4.10) P = χ(E) · E = χ(1)E + χ(2)E2 + χ(3)E3 + . . .

In the high E-field limit, higher order nonlinear terms in P become significant and cannot

be ignored optically.

In general, nonlinear optics allows one to generate a nonlinear output wave ωp from mul-

tiple input waves ω1, ω1, . . . , ωn governed the nth order electric susceptibility for the process:

χ(n) = f(ωp, ω1, ω2, . . . , ωn). In the case of second harmonic generation, the susceptibility
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is χ(2) = f(2ω, ω, ω), which generates of a single wave of frequency 2ω by mixing two in-

put waves of frequency ω (i.e., the second harmonic). Given an intense input wave with

propagation wavevector k(ω)

(4.11) E(x, t) = Ae−i[ωt−k(ω)x],

the resulting nonlinear polarization to second order is

(4.12) χ(2)E(x, t)2 = Be−i[2ωt−2k(ω)x]

where A and B are arbitrary constants. To produce an output wave with frequency 2ω,

there must be an electric field with 2ω produced:

(4.13) E2ω(x, t) = Ce−i[2ωt−k(2ω)x]

Equating E2ω(x, t) = χ(2)E(x, t)2 yields the phase matching condition: 2k(ω) = k(2ω). Since

k(ω) = n(ω)·ω
c

, the phase matching condition can also be usefully expressed in terms of the

index of refraction of the medium:

(4.14) n(ω) = n(2ω).

To satisfy the SHG phase matching condition in Eq. 4.14, uniaxial birefringent crystals

can be used as they naturally have different n(ω) for different input polarizations. In the

6 eV ARPES setup at UC Davis, negative uniaxial β-barium borate (β−BBO) crystals are

used for SHG, which combine two ordinary polarized input waves to generate one frequency

doubled extraordinary polarized output wave. This is known as Type I phase matching for

negative uniaxial crystals, and the polarization directions are flipped for positive uniaxial

crystals. In Type II phase matching, the polarizations of the input waves are perpendicular

to one another.
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Figure 4.3. Schematics of the 6 eV SHG module. (a) Photographs of the 6
eV module components, with the 3 eV beam (blue) and the final 6 eV beam
(purple). (b) Photograph of SHG-generated and prism separated 3 eV and
6 eV harmonics, confirmed by observing two spots on card stock paper. (c)
UV spectrum of the 6.05 eV beam centered around λ = 205 nm, with FWHM =
1.1 nm (0.032 eV).

A diagram of the 6 eV pulse generation module is shown in Figure 4.3. After redirecting

the output of the Mai Tai laser with a removable mirror, the beam is focused with lenses

(Thorlabs) onto two collinear β-BBO crystals (Inrad Optics) placed in the optical path used

to frequency quadruple (2 × SHG) the input (Eph = 1.51 eV → Eph = 3.02 eV → Eph =

6.05 eV). The β-BBO crystals are angled in (θ, ϕ) to satisfy the phase matching condition

and to maximize the SHG intensity. A bandpass filter (Thorlabs FBH400-40) is placed after

the first β-BBO crystal to block unconverted Eph = 1.51 eV light from passing through the

second β-BBO crystal, and a Pellin-Broca prism (Thorlabs ADBU-20) disperses out the

final Eph = 6.05 eV output from the collinear Eph = 3.02 eV beam (Fig. 4.3(b)). The UV

spectrum of the 6.05 eV laser is plotted in Fig. 4.3(c), showing a narrow full width at half

maximum of 0.032 eV (1.1 nm), demonstrating the success of the 2xSHG approach.
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Figure 4.4. Interfacing the ARPES system with the 6 eV laser. (a) SHG
module located with respect to the existing OPP apparatus. (b) Mirrors di-
recting the 6 eV beam to the ARPES system. (c) Optical cage to focus the
6 eV into the ARPES analysis chamber. The UV-grade fused silica lens (Thor-
labs) is held in an adjustable lens tube mount, allowing for fixed control of
the focused spot position. A fluorescent spot on silver epoxy shows the final
focused 6 eV spot.

Figure 4.4 shows the how the 6 eV laser is interfaced with the ARPES system. After the

6 eV beam is generated by the module in Fig. 4.3, it is directed into the ARPES analyser

chamber in the adjacent room using the Al-coated mirrors (Newport) in Fig. 4.3(a) and Fig.

4.4(b), and is focused into the chamber through a VUV-compatible fused silica viewport

(MDC Vacuum). The photographs in Fig. 4.4 show the final focused 6 eV spot on the

ARPES sample manipulator, which has an estimated spot diameter of d < 20 µm.

To demonstrate the photoemission capabilities of the 6 eV laser, Figure 4.5 shows an

example of data taken with the ARPES basement system pictured in Fig. 4.5(a). The

ARPES spectra using the 6 eV laser source is shown in Fig. 4.5(c), showing the well-defined
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(a)

Figure 4.5. Bi2Se3 micro-ARPES spectra. (a) Photograph of the ARPES
instrument. (b) Bi2Se3 ARPES spectra taken with 6 eV laser source at T =
80K. (c) Bi2Se3 ARPES spectra taken with the He lamp source at T = 10K,
over a similar k|| range.

Dirac cone of the topological surface state in Bi2Se3. Compared to corresponding spectra

taken with the He lamp source (Fig. 4.5(c)), the 6 eV spectra are limited to a smaller k||

range. This is due to the lower photon energy of the 6 eV laser compared to the Eph =

21.2 eV He lamp energy. The He lamp is able to excite electrons from the full first Brillouin

zone, while 6 eV is only able to access about two thirds of the first Brillouin zone [134].

The overall effect is a spectrum over a smaller k|| range, which can be valuable if mainly

interested in measuring features near k|| = 0 Å
−1
, such as the topological surface state of

Bi2Se3. It is notable that the Dirac cone appears more intense in Fig. 4.5(b), which is
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possibly due to the different matrix elements of I0 in Eq. 4.6 when using Eph = 6 eV versus

Eph = 21.2 eV. With further minimization of the 6 eV spot size to below the intrinsic sample

surface irregularities, it can be possible to achieve further quality gains over the He lamp

source and better resolution of the surface state.

Another advantage of using the 6 eV source is the ability to focus the beam to micron-

scale spots. This is useful when optimizing sample position to identify an ideal spot on the

surface to measure. In Bi2Se3 it is known that features of the electronic structure can vary

spatially, namely the binding energy of the Dirac point [135], which micron-level focusing

can help resolve or mitigate. Sample heterogeneity or variation in composition could point

to a possible reason why the Dirac point energy is significantly shifted in the 6 eV data, as

compared to the He lamp spectra taken over a wider area. A focused spot can also be used

to target smaller samples like Bi2Se3 nanoplatelets, or nanoscale devices with the advent of

nano-ARPES at synchrotron light sources [136].
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Chapter 5

X-ray photoelectron spectroscopy

5.1 Introduction

X-ray photoelectron spectroscopy (XPS) is a photoemission technique sensitive to the

core levels of elements, and therefore the composition and chemistry of materials. As with

ARPES, it is based on the photoelectric effect:

(5.1) Ekin = hν − EB − ϕ

where the main measurable is the photoelectron kinetic energy Ekin (or equivalently the

binding energy EB) of each core level (1s, 2s, 2p, ...). XPS has historically been used to great

success in quantifying the composition of materials and discriminating between the different

oxidation states of elements, allowing one to determine the bonding environment of different

elements in a given material.

In XPS, the photon energies used (200 eV−100 keV) are typically higher than in ARPES,

providing full access to the core levels, instead of only the valence band states close to EF .

As with ARPES, both lab-based and synchrotron-based experiments are possible. In lab-

based systems, Al-Kα (Eph = 1486.6 eV) and Mg-Kα (Eph = 1253.6 eV) X-ray sources are

commonly used, while at synchrotron endstations the X-ray source is synchrotron radiation.
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A survey spectrum showing the core levels for Cu0.3Bi2Se3 is shown in Figure 5.1. The

measured XPS intensity is the photoelectron intensity originating from the different elemen-

tal core levels present in the material, and is usually reported in counts or counts per second.

Each element in the material has a set of states that appear as peaks with defined binding

energies EB, which are commonly tabulated in standard references [137]. In this survey

spectrum, all core levels below EB = 650 eV are visible in the scan. To better measure peak

intensity and structure, narrower, higher resolution scans of individual levels are taken to

quantify XPS data.
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Figure 5.1. Cu0.15Bi2Se3 XPS survey spectrum taken with Eph = 650 eV in
high vacuum. Cu, Bi, and Se core levels are labeled, with the dashed box
indicating the shallow core levels analyzed in this work. The adventitious C
1s peak is also labeled.

5.2 Energy scales in spectroscopy

A useful way to compare the techniques presented so far is by considering the different

excitation energy scales, or the photon energy ranges used for each technique. The previous

optical pump-probe experiments employ optical excitation energies of Eph = 1.55 eV, pro-

viding a measure of the bulk and surface carrier dynamics in materials near the Fermi energy
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EF . ARPES uses higher excitation energies (Eph > 20 eV) and thus is directly sensitive to

electronic states in the valance and conduction bands, like the metallic topological surface

states in Bi2Se3. XPS uses X-ray excitation energies both in the soft X-ray (Eph > 200 eV)

and hard X-ray regimes (Eph > 5000 eV) and is thus able to quantify elemental core levels at

the surface of Bi2Se3. Hard X-ray energies in XPS can be used to study the bulk of materials

in addition to the chemistry of the surface.

5.3 Lab-based XPS systems

Lab-based XPS systems are among the most commonly used characterization tools in

modern surface science, due to their relative accessibility and proven ability to acquire

high quality spectra. At UC Davis, the standard XPS instrument is the Kratos AXIS

Supra+. In addition to standard Al-Kα and Mg-Kα X-ray sources, it is equipped with a

monochromatic dual Al-Kα/Ag-Lα 1486.6 eV/2984.2 eV source, which extends the usable

photon energy range for greater surface measurement depth. Monochromatic sources are

advantageous for providing a smaller XPS peak linewidth and greater energy resolution over

non-monochromatic sources. The instrument is also equipped with a He I/He II ultraviolet

photoelectron spectroscopy (UPS) source, to collect valence band XPS spectra complemen-

tary to band structure measurements from ARPES. Fig. 5.2(a) shows a photograph of the

system.

To acquire spectra, samples are placed on a motorized stage and transported to the

analysis chamber, which is kept at high or ultrahigh vacuum like with ARPES. After the

sample is aligned to maximize the XPS signal, spectra are collected using the 128 channel

Delay-Line Detector (DLD) in the electron analyzer. Commonly tuned parameters include

the emission current of the X-ray source, the pass energy of the analyzer, and the acquisition

time, which are selected based on the desired energy resolution and overall quality of the

spectra. Appropriate settings, in combination with monochromatic sources and the DLD
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Figure 5.2. Kratos AXIS Supra+ XPS instrument at UC Davis. (a) Image
of the system, courtesy of Andrew Thron. (b) Optical microscope image of a
Cu0.15Bi2Se3 sample loaded in the analysis chamber, with the red box showing
the approximate region of interest (ROI). (c) Micro-XPS image of the ROI. The
image intensity is expressed as the total Cu 3p XPS peak intensity, normalized
by the Bi 5d peak intensity.

detector, allow for excellent spatial and energy resolution to resolve small surface chemical

concentrations (up to parts per million) and sub-eV chemical shifts of peaks.

Thanks to advances in electron optics and detection, imaging is now possible with lab-

based XPS instruments. While not the focus of this work, XPS imaging allows for the

collection of spectral images of a sample surface. In XPS images, each pixel is a complete

spectrum including chemical shifts, with micron-scale resolution. This capability is advan-

tageous in materials or devices with considerable surface heterogeneity in situations where

precise chemical information is needed in addition to imagery. Fig. 5.2(c) is a micro-XPS

image of a region of a rough Cu0.15Bi2Se3 sample surface (Fig. 5.2(b)) showing considerable

surface heterogeneity. Note the bright spectral region to the right, which indicates elevated

concentration of surface Cu there versus at the center of the sample.

5.4 Quantification in XPS

There are often multiple quantities of interest in an XPS dataset, and care must be taken

to accurately quantify XPS data. XPS is very sensitive to the chemical composition (i.e.,
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the relative abundances of elements in a given compound within the probing volume), so to

quantify the total fraction of a particular element, peaks are fitted to the data. There are

several different functional forms for peaks that can be chosen (e.g., Gaussian, Lorentzian,

Voigt, Doniach-Sunjic, etc.) and peak fitting is typically done using standard peak fitting

software such as CasaXPS or KolXPD [138,139]. The total area of the fitted peak is typically

what is reported as the XPS intensity, where the intensity of each peak is proportional to the

amount of the corresponding element in the material. The selection of peak functions and the

number of peaks to be fit depends on the material, the number of chemical shifts/oxidation

states present for each element, and other assumptions specific to the scientific question

being studied. To demonstrate XPS peak fitting, Figure 5.3 shows a typical XPS spectrum

for a pair of Bi 5d core levels. In this example, the parameters of the fit were freely chosen

to best fit the data, but parameters such as the spin-orbit peak splitting can be held fixed

(if independently known) to increase quantification accuracy. The area under the overall fit

and above the fitted background is the overall XPS peak intensity for this set of Bi 5d core

levels.

Bi 5d

XP
S 

in
te

ns
ity

 (a
rb

. u
ni

ts
)

30 28 26 24
Binding energy (eV)

 Data
 Overall fit
 Voigt doublet
 Shirley background

Figure 5.3. Bi 5d core levels in Cu0.15Bi2Se3, taken with Eph = 900 eV. Two
Voigt peaks (green) and a Shirley background (dashed) are fitted to the raw
data. The black double arrow indicates the higher background on the higher
EB side.
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After choosing a suitable background and fitting peaks, it is possible to meaningfully

interpret the XPS intensities. The atomic fraction of each element X can be generally

written as:

(5.2) X =
I/S

ΣjIj/Sj

where Sj is the relative sensitivity factor (RSF) for each present element j [140,141]. As

shown in Eq. 5.2, elements must be scaled by a factor S that is proportional to the sensitivity

of that element per given Eph, and these values are often tabulated by the manufacturer of the

particular XPS instrument. For synchrotron-based experiments, the RSF can be generally

expressed as Sj = σj · Φ · T · λ. The dominant term in the RSF is the photoionization cross

section σj, which is the probability of emitting an electron for a particular core level per Eph.

The well known Yeh-Lindau formula can be used to compute the cross section for different

photon energies in different experimental configurations [142]:

(5.3)
dσnl(hν)

dΩ
=

σnl(hν)

4π
[1 + βnl(hν)P2(cos γ)],

where σnl(hν) is the photoionization cross section for levels with quantum numbers (n, l),

βnl(hν) is the asymmetry parameter, and P2(cos γ) =
1
2
(3 cos2 γ − 1), with γ defined as the

angle between the photoelectron emission direction and the X-ray polarization vector. In

Figure 5.4, the photoionization cross sections are plotted for Se 3d, Cu 3p, and Bi 5d.

In the remaining terms in the RSF, Φ is the photon flux, T is the analyzer transmission

function, and λ is the inelastic mean free path (IMFP). These terms are important when

comparing XPS intensities taken with different photon energies and core levels with different

Ekin. Typically Φ and T can be measured independently for a given XPS instrument, and

the IMFP is estimated or calculated for the material of interest using the Tanuma, Powell,

and Penn algorithm (TPP2M) [143].
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Figure 5.4. Photoionization cross sections σ(hν) for Se 3d, Cu 3p, and Bi
5d. The beamline photon energies used in this work are indicated with solid
black lines. Values obtained from Refs. [142,144]

5.5 Backgrounds in XPS

All XPS spectra have a complicated background, with contributions arising from inelas-

tically scattered electrons, surface nanostructures, plasmons resonances, detector artifacts,

and sometimes overlapping adjacent peaks [131,140,141]. In the vicinity of each core level,

the XPS intensity must thus be interpreted as being measured above some background. In

the example in Fig. 5.3, it is clear that the intensity at the higher EB side of the peaks is

higher than the lower EB side (double arrow), with the fitted Bi 5d core levels in the middle.

The rising background arises from inelastic kinetic energy losses of photoelectrons as they

are emitted from the material, which lowers their Ekin and increases the higher EB side.

There are several approaches for fitting a background or otherwise background-correcting

an XPS dataset. A simple linear background is often sufficient, which simply models the XPS

background as a sloped line. A Shirley background is more accurate, which assumes that

the changes in the background are proportional to the intensities of the peaks. A Tougaard
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Figure 5.5. Loss feature fits for Bi2Se3 XPS spectra, taken right after cleav-
ing the sample surface. The fitted XPS spectrum for Bi2Se3 includes the Se
3d core levels and the plasmon loss features. The measured data is in red, the
individual fitted peaks are the colored curves, and the combined fit result is
the solid black curve. A linear background was fitted over the entire region.

background fully models the inelastic scattering processes that comprise the background,

and is thus the most physically accurate [131].

Backgrounds can also be empirically determined. For example, to model the background

of the Cu0.3Bi2Se3 spectrum in the region near the Se 3d and Cu 3p levels, a measured Bi2Se3

reference spectrum can be used. By way of modelling the background using a very closely

related reference material, more complicated features in the background such as plasmon

energy losses can be accounted for in XPS quantification. Figure 5.5 shows the fitting

procedure employed to construct a background based on a Bi2Se3 reference spectrum. If any

additional peaks like Cu 3p are present above the loss feature background in Cu0.3Bi2Se3,
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they can be accurately quantified. This background correction method will be the basis for

interpreting the Cu0.3Bi2Se3 AP-XPS results in Chapter 6.

5.6 Synchrotron-based XPS

A synchrotron is a light source capable of producing highly bright, monochromatic X-ray

light that can serve as the X-ray source for X-ray spectroscopies and scattering experiments,

including XPS and ARPES. Fig. 5.6(a) shows a schematic of the Advanced Light Source

synchrotron at Lawrence Berkeley National Laboratory, with the key components labeled

[145]. Electrons are initially generated and accelerated to near-light speed after passing

through the linear accelerator and the booster ring. Electrons are subsequently stored in a

circular storage ring, which tangentially emits synchrotron radiation that is then redirected

by X-ray optics to beamlines and individual endstations. The chief advantage of performing

an XPS experiment using synchrotron radiation is arguably the tunability of the X-ray

photon energy, which can be easily controlled by the user with endstation monochromators.

This is advantageous in XPS quantification because it makes it possible to fix the kinetic

energy of emitted electrons solely by varying the energy of the incident X-rays, permitting

more accurate quantification of elements whose core levels may be widely separated in binding

energy. This approach is not possible with common fixed X-ray sources, where the kinetic

energies of widely spaced core levels may be separated by hundreds of eV, meaning that

non-constant depths in the material are sampled. This is due to the varying IMFP of

photoelectrons versus kinetic energy, which is shown in Fig. 5.6(b). Conveniently, tuning

the photon energy also allows one to reduce discrepancies arising from the energy-dependent

analyzer transmission function by maintaining constant kinetic energy.

At a synchrotron light source, it is also possible to controllably tune the X-ray photon

energy to obtain a depth profile of any particular element, where the measured depth is

proportional to 3× IMFP. For example, using a higher photon energy (e.g., Eph ∼ 1000 eV)

will yield data that is more representative of the bulk of the material than using Eph ∼ 100 eV
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The ALS is a synchrotron that produces light in the form of bright beams of x-rays. It does 
this by generating a hair-thin beam of electrons and accelerating them in a linear ac

celerator and then in a booster ring to nearly the speed of light (that is 299,792,447  
meters/sec—at that speed you could go around the world almost 7.5 times in 

one second!). The electrons are then “stored” in a 200-meter ring guided by a 
series of magnets that force them into a curved trajectory. As they travel 

around the storage ring, the electrons emit synchrotron radiation—energy 
in the form of photons—that is directed by specialized optics down 
12-meter-long beamlines to experiment endstations.

The wavelengths of the synchrotron light span the electromagnetic 
spectrum from infrared to x-rays and have just the right size and energy 
range for examining the atomic and electronic structure of matter. 
These two kinds of structure determine nearly all the commonly observed 
properties of matter, such as strength, chemical reactivity, thermal 
and electrical conductivity, and magnetism. The ability to probe these 
structures allows us to design materials with particular properties 
and understand biological processes inscrutable to visible light.

Beamline 9.3.2

(a)

(b)

Figure 5.6. Photon energy tunability at the Advanced Light Source syn-
chrotron. (a) Diagram of the Advanced Light Source at LBNL. Beamline
9.3.2 (Ambient Pressure Soft X-ray Spectroscopy) is indicated in red. Figure
adapted from LBNL press release [145]. (b) Plot of the universal IMFP curve
versus electron excitation energy [130] (adapted from Wikipedia).
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because of the higher IMFP accessible using higher photon energies (Fig. 5.6(b)). For a given

material, the actual IMFP may deviate somewhat from the universal curve shown in Fig.

5.6(b), so a more accurate determination of the IMFP specific to a particular material is

often obtained with the TPP2M algorithm in software such as QUASES [143]. Thus, for

any given core level, a sequence of Eph can be chosen to yield a set of XPS spectra that

correspond to a specific depth for each element in the material.

5.7 Ambient pressure XPS

Ambient pressure XPS (AP-XPS) is an enhancement of standard XPS, which additionally

allows samples to be exposed to atmospheric gases in situ during measurements, providing

the capability to quantify chemical changes in the XPS spectra in real-time [146–148].

Images of the AP-XPS station at the Advanced Light Source (Beamline 9.3.2) are shown

below in Figure 5.7. Key to the success of the technique is the differential pumping of the

analyzer, which gradually steps down the pressure of the analyzer from the ambient pressure

of the analysis chamber (Figure 5.7(b)), allowing photoelectron spectra to be obtained [147].

Common gases employed include O2, H2O, CO2, as well as mixtures of gases to approxi-

mate atmospheric compositions. Partial pressures in AP-XPS are limited to ∼ 100mbar for

many AP-XPS systems, making it more accurate to describe the pressures as near-ambient

(NAP-XPS) rather than fully atmospheric in nature (P = 1013.25mbar). However, com-

pared to typical < 1× 10−6mbar high vacuum pressures in XPS experiments, AP-XPS is an

entirely distinct regime in XPS, capable of studying any material in a gaseous environment

that yields a good XPS signal. As with synchrotron-based XPS, it is possible to perform

AP-XPS measurements using synchrotron radiation, allowing one to reliably quantify surface

changes in chemically-selective and depth-selective manners.
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Figure 5.7. AP-XPS endstation (Beamline 9.3.2) at the Advanced Light
Source. (a) Image of the endstation, with key components labeled. (b) Ana-
lyzer cone in the analysis chamber, which employs differential pumping.
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Chapter 6

Copper migration and surface oxidation of the

topological insulator CuxBi2Se3

6.1 Introduction

Chemical intercalation of TIs is the insertion of atoms or molecules between quintu-

ple layers, and is an established strategy for modifying TI properties [53, 149–155] or

creating additional electronic phenomena, such as superconductivity with Cu intercalation

(Tc,max ∼ 3.5K) [46–53]. The Cu-intercalated TI Bi2Se3 (CuxBi2Se3) is a known supercon-

ductor, with Tc,max and the superconducting shielding fraction strongly depending on the

intercalated Cu content and preparation method [47–49,156]. Controlling the Cu content

and its variation during and after synthesis is thus important for realizing ideal supercon-

ducting properties in CuxBi2Se3.

Intercalated materials may be exposed to air during sample preparation or real world

usage, such as in the operation of devices, which may affect composition. For instance, the

intercalate guest can diffuse within battery cells left at a fixed potential, and it is known that

intercalants can diffuse within and between layers in various compounds. [155, 157–159].

The effect of ambient conditions on intercalant chemistry is not fully understood due to

experimental difficulties, despite its practical importance.
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In this chapter, we use CuxBi2Se3 as a representative material to establish the effects of

controlled ambient environments on evolving chemistry in the near-surface region of interca-

lated TIs. The near-surface Cu composition was found to increase under both controlled O2

dosing and ambient air exposure, coincident with the formation and growth of an oxide layer

that is strongest in full atmosphere [126]. Lastly, core electron spectroscopy simulations

show that our XPS observations are consistent with a sample developing vertical gradient

distributions of Cu and Se upon exposure to a controlled O2 environment. This chapter was

adapted from Ref. [126].

6.2 Materials and methods

Synchrotron ambient pressure XPS (AP-XPS) experiments were performed at the Ad-

vanced Light Source Beamline 9.3.2 in a photon energy range of Eph = 230 − 900 eV, with

a spot size of d ∼ 1mm2. The core level spectra were collected with a Scienta R4000 HiPP

electron analyzer with differential pumping, allowing the sample to remain near ambient

pressures during data acquisition [147]. The analysis environment was initially at high vac-

uum (∼ 1 × 10−7mbar), and then containing O2 at ambient pressure (0.133mbar). The

measured partial pressure of O2 is equivalent to the total ambient pressure in the AP-XPS

experiment. Longer timescale experiments were performed using a Kratos AXIS Supra+

XPS instrument with a monochromated, unpolarized Eph = 1486.6 eV Al-Kα source.

Samples were cleaved in situ with the top post method in the AP-XPS experiment,

which is shown in Figure 6.1. The samples for the monochromated Kratos AXIS Supra+

XPS experiments were cleaved ex situ with Scotch tape, keeping air exposure under several

minutes prior to the initial measurements. ARPES spectra were collected at the Advanced

Light Source Beamline 4.0.3 (MERLIN) with Eph = 39.2 eV. Core level peaks were identified

using binding energy reference values [137].

Bi2Se3 samples were grown using the Bridgman method, and were then intercalated with

Cu to form CuxBi2Se3 crystals using a solution-based process [160]. Bi2Se3 samples were
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(a)

(b)

After in situ cleave

(c)

Before in situ cleave

Cu0.3Bi2Se3

Bi2Se3

Ceramic
top posts

Samples
Samples

Figure 6.1. Images showing the in situ cleaving process at ALS Beamline
9.3.2. (a) Ceramic top posts adhered to the sample surfaces with silver

epoxy. The samples are adhered to a steel plate, also with silver epoxy, to
maintain a conductive path throughout the experiment. (b) Un-cleaved

samples with top posts shown in a chamber of the AP-XPS endstation. The
gold foil adjacent to the samples is used for obtaining the Au 4f calibration

spectra. (c) In situ-cleaved samples after removing top posts with the
endstation transfer arm (not shown).

grown using a modified form of the Bridgman method [42,43], starting with pure Bi and

Se precursors mixed into an evacuated quartz ampoule in a 2:3 ratio. After melting of the

initial mixture, the ampoule was placed into the furnace with a temperature gradient between

750 ◦C - 650 ◦C. The ampoule pulled through the gradient at a rate of 2-3 mmh−1 forming

high purity Bi2Se3 at the end of the process. Additional information on the custom furnace

at UC Davis is available in Ref. [42]. A solution-based process was used to intercalate the

Bi2Se3 with Cu to form CuxBi2Se3 [160]. The Bridgman-synthesized Bi2Se3 samples were

placed in a tetrakisacetonitrile copper hexafluorophosphate solution and heated in 5 mL

acetone at 45 ◦C, just below reflux, for 4 h. Samples were then heated under vacuum at

180 ◦C for 7.5min, and the entire sequence was repeated for four cycles.

After synthesis, samples were kept away from moisture during storage to avoid H2O

contamination. Samples were mounted on a conductive substrate with silver epoxy, and
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for cleaving in the AP-XPS experiment, ceramic top posts were adhered to the tops of the

samples with silver epoxy. A mechanical transfer arm was used to detach the top posts when

cleaving in situ.

Due to the variation of Cu and Se content highlighted in our study, our convention is to use

the nominal bulk stoichiometries after synthesis (Cu0.15Bi2Se3 and Cu0.3Bi2Se3) to distinguish

between samples in our analysis. No indications of superconductivity were found in these

samples, which depend on the details of the synthesis and the intercalation [49,156,161,162].
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6.3 AP-XPS on CuxBi2Se3

Figure 6.2 provides initial XPS and ARPES characterizations of Cu0.15Bi2Se3 and Cu0.3Bi2Se3

at several different photon energies. Fig. 6.2(a) shows a survey spectrum of the core levels

accessible with Eph = 650 eV in the AP-XPS experiment. The survey spectrum confirms

the quality of the in situ cleaved sample, showing peaks for Cu, Bi, and Se. Fig. 6.2(b)

shows an ARPES spectrum on an in situ cleaved sample, clearly showing the topological

surface state and Dirac point at EB ∼ 0.3 eV, indicating maintenance of crystallinity and

topological electronic features after Cu intercalation.

Fig. 6.2(c) shows a diagram of the X-ray photoemission process, indicating the different

sample depths accessible with the X-ray photon energies available at the beamline and used

for depth profiling. The depths are represented as the electron inelastic mean free path

(IMFP) for each photon energy. Fig. 6.2(d) shows the three core levels present in the shallow

binding energy region in Fig. 6.2(a): Cu 3p, Se 3d, and Bi 5d, none of which show initial

oxidation or hydroxylation. This set of three shallow core levels is sufficient to determine

the chemical composition of Cu0.15Bi2Se3 and Cu0.3Bi2Se3 throughout the oxidation process

using the four different Eph; the relative peak intensities are proportional to the elemental

composition after correcting for the relative sensitivity factor (RSF) for each photon energy

[141, 142]. To quantify the Cu content, we monitor the binding energy region around

EB ∼ 76 eV where the Cu 3p doublet is present. All Cu 3p data are measured above the

loss feature-containing background (Figs. 6.2(e,f)).
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Figure 6.2. XPS and ARPES characterizations of freshly cleaved Cu0.15Bi2Se3 and
Cu0.3Bi2Se3. (a) Cu0.15Bi2Se3 XPS survey spectrum taken with Eph = 650 eV in vacuum.
Cu, Bi, and Se core levels are labeled, and the shallow core levels analyzed in this work
are indicated. The adventitious C 1s peak is also labeled. (b) ARPES spectrum of the
topological surface state in Cu0.15Bi2Se3. (c) Diagram of the XPS photoemission process as
a function of the X-ray photon energy, indicating the accessible IMFPs for each energy. (d)
Shallow core levels in the dashed box in (a) taken with Eph = 230 eV, 370 eV, 650 eV, and
900 eV in vacuum. For best comparison, spectra are shown normalized to their Se 3d peaks
and offset for clarity. (e) Illustration of the loss feature background in a Bi2Se3 sample, with
the individual plasmon resonances indicated in green and cyan. (f) Corresponding spectrum
in Cu0.3Bi2Se3 showing the Cu 3p peaks (brown curve) and loss feature background, after
dosing 0.133mbar O2. The black arrow indicates the additional spectral weight from the
Cu. The data in (e) and (f) were taken with Eph = 370 eV.
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To accurately quantify the Cu content in Fig. 6.2, which is present on top of a relatively

large background, we utilize a background correction procedure incorporating the electron

energy loss features in the Cu0.3Bi2Se3 XPS spectrum. The loss features near EB ∼ 72 eV

(green and cyan curves in Figs. 6.2(e,f)) originate from bulk plasmon resonances in Bi2Se3

[163]. Since this background is also present in a Bi2Se3 reference sample from the same

batch (Fig. 6.2(e)), we use the Bi2Se3 spectrum from a newly cleaved sample as a reference

for fitting to the plasmon losses in the Cu0.3Bi2Se3 spectrum (Fig. 6.2(f)). After fitting

Voigt peaks to the Se 3d peaks and the loss features in the reference spectrum, the result

is a background containing the loss features (dashed curve). Fitting this background to the

Cu0.3Bi2Se3 spectrum allows us to isolate the Cu 3p signal intensity, shown as a separate

Voigt doublet (brown curve). The areas of the fitted Cu, Se, and Bi peaks then correspond

to the total XPS intensity for these elements.

Figure 6.3 shows the main results of the AP-XPS experiment, which track the evolution

of the Cu and Se composition from an initial condition with no O2 dosing, and later times

in 0.133mbar O2 to simulate ambient atmosphere. The chemical compositions are expressed

in terms of the atomic fractions of Cu/Bi and Se/Bi for each time and photon energy, with

x = 2 × Cu/Bi. To determine the atomic fractions, the XPS intensities determined from

the peak fitting were weighed by the RSF for each element and photon energy. The atomic

fractions are normalized to the Bi peaks since Bi intensities change less compared to Cu and

Se in our experiments.

Over the course of the four day experiment, the Cu fraction x increases from x = 0.13

to x = 0.40 after dosing O2 for the Eph = 900 eV data, with smaller changes seen at lower,

more surface sensitive Eph (Fig. 6.3(a)). The growth of the Cu/Bi ratio is consistent with

Cu migrating vertically to the probed surface region of the sample, since the only additional

Cu present is deeper within the sample, with no external Cu deposition. This is best seen

when expressed versus the IMFP for each photon energy in Fig. 6.3(b), which provides a
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Figure 6.3. Evolution of Cu and Se composition in Cu0.3Bi2Se3 in the AP-
XPS experiment. (a) Cu/Bi atomic ratios for four different photon energies,
initially in vacuum and after in 0.133mbar O2. (b) Initial and final Cu/Bi
ratios expressed in terms of the IMFP and the measured depth (3×IMFP) for
each Eph as determined from (a). Initial: in vacuum after cleaving. Final:
in O2 for 4 days. (c) Se/Bi atomic ratios for the same photon energies and
conditions. Dashed line at Se/Bi = 1.5 indicates the ideal Se/Bi = 3/2 ratio.
(d) Initial and final Se/Bi ratios from (c) expressed in terms of IMFP and
measured depth.

length scale for the observed Cu migration. The measured depth (3×IMFP) at each photon

energy includes depths below one IMFP, which still contribute to the XPS measurement. A
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similar plot of the Se/Bi fraction is shown in Fig. 6.3(c), showing a steady decrease in Se/Bi

at all Eph after dosing O2, decreasing from the ideal Se/Bi = 3/2 fraction of Bi2Se3. There

are large differences in the initial and final Se/Bi fractions for the different Eph, implying a

large variation in the Se distribution, with the bulk rich in Se and the surface deficient in Se

(Fig. 6.3(d)). Between one and four days in the AP-XPS chamber, the changes to Cu/Bi

and Se/Bi are less pronounced than those that happen immediately after dosing O2.

6.4 AP-XPS in a mixed O2/H2O environment

Similar trends are also observed in a mixed O2/H2O environment. Here, separate AP-

XPS experiments were performed in a mixed O2/H2O environment (100 mTorr/20 mTorr)

showing a similar increase in Cu/Bi and decrease in Se/Bi consistent with the O2 experiment

(Fig. 6.4). At 10 h after measurements began, 20 mTorr H2O was introduced into the

chamber. At 20 h, the sample was heated to 80 ◦C from room temperature. The growth of

the Cu 3p peaks can be expressed as loss feature-corrected spectra at different times in Fig.

6.4(a) and in terms of the atomic fraction Cu/Bi (Fig. 6.4(b)). The decrease in the signal-

to-noise ratio over time in Fig. 6.4(a) is indicative of increased Cu content being measured

at later times.

The XPS spectrum of the same Cu0.15Bi2Se3 sample was collected with the Kratos AXIS

SUPRA+ (Eph = 1486.6 eV) after 1 month and 24 days of aging in air. Shown in Figure

6.5, the Cu 3p peaks and the Se and Bi oxide peaks are considerably larger after extended

air exposure. We note the growth of the valence band states in Fig. 6.5(b), which are also

consistent with greater Cu near the surface.
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Figure 6.4. AP-XPS data for Cu0.15Bi2Se3 in a mixed O2/H2O
environment, measured with Eph = 370 eV. (a) Evolution of Cu 3p peaks,
after correcting for the loss feature background. (b) Growth of Cu/Bi ratio
and Cu fraction x for several conditions: before dosing O2, dosing O2, dosing
mixed O2/H2O, and heating when dosing O2/H2O. (c) Decrease of Se/Bi

ratio for the same conditions.

Figure 6.5. Cu0.15Bi2Se3 sample after oxidation in air. (a) Shallow core
levels including the valence band measured with Eph = 900 eV, prior to any
O2/H2O dosing. (b) XPS spectrum taken on the same sample after the
AP-XPS experiment and 1 month, 24 days in air, using Eph = 1486.6 eV.
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6.5 Se depletion and oxidation

In the mixed O2/H2O AP-XPS experiments, the CuxBi2Se3 Se 3d peak intensities were

observed dropping right after cleaving (Fig. 6.6(a)), and continue to decrease at later times

after dosing O2 and H2O (Fig. 6.4(c)). These observations show that the Se content is

highly volatile even in the earliest moments of handling the sample and when starting O2

dosing. Due to the lower partial pressure of O2, no Se oxidation was observed in the AP-XPS

experiments, and was not included in subsequent modelling. Se oxidation can be observed,

but only in measurements taken after oxidation in full atmosphere for several days. In Fig.

6.6(b), a feature to the higher binding energy side of the Se 3d levels indicates that Se is

oxidized, and follows the growth trend shown in Fig. 6.6(c).

Figure 6.6. Se depletion and oxidation in Cu0.15Bi2Se3. (a) Se depletion
after cleaving in the AP-XPS experiment (Eph = 370 eV). (b) Se 3d peaks

over several days of oxidation, with SeO2 visible at higher EB

(Eph = 1486.6 eV). (c) Growth of SeO2 relative to Se over several days.
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Additionally, we have compared the changes in Se content to those in pure, unintercalated

Bi2Se3. The Se/Bi XPS intensity ratios are plotted in Figure 6.7. After O2 dosing, Se content

decreases. The Se content in Bi2Se3 when compared to Cu0.3Bi2Se3 is initially higher for

the lowest photon energies, but consistent with a Se/Bi = 3/2 stoichiometry. The lower

initial near-surface Se content in Cu0.3Bi2Se3 is likely due to differences in the near-surface

composition of the Cu0.3Bi2Se3 arising from chemical intercalation and several heating cycles

in the synthesis.

Figure 6.7. Se/Bi XPS intensity ratios initially before and after dosing O2

for Bi2Se3 (left) and Cu0.3Bi2Se3 (right).

6.6 Bi2Se3 loss feature correction

This section describes the procedure that was implemented to systematically background-

correct the AP-XPS CuxBi2Se3 spectra in the vicinity of the Cu 3p core levels to isolate the

Cu 3p intensity. This procedure has the advantage of incorporating the plasmon energy

loss features in the CuxBi2Se3 spectra, and is able to discriminate between the small Cu

3p intensity and the loss features for each excitation energy. The background is initially

estimated by fitting to Bi2Se3 reference spectra at each excitation energy containing the

plasmon energy loss features (Fig. 5.5) [163]. To model the loss features, several Voigt

peaks and a linear background were fit to the reference Bi2Se3 spectrum (Figs. 5.5 and
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6.2(e)), forming the composite background that was subsequently fitted to the CuxBi2Se3

spectra in Fig. 6.2(f). The peak widths, peak ratios, and energy spacing between individual

peaks were fixed, with only the amplitudes varying as a fitting parameter, up to an overall

binding energy offset determined by the Se 3d peak. The Cu 3p spectra were fitted to another

Voigt doublet to quantify the XPS intensity of Cu 3p.

It is also possible to quantify Cu 3p after directly subtracting a normalized Bi2Se3 ref-

erence spectrum, which was done for the separate AP-XPS experiment in a mixed O2/H2O

environment and the experiment in full atmosphere. A similar increasing Cu/Bi trend was

seen with this background correction method, shown in Figs. 6.4(a) and Fig. 6.10(a).

6.7 Oxidation in CuxBi2Se3

Figure 6.8 shows the initial and final Bi 5d peaks for all Eph before and after dosing

O2, quantifying the growth of oxides. The initial state peaks are well separated, showing

little to no signs of Bi oxidation (Fig. 6.8(a)). After four days in the AP-XPS chamber,

chemically-shifted peaks are present for Eph = 650 eV, 370 eV, and 230 eV (Fig. 6.8(b),

dashed colored lines). These changes to the Bi levels directly show the formation of Bi2O3

at the surface, which is most dominant at lower Eph. The noise in the initial Eph = 230 eV

spectrum (blue, left) is due to the low photon flux at this particular Eph, which was improved

for the final state (blue, right) by extending the measurement time. The large width of the

oxide components in the Bi 5d spectra suggest a convolution of several electrostatic (i.e.,

band bent) or chemically distinctive states, which are most pronounced in the spectrum

measured with highest surface sensitivity (Eph = 230 eV). Fig. 6.8(c) quantifies the growth

of the Bi2O3 peaks relative to the total Bi peak intensity, showing that oxidation starts after

dosing O2, with a larger oxide fraction seen with the more surface-sensitive Eph = 370 eV.

When compared to the Eph = 650 eV data, the overall detected oxide is less and with a more

gradual onset due to the lower surface sensitivity of Eph = 650 eV. Interestingly, most of the
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oxidation process occurs within the first day and only little change is observed thereafter, as

is the case with the Cu and Se changes.
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Figure 6.8. Oxidation of Bi in Cu0.3Bi2Se3 in the AP-XPS experiment. (a)
Bi 5d levels before dosing O2 and (b) after four days of oxidation in 0.133mbar
O2. Solid colored lines indicate the Bi 5d components of the overall fits, and
the dashed colored lines indicate the Bi2O3 contributions. (c) Bi2O3/Bi ratio
over the course of the entire experiment for two photon energies. We note
that the first point for Eph = 370 eV after dosing O2 does not show oxide yet,
as that dataset was collected nearly concurrently with the introduction of O2

into the chamber.

Additional spectra taken with Eph = 650 eV in the AP-XPS experiment shows that the

growth of the Bi2O3 features is coincident with the growth of the O 1s peak. Initially right

after the cleave, adventitious O is adsorbed at the surface, as seen by the non-zero initial

O 1s peak (Fig. 6.9, right). After dosing O2, the O 1s peak steadily grows, reaching the

highest intensity at the end of the AP-XPS experiment when the Bi is most oxidized. We

note that the O 1s peak is still growing at the end of the AP-XPS experiment, consistent

with our longer timescale observations that show continued oxidation over several weeks.
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Figure 6.9. Oxidation of Cu0.3Bi2Se3 and O 1s in the AP-XPS experiment,
taken with Eph = 650 eV. Left: growth of the Bi 5d levels initially after

cleaving and after four days dosing O2. Bi 5d peaks have been normalized to
the total Bi intensity, and offset for clarity. Right: unnormalized O 1s peaks

during the AP-XPS experiment.

To gain insight into changes in the Cu0.15Bi2Se3 composition over longer timescales

(t > 20 h), we continue by performing a different set of lab-based ex situ cleaved XPS

measurements after exposing a Cu0.15Bi2Se3 sample to full atmosphere in air, with increas-

ing periods of air exposure. The loss feature-corrected spectra for Cu 3p are shown in Fig.

6.10(a), with large changes in the Cu/Bi fraction after exposure to air for multiple days

(Fig. 6.10(b)). In Fig. 6.10(c), we again see the oxidation of the surface, with the Bi oxides

showing stronger growth over several weeks. The evolution of Bi2O3 in Fig. 6.10(d) shows

an initial jump after exposure to air for 0.9 days, and continues to grow afterward. Oxida-

tion of Se is also seen (Fig. 6.6(b)), and we note that this sample had a smaller initial Cu

concentration than the sample measured with AP-XPS.

72



0.5
0.4
0.3
0.2
0.1
0.0C

u/
Bi

 a
to

m
ic

 ra
tio

129630
Time in air (days)

0.25

0.20

0.15

0.10

0.05

0.00XP
S 

in
te

ns
ity

 (B
i n

or
m

.)

82 80 78 76 74 72
Binding energy (eV)

0.8

0.6

0.4

0.2

0.0XP
S 

in
te

ns
ity

 (B
i n

or
m

.)

30 28 26 24 22
Binding energy (eV)

 Initial
 0.9 days air
 1.7 days air
 5.3 days air
 11 days air
 21 days air

4
3
2
1
0Bi

2O
3/B

i r
at

io

20100
Time in air (days)

(a)

(d)

(c)

Bi2O3
Bi2O3

Bi 5d

time 
in air 

0.8

0.6

0.4

0.2

0.0

XP
S 

in
te

ns
ity

 (a
.u

.)

30 28 26 24 22
Binding energy (eV)

 Initial
 0.9 days air
 1.7 days air
 5.3 days air
 11 days air
 21 days air

Cu 
3p3/2

Cu 
3p1/2

(b)

Figure 6.10. Growth of Cu 3p and Bi oxidation at longer (t > 20 h)
timescales in Cu0.15Bi2Se3. (a) Increasing Cu 3p signal over 11 days of air
exposure with Eph = 1486.6 eV. All Cu 3p spectra are loss feature-corrected
and normalized to their total Bi 5d intensities, including oxide peaks. (b)
Cu/Bi atomic ratio after air exposure. (c) Evolution of Bi 5d peaks over time,
showing the appearance of Bi2O3 peaks. (d) Growth of Bi2O3/Bi over many
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6.8 Discussion

Our interpretation of present data is guided by prior studies of pristine Bi2Se3 exposed

to air and controlled ambient environments. The effects of ambient conditions in regular

Bi2Se3 have been studied in the following ways with the following conclusions. Exposure to

ambient environments has been shown to alter measured ARPES spectra and the surface

composition in Bi2Se3 [164–167]. The topological surface states can be modified by the

formation of 2D quantum well states in ambient conditions [165], and can present band

bending and controlled charge-doping after H2O dosing [164] and UV irradiation [168].

In most cases, the robust topological surface states are still present in Bi2Se3 despite air

exposure and oxidation [165, 169]. The thinness of the oxide layer and the robustness

of the topological surface states are common themes in Bi2Se3, including the persistence

of surface states in intercalated samples [159, 170], with some works not reporting any

surface reactivity [171,172]. Still, the surface chemistry in Bi2Se3 remains an open question,

particularly after intercalation.

To begin the discussion of our results, we first turn to the observations seen in the

AP-XPS experiment. The main result in Fig. 6.3 shows that the increase in the Cu 3p

peak intensity over the course of the experiment is coincident with the introduction of O2

gas, demonstrating that Cu migrates to the surface region during the measurement. This

behavior has not been previously reported or quantified in a topological insulator with XPS,

although some indications of Cu near the surface have been reported with STM imaging

after cleaving [47], and in electrochemically intercalated CuxBi2Se3 [155].

The measured depth in XPS is mainly limited by the IMFP of escaped electrons at each

Eph, so measurement with several different Eph to vary IMFP allows one to obtain a depth

profile of the elements in the sample. Between the photon energy range Eph = 230− 900 eV

in Cu0.3Bi2Se3, the IMFP of Cu 3p photoelectrons ranges from 7.6 − 18.9 Å, calculated in

QUASES using the TPP2M algorithm [143].
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Measured XPS intensities generally follow an exponential form for attenuation [131]:

(6.1) dI = I0 ·X(z) · e−z/λ cos(θ)dz

with a total emitted photoelectron intensity I0, vertical depth z, atomic fraction X(z) at

each depth z, the IMFP λ, and the photoelectron collection angle θ from the surface normal.

From Eq. 6.1, the measured intensity is I ≈ 0.95I0 within three IMFPs below the surface,

providing an upper limit for the measured depth. Fig. 6.3(b) shows the initial and final

distributions of Cu/Bi as a function of IMFP and the measured depth (3 × IMFP) in the

AP-XPS experiment (black and gray solid lines), showing the growth of Cu from deeper

within the sample. The greatest Cu increase is at an IMFP of 18.9 Å, which corresponds to

Cu migrating into the top 6 nm surface region of the sample.

We note that the observed Cu migration is very small when measured with Eph = 230 eV,

which is indicative of change in the Cu concentration within the topmost layers of the sample

due to the surface bismuth oxide. The beamline photon flux is also considerably lower at

Eph = 230 eV, which can contribute to measurement error.

Another notable observation is the decrease in Se content relative to Bi in Fig. 6.3(c)

over the course of the AP-XPS experiment. Initially after cleaving (that is, prior to the first

data points in Fig. 6.3(c)), the Se 3d intensity is already reduced, and continues to drop

over the course of the experiment from the ideal Se/Bi = 3/2. The initial distribution of

Se when expressed versus IMFP in Fig. 6.3(d) shows that the uppermost 2 nm (2 quintuple

layers) is deficient in Se, while the uppermost 6 nm (6 quintuple layers) is richer in Se and

representative of bulk stoichiometric Bi2Se3. After four days in O2, Se/Bi decreases at all

depths.

The observation of a long Se gradient with minimal Se at the surface is consistent with

the well known volatility of Se in Bi2Se3. Bi2Se3 generally has selenium vacancies which make

samples naturally n-type without further chemical compensation. [18,25,76,164,165,173–
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176]. However, our results indicate that these selenium vacancies may be more concentrated

near the surface, and the deeper bulk is closer to nominal stoichiometry. The pure Bi2Se3

reference sample also shows a decrease in Se after dosing O2, and with the decrease being

more significant at the surface (Fig. 6.7). The Fermi level EF in the ARPES spectrum in Fig.

6.2(b) intersects the bulk conduction band, confirming that this specimen is n-type at the

surface region, with an IMFP of 4.9 Å for Eph = 39.2 eV calculated in QUASES. Cu doping

is also known to shift the chemical potential further into the bulk conduction band [176].

A prior XPS/AFM study has observed small Bi islands that appear within one hour after

cleaving [166], which is also consistent with decreasing Se/Bi in Fig. 6.3(c), suggesting that

some Bi migration could also be occurring along with Cu. However, the larger increases in

Cu/Bi we see suggest that any Bi migration would be very small, below the sensitivity of a

standard XPS instrument [166] and indistinguishable from Bi oxides at the surface.

While Cu migration can be seen on shorter timescales, the process continues and is

more easily seen at the longer timescales (t > 25 h) in Fig. 6.10(a). On these timescales

the oxidation of the near-surface Bi is evident with new oxide peaks, consistent with prior

work [18,166] and the oxide peaks we see during the AP-XPS experiment in Fig. 6.8. The

oxidation is stronger and continues for longer in full atmosphere (P = 1013.25mbar) than in

the AP-XPS experiment (P = 0.133mbar), even when considering the deeper probing depth

of the Eph = 1486.6 eV Al-Kα source (IMFP = 28.9 Å). The oxidation is accompanied by a

steady increase in Cu 3p over several days (Fig. 6.10(b)), greater than what was observed in

AP-XPS. The link between oxidation and Cu migration is clear when looking at the trends

in Figs. 6.3, 6.8, 6.10: both Cu migration and Bi2O3 formation start right after dosing O2,

and when oxide growth slows between 1-4 days, Cu growth also slows, changing only slightly.

This suggests that surface oxides establish the conditions needed for Cu to diffuse towards

the surface. Our observations in Fig. 6.10 suggest that surface oxidation and Cu migration

continue slowly for months in air, until the oxidation becomes self-limiting.
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6.9 Additional Cu migration data and discussion

At higher photon energy (Eph = 1486.6 eV) using the Kratos AXIS SUPRA+, several

higher binding energy Cu, Bi, and O levels are observable in the survey spectra: Cu 2p3/2,

Cu 2p1/2 (EB = 932.7, 952.3 eV), Bi 4s (EB = 939 eV), and O KL23L23, KL1L23 Auger

peaks (EB = 970.6, 990.1 eV). These are shown in Figure 6.11. The Cu 2p levels near

EB = 933 − 952 eV are more intense than Cu 3p and generally preferable for quantifying

Cu, CuO, and Cu2O. However, tracking Cu 3p is needed over Cu 2p due to the strong

overlapping Bi 4s level at EB = 939 eV, so only a qualitative analysis of the XPS spectra

is possible. Nevertheless, separate observations also show that the Cu 2p levels increase in

intensity after exposing Cu0.15Bi2Se3 samples to air for several weeks, simultaneously with

the growing Cu 3p levels.

Freshly cleaved Cu0.15Bi2Se3 shows only a small Bi 4s peak in Fig. 6.11(a), with no Cu

2p or O Auger peaks. After 20 h in air in Fig. 6.11(b), Cu 2p peaks appear, consistent with

the increase in the Cu 3p peaks at EB = 76 eV after 20 h. The O Auger peaks also appear,

which indicate surface oxidation. After 163 h in Fig. 6.11(c), the Cu 2p peaks continue to

grow relative to the O Auger peak (larger blue arrows) demonstrating that Cu migration

continues on the timescale as seen with Cu 3p. Interestingly, a small peak on the higher

binding energy side of Cu 2p1/2 forms after 2 months in Fig. 6.11(d), which is not observed

in a similarly oxidized Bi2Se3 sample. This peak is consistent with a CuO shakeup peak or a

different oxidation state of Cu, indicating that a small amount of Cu probably oxidizes after

many weeks of air exposure.
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Figure 6.11. XPS spectra showing Bi 4s and Cu 2p core levels, taken with
Eph = 1486.6 eV. (a) XPS spectrum of a freshly cleaved Cu0.15Bi2Se3 sample,
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2p3/2 peak is indicated by the spacing between the blue dashed lines. (c)

Spectrum of Cu0.15Bi2Se3 after 163 hrs, showing growth of the Cu 2p peaks
relative to the O Auger peaks (longer blue arrow). (d) Spectrum of

Cu0.15Bi2Se3 after 2 months, showing further growth of the Cu 2p peaks. (e)
Spectrum of a Bi2Se3 sample kept in air for several months, for comparison.
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There are several microscopic mechanisms that can promote Cu migration, such as a

surface work function mismatch between Bi2O3 and CuxBi2Se3 which can drive the Cu to

the surface with a built-in E-field. The work function difference between Bi2O3 and Bi2Se3 is

estimated to be ∼ 1.6 eV [177,178], which would create a sufficiently large E-field near the

surface. Cu is able to occupy five different sites in the Van der Waals gap and in interstitial

vacancies [175,176], and some migration could be driven by Cu diffusion among these sites.

Occupation of surface Se vacancies by Cu could also influence the Cu migration to the surface,

which is possible due to the amphoteric character of Cu impurities in Bi2Se3 [179]. It is

likely that Cu migration can happen for different intercalation and synthesis methods, and Cu

migration has been previously observed in electrochemically intercalated CuxBi2Se3 [155],

but the details of the phenomenon may vary depending on the synthesis method.

6.10 SESSA simulations of AP-XPS intensities

To connect the proposed changes in chemical composition to the measured XPS inten-

sities, we model our experimental results with core electron spectroscopy simulations using

the National Institute of Standards and Technology (NIST) Simulation of Electron Spectra

for Surface Analysis (SESSA) software/database [180, 181]. SESSA can accurately simu-

late XPS spectra and peak intensities for different experimental conditions, geometries, and

sample compositions using database reference values. As shown by our experimental obser-

vations, Cu and Se form compositional gradients in the near-surface region of the material.

A gradient structure consisting of several discretized, homogeneous layers with varying Cu,

Bi, and Se compositions models a sample with Cu and Se gradients, shown in Figs. 6.12(a,b).

The gradients are selected to have aX(Z) = Ae−Z/L+B falloff when approaching the surface,

with fitting parameters A, L, and B, which were selected to match the boundary conditions

observed in the experiment. The initial Cu distribution is assumed to be constant. Due to

the oxidation present after O2 dosing, the final simulated structure is capped with a thin

2 Å overlayer of Bi2O3. Physical representations of the final simulated structures are shown
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Figure 6.12. SESSA modelling of surface compositional gradients in
CuxBi2Sey . (a) Proposed Cu distributions for the initial state (before dos-
ing O2) and the final state (after dosing O2 for four days) at different depths
below the bismuth oxide layer. The initial Cu distribution is uniform, and the
final Cu distribution has developed a Cu gradient with a 2 Å-thick Bi2O3 over-
layer. The black arrows are guides to the eye indicating the passage of time.
(b) Proposed Se gradients before and after dosing O2. The final Se distribution
has a steeper falloff when nearing the surface, with a 2 Å Bi2O3 overlayer. (c)
Comparison of the AP-XPS Cu/Bi intensity ratios (black squares) to SESSA
simulated intensity ratios (red squares) for the initial and final states. (d)
Comparison of the AP-XPS Se/Bi intensity ratios to SESSA simulated inten-
sity ratios.
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Figure 6.13. Final Cu and Se gradient structures modelled in SESSA. (a)
Cu gradient for the final state, with a 2 Å-thick Bi2O3 overlayer. (b) The final
Se gradient, also with a 2 Å-thick Bi2O3 overlayer. The Cu and Se fractions
are represented as x and y in CuxBi2Sey .

in Figure 6.13. Modelling the topmost 10 Å of CuxBi2Se3 is motivated by the fact that the

topmost 10 Å contributes predominately to the measured XPS intensities, as it is on the

order of one IMFP. Below the topmost 10 Å, we model the Cu and Se distributions as con-

stant equal to the maximum values of the gradients. Additionally, 10 Å is the approximate

thickness of one quintuple layer in Bi2Se3, and the van der Waals gap can serve as a barrier

to deeper oxidation of the material [166]. Thus, it is likely that the oxidation is limited to

the uppermost quintuple layer in the AP-XPS experiment, with lesser contributions below.

The red points in Figs. 6.12(c,d) show the SESSA-calculated peak intensity ratios for

the initial and final structures, expressed in terms of the Cu/Bi and Se/Bi intensity ratios

versus IMFP and the measured depth. The SESSA-calculated intensity ratios are compared

to the experimental XPS intensity ratios to confirm agreement between the model and the

experimental data. In the initial state, a structure with a single homogeneous Cu composition

with no Cu gradient matches closely with the observed constant dependence versus IMFP

in Fig. 6.3(b). Initially, no Cu has migrated into the surface region and no oxide has

formed yet. In the final state after oxidation, the dual Cu, Se gradient structure agrees
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best with our measured XPS intensities in Figs. 6.12(c,d), capturing both the increase

in Cu and the decrease in Se near the surface. We note that there is greater error when

comparing the gradient to experiment at the smallest IMFP, beacause of the low photon

flux at Eph = 230 eV.

There are other factors that are not present in this model which can also affect the evo-

lution of CuxBi2Se3 surface chemistry. These include imperfect cleaves that can form step

edge sites for oxidation [167], lingering Cu remaining at the surface after the cleave, different

Bi, Se surface terminations [173], as well as nanosheet morphology [18,182]. Other Cu, Se

compositional distributions are possible and consistent with our experimental observations,

such as ones with discontinuous step edges or sigmoidal distributions. Because of the ex-

ponential falloff at greater depths, compositional changes deeper in the sample are more

difficult to detect. Thus there may also be less significant compositional changes occurring

below the topmost 10 Å, but still within the overall measured depth, which our model does

not include.

6.11 Characterization of superconductivity in CuxBi2Se3

To observe any possible indications of superconductivity in CuxBi2Se3, we have measured

the DC magnetic susceptibility of a selection of samples using a Quantum Design SQUID

Magnetometer (MPMS). During the measurement, the CuxBi2Se3 samples were wedged be-

tween multiple straws and oriented so the applied magnetic field was parallel to the crystal

c-axis, which was done to limit the diamagnetic background signal.

For a superconducting sample, one would ideally expect a 100% shielding fraction (i.e.,

M/H = −1) in zero field cooled measurements. The M/H vs. T plot shows that none

of the studied samples have a significant superconducting shielding fraction (< 0.3%). In

prior works, CuxBi2Se3 crystals have been reported to have shielding fractions up to 50%

for x = 0.4 [49] and up to 56% for x = 0.35 [156] and x = 0.46 [155]. Another study
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Figure 6.14. DC magnetic susceptibility of CuxBi2Se3 samples with nominal
Cu fractions x = 0.15 and x = 0.3, measured down to 1.9K in a Quantum
Design MPMS. No superconducting transition was observed in either sample.

has determined a 17% superconducting shielding fraction after factoring in demagnetization

effects [162].

Notably, the shielding fraction can depend on method of synthesis. Melt-growth methods,

when quenching from above 560 ◦C and annealing, are known to produce superconducting

samples, while floating zone crystal growth methods do not tend to produce superconduct-

ing samples [156]. Electrochemical synthesis also tends to promote superconductivity in

CuxBi2Se3 [49]. These examples suggest potential approaches to fully realize superconduc-

tivity in Cu-intercalated samples.

6.12 Conclusion

In summary, we have observed an increase in the surface Cu content in the intercalated

TI CuxBi2Se3 with ambient-pressure XPS measurements. Our results show that Cu migrates

to the surface and is enhanced by the appearance and growth of surface oxides over several

days, with the most pronounced changes seen in full atmosphere. Modelling Cu migration
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concomitant with Se depletion and oxidation matches our depth-selective XPS observations

for a wide range of photon energies.

These findings show that oxidation can be used as an approach for driving chemical

species towards the surface of layered intercalated materials, and add additional chemical

complexity that must be considered at TI surfaces exposed to ambient conditions. Chem-

ically tailoring the surfaces of topological materials will be needed for realizing real-world

environmental applications in chemical sensing, catalysis, and electronics. Most intriguingly,

the physical proximity of the topological surface state to the observed chemical changes in

CuxBi2Se3 points to further study of the effect of intercalants on the surface states of TIs,

particularly on timescales that allow environmental changes to influence them.
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Chapter 7

Conclusion and outlook

In summary, results from several spectroscopic studies on the Bi2Se3 class of topological

insulators have been presented. Ultrafast optical pump-probe spectroscopy has demonstrated

novel carrier dynamics in bulk-insulating Bi2–xSbxSe3 nanoplatelets that are favorable for the

generation of long-lived charge carriers. Fluence- and doping-dependent measurements have

identified bimolecular recombination of carriers and possible exciton condensation present

in Bi2–xSbxSe3. Ambient-pressure XPS has demonstrated that the surface chemistry of

CuxBi2Se3 is dynamic and strongly dependent on the external ambient environment, which

unambiguously affects the oxidation of the surface and the near-surface Se and Cu composi-

tion. Many open questions remain, such as in connecting changes in the Cu and Se surface

composition to likely concurrent changes in its electronic band structure that are measurable

with ARPES. Additional studies and continuing advances in experimental technique, par-

ticularly in synchrotron-based spectroscopy and microscopy, are needed to simultaneously

measure both the changes in the electronic structure and the surface chemistry of CuxBi2Se3.

Doing so will enable fuller exploration of the aspects of superconducting CuxBi2Se3 that can

be useful for developing qubits or other electronic devices.
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Topological materials as exemplified by the Bi2Se3 class of compounds show great promise

both intellectually and for future technological applications. New materials often drive ad-

vances in technology, such as silicon and the wide array of semiconductors used in the

manufacturing of transistors, solar cells, and LEDs. Topological insulators and the broader

family of topological quantum materials are fundamentally new, with their properties not

fully understood and technologies based on topological quantum materials in their earliest

stages. This underscores the need for using a suite of experimental approaches for synthesis

and characterization, where the ultimate goal is to discover the properties of these materials

that are useful for new technology.
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