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Nonlinear modeling of waveguide photodetectors 

Molly Piels,1,*Anand Ramaswamy,2 and John E. Bowers1 
1Department of Electrical and Computer Engineering, University of California, Santa Barbara, CA 93106, USA 

2Aurrion, Inc., 130 Robin Hill Rd. Suite 300, Goleta, CA 93117, USA 
*molly@ece.ucsb.edu 

Abstract: A new method of simulating photodiode nonlinearities is 
proposed. This model includes the effects of non-uniform absorption in 
three dimensions, self-heating, and is compatible with circuit components 
defined in the frequency domain, such as transmission lines. The saturated 
output power and third order output intercept points of two different 
waveguide photodiodes are simulated, with excellent agreement between 
measurement and theory. The technique is then used to provide guidance 
for the future design of linear waveguide-based photodetectors. 

©2013 Optical Society of America 

OCIS codes: (040.5160) Photodetectors; (060.5625) Radio frequency photonics; (230.5170) 
Photodiodes. 
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1. Introduction 

Microwave nonlinearities, specifically distortion and output power, have been modeled 
extensively in the time domain in the past. Typically, one or more sinusoidal tones excite 
either a semiconductor drift-diffusion model [1–4] of a photodiode or a nonlinear circuit 
equivalent [5]. The photodetector output is calculated for an appropriate number of cycles, a 
Discrete Fourier Transform is applied, and the output power and output intercept point are 
calculated. These models have proven successful in identifying the primary causes of 
nonlinearity in high-power detectors, which vary by cross-section and with operation 
frequency. Time-domain modeling has some drawbacks, however. The number of time 
samples required increases as disparate time constants are introduced, as would be the case in 
a system where thermal effects or low-frequency noise spectra were important. Relative to 
frequency-domain modeling, the computational cost of adding even a linear component to the 
circuit is high. This can make including impedance matching networks and non-uniform 
illumination effects prohibitively time-consuming. 

In this paper, we demonstrate the use of the Harmonic Balance Method (HBM) to 
examine microwave nonlinearities in photodiodes. At the component level, the primary 
advantage of the HBM is its ability to quickly expand a well-understood cross-section to an 
additional spatial dimension. This is especially useful in modeling waveguide photodiodes. 
Additional advantages include reduced computation time for sensitivity analysis and the 
ability to accurately model circuits with multiple disparate time constants without additional 
computational complexity. For devices where self-heating plays an important role, this is a 
significant advantage. At the circuit level, HBM is compatible with circuit components that 
are best described in the frequency domain, such as transmission lines, whereas time-domain 
solutions are not. This enables the designer to predict the behavior of one or many high-power 
photodiodes in a realistic microwave circuit. This ability would be valuable in many systems 
applications, such as photodiode-driven phased antenna arrays, photonic oscillators, and 
photonic analog-digital conversion [6]. In each case, the system is benefitted by highly linear 
photodiodes, and hence, integrating a circuit-based photodiode microwave non-linearity 
model into the overall system model enables more efficient and accurate system designs. 
HBM has been proposed as a viable simulation technique for photodiode nonlinearities in the 
past [7], but has not been used to optimize linear behavior. 

To demonstrate the effectiveness of the harmonic balance method, we simulate the 
saturated output power and third order output intercept point (OIP3) of two different 
waveguide devices with previously well-quantified cross-section behavior. First, the output 
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power from [8,9] is simulated. Excellent agreement between simulation and experimental 
results are achieved. The effects of different design parameters and operating conditions on 
output power are studied, and cross-section design and absorption profile are identified as the 
most important factors in determining performance. Second, the OIP3 from [10] is simulated. 
Good agreement between simulation and experiment is again obtained, and it is shown that 
although waveguide device performance can theoretically approach uniformly illuminated 
device performance, it may require careful optical designs to do this while maintaining good 
bandwidth and efficiency. 

2. The linear model 

We use Agilent ADS to implement nonlinear circuit models of the photodiodes studied. 
Figure 1 shows the generic detector circuit model used for all device cross-sections. To deal 
with non-uniform absorption in the propagation direction, the detector is divided into a series 
of unit cells, and a traveling-wave model [11] is used to model the optical and electrical 
connections between the cells. This is illustrated in Fig. 2. The use of an equivalent circuit 
model implies very little about the underlying semiconductor physics, and thus it is equally 
valid regardless of material system. The primary requirement for an equivalent circuit model 
to be valid is that the quasistatic assumption holds, i.e. that the value of the capacitance, 
responsivity, etc. at any given time is a function only of the terminal voltage and current at 
that same time [12]. The cross-section circuit model was originally proposed to incorporate 
transit-time effects into bandwidth simulations [13] and has been shown to accurately model 
linear behavior [5, 13]. Here, we convert it into a nonlinear model by transforming linear 
elements into nonlinear ones. This limits the nonlinearities considered to those caused by 
changes in transit-time limited bandwidth, output impedance, and responsivity. These have 
previously been identified [2,5] as the dominant causes of nonlinearity for a wide variety of 
photodiodes, and are adequate to describe the detectors considered here. 

 

Fig. 1. Equivalent circuit model of a photodiode cross-section. 

The leftmost section of the cross-section equivalent circuit deals with optical propagation 
and absorption. The center section deals with transit-time effects, and the far-right with diode 
impedance. The absorption transconductance gm1, along with the associated voltage Vopt, 
provides coupling between the optical input and the photodiode. Vopt thus represents the input 
optical power. The second transconductancegm2, along with the associated voltage Vτ, 
provides coupling between the transit time and diode impedance related circuit sections. The 
product of Cτ and Rτ is the transit-time pole. The diode capacitance, parallel resistance, and 
series resistance, are denoted Cpd, Rp, and Rs, respectively. In the simulations undertaken here, 
the value of Vopt was chosen such that the input power was equal to the microwave power 
available to a lossless photodiode driving a 50 Ω load. Preserving a meaningful relationship 
between Vopt and the output power is not necessary and places restrictions on Rin, gm1, Rτ, and 
gm2. For example, for large Rin and at DC, the output current (I) of the photodiode is 
Z0·gm1·gm2·Rτ,where Z0 is the characteristic impedance of the microwave source (usually 50 
Ω). The product gm1·gm2 is therefore η/ (Z0·Rτ), where η is the quantum efficiency of the 
detector at DC. Alternatively, the values of gm1, Rτ, and gm2 can be chosen arbitrarily, and 
then Rin adjusted to obtain the correct quantum efficiency. This was the approach pursued in 
this work. It is worth noting that a detector circuit that is mathematically equivalent to this 
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one but with fewer components can be drawn. However, using a simpler circuit would come 
at the expense of more complex expressions for nonlinear quantities. 

Figure 2 shows several cross-sections connected in parallel to form a single circuit model 
for a waveguide device. Each unit cell consists of the circuit shown in Fig. 1 (represented as 
YPD in the second unit cell) and traveling-wave impedance ZPD.This formulation neglects 
carrier transport that may occur in the direction of optical propagation. This could be 
represented by additional connections between unit cells, but accurate results were obtained 
without doing this. The traveling-wave impedance can be found from analytical [14] or finite-
element solvers. For many devices, including the ones considered here, traveling wave effects 
are not very important, but replacing it with a short can result in numerical instability. Poor 
agreement with experimental results was obtained when using incorrect values for linear 
quantities, especially the diode capacitance and the series resistance. 

 

Fig. 2. Cascaded photodiode unit cells. 

The optical propagation portion of the circuit (S in Fig. 2) can be represented by 
equivalent scattering parameters. It can be considered a direct representation of the 
photocurrent available in the optical signal. As such, it can be represented as a series of 
equivalent S-matrices with zero reflection (S11 = S22 = 0) and transmission with both loss and 
phase shift. The off-diagonal elements of the S-matrix are then exp((-jω/vg – Γα)z) where ω is 
the microwave frequency, vg is the group velocity of the mode, and Γ and α are the 
confinement factor and (power)absorption coefficient, respectively. Resistors to ground 
placed at the intersections between adjacent optical blocks can be used to represent excess 
modal loss. Any current that flows from one optical block but not into the next optical block 
reduces the efficiency, and is thus equivalent to excess loss. Lowering the value of Rin has the 
same effect. Multiple optical paths operating in parallel can be used to model multimode 
effects. For short detectors, where there is still a significant amount of power in the optical 
signal at the end of the device, a terminating resistor (Rterm) is necessary to avoid (non-
physical) microwave reflections from impacting the model. 

3. The nonlinear model 

To incorporate nonlinear effects into the linear model, coefficients such as Cpd become 
functions of voltages and currents. The nonlinear functions that describe these coefficients 
can be measured for devices with uniform illumination (surface-normal devices), simulated in 
TCAD software, or in some cases described using analytical formulas. Measurement is the 
most accurate of these three, but is not always feasible and may give less insight into the 
internal workings of the device. Analytical formulas are generally easier to work with than 
TCAD models, but can be less accurate, especially for highly band-engineered structures. 
Here, we use an analytical formula to predict output power and experimental results from 
surface-normal devices to predict the OIP3 of waveguide devices with the same cross-section. 
Using the harmonic balance method imposes some restrictions on the kinds of functions that 
can be used to describe nonlinear elements. To avoid numerical instabilities, all functions 
must be both continuous and continuously differentiable. Furthermore, they should give 

#189769 - $15.00 USD Received 30 Apr 2013; revised 8 Jun 2013; accepted 11 Jun 2013; published 21 Jun 2013
(C) 2013 OSA 1 July 2013 | Vol. 21,  No. 13 | DOI:10.1364/OE.21.015634 | OPTICS EXPRESS  15637



physically possible results beyond the range of normal device operation. Thus the diode 
capacitance is probably better described by a polynomial fit than a function of the form 1/x, 
as a simple parallel-plate capacitance model would suggest. 

In principle, a single function can be used to describe each nonlinear quantity regardless 
of the desired output of the simulation. In practice, this can lead to needlessly complex 
expressions and long computation times. Nonlinear capacitance, for example, plays an 
important role in determining OIP3 [5], but is not a dominant factor in saturation photocurrent 
at low frequencies. Thus it can be neglected entirely in some simulations. Similarly, the best 
functions to describe current- and voltage-dependent responsivity are not the same for both 
OIP3 and saturation photocurrent simulations. For a large-signal model used to predict the 
maximum output power of the photodiode, the output current can be assumed to be linearly 
proportional to the input power until the saturation photocurrent is reached. Drawing from 
expressions developed by the transistor simulation community, gm2 is given by functions of 
the form: 

 ( )2 2. tan h max

linear

J
m m linear Jg g k=  (1) 

Where Jlinear is the expected current density given the responsivity and k is a parameter used to 
change the shape of the curve. In terms of current, 

 ( )tan h .max

linear

I
out linear II I k=  (2) 

For values of k less than or equal to 1, the output current can never be equal to the maximum 
current (unless Imax = 0) because tanh(1) < 1.In this work, k was chosen so that the output 
current would be equal to its maximum value when Ilinear = 0.99*Imax, i.e when k = a 
tanh(0.99)/0.99. This improves accuracy near the onset of compression, but reduces it for 
heavily compressed photodiodes, as it allows the output current to exceed its maximum value 
when Ilinear>Imax. Equation (1) is meant to model signal clipping, and is unlikely to accurately 
describe device behavior in the linear regime. Thus for OIP simulations, a polynomial fit will 
usually provide a better fit to the data. 

4. Saturation power 

To illustrate HBM’s ability to deal with non-uniform illumination and thermal effects, we 
simulated the large-signal compression current of the PIN photodiode studied in [9]. It is a 
7.4x500 μm waveguide detector with a 700 nm thick Germanium intrinsic region and a 4.4 
GHz bandwidth limited by the RC time constant. The diode admittance can be inferred from 
[8] and simulation parameters are shown in Table 1. The optical power is assumed to decay 
exponentially along the length of the device with one of two characteristic lengths. Given the 
difference in responsivity between a 50 μm long device and a 500 μm one, the absorption 
length for one polarization state (pol.1) can be inferred to be around 38 μm (260 cm−1). The 
responsivity of the shorter device is polarization-dependent, and the absorption length for the 
lower-responsivity polarization state (pol. 2) is around 57 μm (175 cm−1). 

The basic nonlinear model consists of a series of5μm long sections. Since the operating 
frequency (1 GHz) is much lower than the −3dB frequency at the photocurrent levels of 
interest, the dependences of Cτ and Cpd on current and bias voltage are ignored and only the 
saturation current of the diode is considered. The maximum output current density of each 
section is 

 ( )2

6

max
eff i

i

v

bias pd thW
J V V V

ε= − −  (3) 

where veff = vnvp/(vn + vp) and vn and vp are the saturated electron and hole velocities (both 
6·106 cm/s in Ge [15]), εi is the dielectric constant of the intrinsic region, Wi is the intrinsic 
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region thickness, Vbias is the bias voltage, Vpd is the voltage drop across the device due to the 
photocurrent and load impedance, and Vth is the threshold voltage. This equation can easily be 
derived in the same way as the equation for Kirk current density in a bipolar transistor, for 
example as in [16], assuming the photogeneration rate is uniform and the background doping 
is negligible [17], and has appeared in high-power photodiode literature in the past [18]. As 
the current density in the intrinsic region increases, the charged carriers (holes and electrons) 
screen the electric field. Whereas under low-injection conditions the field is roughly constant, 
under high injection the field distribution becomes parabolic with the minimum occurring in 
the intrinsic region. The maximum current density is reached when the minimum of the 
electric field drops below the value necessary for holes and electrons to be able to maintain 
their saturation velocities. The threshold voltage is defined by the value of the minimum field. 
In germanium, the critical field is around 2 kV/cm [15]. This would correspond to a threshold 
voltage of 0.14 V in this device given the intrinsic region thickness of 700 nm. However, 
capacitance-voltage curves indicate that the intrinsic region is not fully depleted with less 
than 0.4 V applied bias, so this value is used for Vth. Figure 3 shows the measured and 
simulated RF output power at 1 GHz as a function of photocurrent for pol. 2 (Γα = 175 
cm−1).Fig. 4 shows the −1 dB compression currents and output powers for both polarization 
states. Good agreement (within 3 mA and 1.5 dBm for both polarizations) is achieved for the 
full range of operating voltages, with no fitting parameters used. As can be seen by 
comparing Fig. 3(a) to Fig. 3(b), the value of k in Eq. (1) was chosen to maximize accuracy 
near the onset of compression. 

 

Fig. 3. Measured and simulated (a) RF output power and (b) compression vs. photocurrent. 
The RF output power was generated and measured using the same Mach-Zehnder modulator 
based setup as in [9] and for pol. 2. 

 

Fig. 4. Measured and simulated −1 dB (a) compression current and (b) output power. Pol. 1: 
Γα = 260 cm−1. Pol 2: Γα = 260 cm−1. 

Heating reduces the compression current and output power in two ways. First, the 
absorption profile changes as a function of temperature. Since the direct band edge of Ge is 
close to 1550 nm, the absorption coefficient increases with temperature as the bandgap 
narrows. Second, as the temperature increases, the saturated carrier velocities decrease. This 
in turn decreases the maximum output current density. To take these effects into account, the 
absorption transconductance (gm1) and second transconductance (gm2) become functions of 
terminal voltage and output current. The temperature of each section is calculated separately, 
so that the carrier velocities and absorption coefficient are allowed to vary along the device. 
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The thermal impedance (Zt) of each 5 μm long section is calculated to be 3000 K/W using a 
finite-element model that agrees well with measured data [19]. 

Changes in absorption due to self heating are modeled assuming a linear dependence of 
the absorption coefficient on temperature. The confinement factor can be a function of 
temperature in some photodiodes, but the variation was simulated to be very small for this 
device. The initial transconductance is scaled: 

 ( ) ( ) ( ){ }
{ }1 1 0

0

1 exp
.

1 expm m

T l
g T g T

l

α
α

− −Γ
=

− −Γ
 (4) 

Since α ~sqrt (Eg), 

 ( ) ( )
{ }

{ }
, 0

0

1 1 0
0

1 exp 1
.

1 exp

g t d

ph g T

dE Z P
dT E E

m m

l
g T g T

l

α

α
−− −Γ −

=
− −Γ

 (5) 

To account for the change in propagation loss, the input impedance (Rin) is also scaled: 

 ( )
( ){ }

( ){ }
0

, 0

0

, 0

2

0

2

exp 1
.

1 exp 1

g t d

ph g T

g t d

ph g T

dE Z P
dT E E

in dE Z P
dT E E

l
R T Z

l

α

α

Γ
−

Γ
−

− −
=

− − −
 (6) 

Taking values for temperature dependent bandgap narrowing from [15], dEg/dT = −0.58 
meV/K. The maximum current density decreases as the hole and electron velocities decrease. 
Taking values from [15], the decrease in veff is approximately linear from 300 to 600 K and is 
29 m/s/K. It is worth noting that poor agreement between measurement and simulation was 
obtained when thermal effects were ignored. 

Table 1. Simulation parameters for the output power simulationa 

Circuit element Value Unit  

Rin 2 kΩ  

gm1 41 mS  

Rτ 50 Ω  

Cτ 90 fF  

gm2, linear 20 mS  

C 753 fF  

Rp 100 kΩ  

Rs 0.2 Ω  

Zm 3.3 + 0.4i kΩ /m  

L 136 nH/m  

G 9.2 nS·m  

  
aRin is given for a 5 μm long section. Other cross-section parameters are given for the full 7.4 μm x 500 μm detector. 
Transmission line parameters are per unit length. The metal impedance Zm is calculated at 1 GHz. 
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We can then use the model to identify the most important design variables in determining 
the output power. To do this, we varied a single design variable (length, width, thermal 
impedance, absorption profile, intrinsic region thickness) while keeping all others the same as 
in the previous simulations. The effect of scaling on linear and nonlinear circuit elements 
from Fig. 1 was taken into account, but the thermal impedance was assumed to be 
independent of device dimensions. This was done because thermal effects can be mitigated 
substantially by better heat-sinking without significant effect on other device parameters 
[20].The maximum output current and capacitance of a given section were scaled linearly 
with area according to Eq. (3) and the expression for a parallel-plate capacitor. The 
contributions of the n-Ge contact, the p- region under the diode, and the p-Si contact to the 
device series resistance were not known, and these scale differently, so values were chosen 
such that the n-contact and p-spreading regions both made significant contributions and the 
total resistance added up to the values given in [8]. Figure 5 shows the effect of device length 
andwidth on output power. At the maximum output power, the front part of the diode will be 
compressed and a significant amount of useful photocurrent will be generated in the back 
part. Thus very short diodes have much lower maximum output power than longer ones. 
Increasing the length beyond 200 μm has minimal impact on the output power because most 
of the light is absorbed in the first 100 μm. For very long devices, the maximum output power 
decreases because the RC limit approaches the operating frequency. The width has a similar 
effect on output power. Very narrow devices are much worse than wider ones, but the width 
cannot be increased too much before the increasing capacitance begins to have an impact on 
performance. The data points shown in Fig. 5 are meant to provide qualitative confirmation of 
the simulation result; the experimental conditions differed slightly from the simulation. 

 

Fig. 5. Maximum output power at 1 GHz and 7 V bias as a function of photodetector (a) length 
and (b) width. Blue: Γα = 175 cm−1. Green: Γα = 260 cm−1. Black: data. Polarization was not 
controlled during these experiments. The simulation frequency is 1 GHz for all cases, but the 
test frequency was 13 GHz for the 50 and 100 μm long devices and 3 GHz for the 250 μm long 
device. The length of all three devices in 5(b) is 100 μm, and the test frequency was 13 GHz. 

It is well-known that there are thermal limits to maximum output power. These come from 
two sources:(1) the maximum output power decreases as a function of temperature; and (2), 
there is a maximum temperature a device can reach before catastrophic failure [21]. Improved 
heat sinking has a significant impact on devices that are limited by their membership in the 
latter category, but minimal impact on devices in the former. Figure 6(a) shows the maximum 
output power of the device as the thermal impedance is decreased to 0 and increased to 10x 
its original value, for a fixed bias voltage of 6 V. Only the value of the thermal impedance, 
and not any device dimensions, is changed. Though a tenfold increase in thermal impedance 
would clearly be bad, it would not have as much of an impact as halving/doubling the width 
or decreasing the length below the characteristic absorption length. The results in [20,22] are 
consistent with this. At 5 V bias, devices with the same cross-section had 1dB compression 
powers around 23 dBm, whether or not they were flip-chip bonded to a heat sink. The 
maximum output power obtained in [20] was significantly higher than the power obtained in 
[22] because the bias voltage could safely be set to 11 V, whereas in [22] devices failed at 6 
V. 
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Assumptions made regarding the bias voltage at which the detector will be operated have 
a significant impact on cross-section design. Though Eq. (3) implies that the saturation 
current should increase monotonically with shrinking intrinsic regions, this is not the case for 
output power due to the voltage swing across the load. For a fixed bias voltage, there is some 
optimum design point where the load swing and field screening effects are balanced, as 
shown in the blue curve in Fig. 6(b). If we take into account the fact that devices with thicker 
intrinsic regions can be biased at higher voltages without going into avalanche mode, then the 
output power will increase with increasing i-region thickness until the transit-time pole 
approaches the operating frequency, resulting in a much broader optimum design point as 
shown in the green curve in Fig. 6(b). 

 

Fig. 6. Simulated maximum output power at 1 GHz as a function of (a) thermal impedance (at 
7 V bias) and (b) intrinsic region width at the breakdown voltage (green) and 3 V bias (blue). 

It has also been established that dilute absorption profiles are preferable to abrupt ones for 
power handling. This effect is very clear from Fig. 7, as the output power drops from 25 dBm 
to 7 dBm as the Γα product is increased from 1 cm−1 to 1500 cm−1 (this roughly corresponds 
to a confinement factor increase from 2% to 50%, though the value of α is a function of 
wavelength and growth conditions [23]. Figure 7(a) may be misleading as a design curve, 
however. The photodiode studied here was very long (500 μm), so all the devices considered 
have quantum efficiencies above 90%. In a practical system, there would be a trade-off 
between absorption profile, bandwidth, and quantum efficiency. This is shown in Fig. 7(b), 
where the design frequency is varied from 10 GHz to 40 GHz and the software is allowed to 
choose the width, length, and absorption profile in order to maximize the output power. For 
unlimited input power, the most dilute absorption profile allowed is the best one, regardless of 
design frequency. When there is a power budget in play, quantum efficiency and bandwidth 
concerns become dominant, and sharper absorption profiles are preferable. 

 

Fig. 7. (a) Maximum output power at 1GHz as a function of characteristic absorption length; 
(b) optimum characteristic absorption length as a function of design frequency for three 
different levels of available microwave power. 

5. Linearity 

The harmonic balance method can be used to predict the third order output intercept point 
(OIP3). The detector from [10] is a convenient choice of case study because devices with a 
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similar cross section have achieved record OIP3s and linear and nonlinear parameters are 
readily available. The device is a hybrid silicon platform based [24] modified uni-traveling 
carrier structure [5]. Both surface-normal and waveguide devices with the same active areas 
were fabricated on the same chip and characterized together. The measurement result from 
the surface-normal device was used to construct a nonlinear model for the device cross-
section. That model was then used in conjunction with an optical simulation in order to 
predict the OIP3 of the waveguide device. The cross-section model was very similar to the 
one presented in [5]: the responsivity and the admittance were the only nonlinear elements 
considered. A polynomial fit was used to express the responsivity and admittance in terms of 
terminal current and voltage, and coefficient values were chosen by fitting to the surface-
normal data. Table 2 shows the simulation parameters used for the model, where Vτ is in volts 
and I is in milliamperes and refers to the current generated by the second transconductance 
element. Absorption-related parameters are not listed because no attempt was made to 
maintain a physically meaningful relationship between Vopt and the photodiode output. 

Table 2. Fitted simulation parameters for the OIP3 simulationa 

Circuit element value unit  

Rτ 50 Ω  

Cτ 20 fF  

gm2 −1 + 30Vτ
2 S  

C 85-0.3I2 fF  

Rs 70 Ω  

Zm 4 + 3.3i kΩ /m  

L 180 nH/m  

G 1.4 nS·m  

 
aCross-section parameters are given for the full 100 μm x 7 μm photodiode. Transmission line parameters are per unit 
length. The metal impedance Zm is calculated at 10 GHz. 

A distributed model using the same coefficients (appropriately scaled) was used to predict 
the OIP3 of the waveguide device. The photodetector was divided into ten sections of equal 
length (10 μm). The absorption profile was assumed to have a single decay constant (Γα) of 
335 cm−1, which is consistent with BPM simulations. Figure 8(a) compares the simulation 
result and measurement at 10 mA of photocurrent, and good agreement is achieved over the 
whole frequency range. Figure 8(b) shows the simulated OIP3 at 7 GHz and quantum 
efficiency of the device as a function of characteristic absorption length. As the absorption 
profile becomes more uniform, the OIP3 increases and approaches the simulated value for the 
surface-normal detector at this frequency. However, the quantum efficiency at this point is 
very low, implying that more creative solutions, such as photodetector arrays [25] or a 
variable confinement factor [26] may be necessary to achieve surface-normal level 
performance from a waveguide-based device. 
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Fig. 8. (a) Simulated and measured OIP3 for surface-normal and waveguide devices. (b) 
Simulated OIP3 and quantum efficiency as a function of confinement factor. 

Figure 9 shows a collection of simulated absorption profiles and associated photocurrents. 
The three photodiodes considered have the same quantum efficiency (96%) and physical 
dimensions. The blue curve corresponds to a detector simulated above and has a predicted 
OIP3 of 21 dBm. The yellow curve is a linearly increasing Γα product and has an OIP3 of 25 
dBm. The green curve increases approximately exponentially and achieves nearly uniform 
current density through the device. The OIP3 is 27.5 dBm, which is a little less than the 28 
dBm the model predicts for the uniformly illuminated lumped-element device. The 
discrepancy is due in part to the simulated RF loss from the traveling wave electrode (0.25 dB 
from the front of the device to the probe pads), and in part to the illumination not being truly 
uniform in the simulation. 

 

Fig. 9. Simulated (a) absorption coefficients and (b) normalized photocurrent in the direction 
of propagation. The blue curves correspond to uniform Γα product, the yellow curves to 
linearly increasing Γα product, and the green curves to nearly uniform photocurrent density. 

6. Conclusions 

This simulation technique accurately predicts the linear and nonlinear behavior of 
photodiodes, enabling direct quantitative comparison of the effects of different design 
decisions on the figure of merit of interest. At the component level, this allows for 
simultaneous optimization for frequency response, output power, and OIP3.Using the 
harmonic balance method in a SPICE environment creates new potential for careful 
microwave design. Because HBM is compatible with transmission lines, matching networks 
for load impedance optimization can be designed and realistic interconnects between multiple 
devices can be simulated. 
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