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Low-dimensional materials have attracted significant attention in the field of ma-

terials science and technology. These materials, characterized by their limited

dimensions in one, two or three directions, exhibit exceptional properties different

from those of their bulk counterparts. This deviation results from the interaction

of quantum effects, surface interactions, and unique electronic structures, creating

a wide range of innovative applications in various fields such as electronics, photon-

ics, energy storage and more. This study not only reveals the scientific complexities

of their behavior but also paves the way for disruptive innovations that could trans-

form industries and transform our interactions with the world around us. In this

work, I have studied different classes of low-dimensional materials such as bulk and

monolayer transition-metal dichalcogenides, one-dimensional organic-metal halide

hybrids, organic metal halide nanoribbons, Bi2Te3 and HfTe5.

In the opening chapter, I lay the groundwork by discussing fundamental the-

ories crucial for our subsequent calculations. These theories encompass density

functional theory, density functional perturbation theory, GW and Bethe-Salpeter

equations and other fundamental concepts on Raman, and calculation methods

for elastic tensors. Chapter 2 delves into a comprehensive analysis of the impact

of introducing Ni into the bulk phases of MoS2, with a particular focus on the

mechanism supporting low wear for lubrication applications. This chapter also

xxv



presents systematic doping studies conducted through first-principles calculations.

Chapter 3 narrows the focus to examine the consequences of Ni doping on the

monolayer phases of MoS2, revealing the induction of various known and novel dis-

torted phases. These induced phases bring forth unique properties, including those

of ferroelectric materials, multiferroic semimetals, ferromagnetic polar metals, and

the presence of multiple gaps in conduction bands. These findings have promising

implications for applications in spintronics, intermediate band solar cells, and non-

linear optics. In Chapter 4, the attention shifts to a low-energy nine-layer phase

within transition-metal dichalcogenides, where we explore methods for characteriz-

ing this phase through Raman spectroscopy and powder diffraction. Additionally,

we investigate its potential applications in piezoelectricity and valleytronics. Next

Chapter 5 delves into understanding the anisotropic properties of one-dimensional

organic-metal halide hybrids and the mechanism of broadband emission. This

chapter introduces an innovative approach for determining exciton-phonon cou-

pling and the self-trapped exciton structure using excited state forces within a

GW/Bethe-Salpeter framework. Chapter 6 offers a concise overview of my contri-

butions to other collaborative works on low-dimensional materials, encompassing

organic-metal halide hybrids, organic metal halide nanoribbons, Bi2Te3 and HfTe5.

Finally, I conclude with reflections on the potential of low-dimensional materials,

their current progress, and future prospects.
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Chapter 1

Theoretical Methods

In this chapter, I will briefly discuss about the theoretical methods that are

the backbone of the calculations used for my entire work. I will use both ground

state and excited state calculations; density functional theory (DFT) for ground

state calculations is implemented in the Quantum Espresso [68] code, and GW-

BSE theory for excited state calculations is implemented in the Berkeley-GW [39]

code. In addition to that, I will also discuss about how Raman and elastic tensors

are calculated from Quantum ESPRESSO.

1.1 Density functional theory

To understand the materials atomistically, we use and solve the many body

Schrodinger equation (HΨ({ri}, {RI}) = EΨ({ri}, {RI})). The many body Hamil-

tonian for collection of elections and nuclei is given as [69]

H = −
∑
i

h̄2

2me

∇2
ri
−
∑
I

h̄2

2MI

∇2
RI
−
∑
i,I

ZIe
2

|RI − ri|
+
1

2

∑
i ̸=j

e2

|ri − rj|
+
1

2

∑
I ̸=J

ZIZJe
2

|RI −RJ |
(1.1)

Here, MI and RI represent mass and positions of nucleus, me is the electron mass,

and ri represents position of electron i. First two terms in equation 1.1 are kinetic

energy operator for electron and nuclei, third term is Coulomb attraction between

electrons and nuclei, and, electron-electron repulsion and nuclei-nuclei repulsion

is represented in last two terms. The many body wavefunction is the function

1
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of position of all electrons and ions (Ψ({ri}, {RI}). This equation does not have

analytical solution and therefore is solved numerically through the computers. To

further reduce the complexity of this problem, numerous approximations are made.

According to the Born-Oppenheimer (B-O) approximation, the mass of nucleus

is much heavier than electrons and therefore the electrons are much faster than

nucleus which enables the electron to find its ground state. This decouples the

wavefunction Ψ({ri}, {RI}) to Ψ({ri}, meaning the wavefunction only depends

on the position of electrons. This simplifies the problem into 3N variable for N

electrons. Then Hohenberg-Kohn proposed density as a basic variable. [84] So

instead of dealing each electron’s wavefunction, they simplified the problem with

a single variable density n(r⃗), which reduces 3N dimensional problem into just

3-dimension. Hohenberg-Kohn theorems is the heart of DFT which states:

1 The external potential Vext(r⃗) is a unique functional of electron density n(r⃗).

As a consequence, the total ground state energy E is also a functional of

electron density n(r⃗).

2 The density n(r⃗) which minimizes the total energy E[n] is the ground-state

density and the corresponding energy is the ground-state energy E[n].

From these considerations, the total energy of the system is a functional of the

density, given by:

H = −
∑
i

h̄2

2me

∇2
ri
−
∑
I

h̄2

2MI

∇2
RI
−

∑
i,I

ZIe
2

|RI − ri|
+

1

2

∑
i ̸=j

e2

|ri − rj|
+

1

2

∑
I ̸=J

ZIZJe
2

|RI −RJ |

(1.2)

With the principle of variations, the density which minimizes the energy E is

the true ground state density. Thus applying the variational principle on (1.2)

yields the Kohn-Sham equation given as:

[
− h̄2

2me

∇2 + Vext(r⃗) + VH(r⃗) + VXC(r⃗)

]
ψi(r⃗) = ϵiψi(r⃗) (1.3)
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Here VH is the Hartree potential and VXC(r⃗) is the exchange-correlation po-

tential which accounts for different quantum mechanical interaction such as Pauli

exclusion. The exchange-correlation potential’s exact form is unknown and needs

some approximation to solve such as Local Density Approximation (LDA) or Gen-

eralized Gradient Approximation (GGA). In LDA, the electron density n(r⃗) is

assumed to vary slowly in space allowing to treat n(r⃗) as constant locally. In GGA

the local variation of density ∇n(r⃗) is considered. I have considered both func-

tional in my calculation. The Hartree potential and exchange-correlation potential

is expressed as:

VH(r⃗) =

∫
e2

4πϵ0

n(r⃗′)

|r⃗ − r⃗′|
d3r′ (1.4)

VXC(r⃗) =
δEXC [n]

δn(r⃗)
(1.5)

In practice, usually only valence electrons are considered for the calculation

because core-electrons usually do not participate in bonding or optical properties

or chemical reaction. This allows us to exclude the need of core-electrons via

pseudopotential that replaces entire core electrons with an approximate potential.

1.2 Density functional perturbation theory

The primary function of density functional perturbation theory (DFPT) is to

address the computation of phonon eigenvalues and eigenmodes. The subsequent

summary is grounded in an extensive assessment conducted by Baroni et al. [13].

These eigenmodes encompass the vibrational configurations occurring within the

crystal lattice, with the associated eigenvalues signifying their respective frequen-

cies. These vibrational patterns bear relevance to various phenomena, spanning

from heat conduction to infrared and Raman spectroscopy. In order to compute

these vibrations, DFPT employs perturbation theory, wherein either E or ρ can

be regarded as cumulative responses to a perturbing parameter λ:

E(λ) = E(0) + λE(1) + λ2E(2) + ... (1.6)
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E(n) = E(0) +
1

n!

dnE

dλn

∣∣∣∣
λ=0

(1.7)

We then apply the harmonic approximation to the total energy with perturbing

displacements of atom α in direction µ, uαµ:

E = E(0) +
1

2

∑
α,β,µ,ν

∂2E

∂uαµ∂uβν

uαµuβν (1.8)

The linear term E(1) = 0 because we calculate phonons at equilibrium coordi-

nates. Other terms higher than E(2) are neglected under this approximation. In

theory, resolving this equation would require the computation of (3N)2 derivatives,

along with a minimum of an equivalent number of DFT self-consistent computa-

tions for total energy. However, from a practical standpoint, it is more effective

to expand E in the second term of equation 1.8. This efficiency stems from the

observation that second-order derivatives of the total Hamiltonian’s eigen energy

can be derived employing solely first-order derivatives of the eigenfunctions.

In practice, we solve DFPT also by self consistent method, similar to DFT.

We replace external potential (Vext(r⃗)) by perturbed potential (V ′
ext(r⃗)) and obtain

ground state density, and hence wavefunctions based on this perturbed external

potential. So we will have similar equation as in equation 1.3. For simplicity, lets

call ∆ = h̄2

2me
∇2 and VSCF = Vext(r⃗) + VH(r⃗) + VXC(r⃗).

(−∆+ VSCF − ϵ)ψ′(r⃗) = −PcV
′
SCFψ(r⃗) (1.9)

where, Pc is projector over all empty states defined by
∑

c |ϕc >< ϕc|, V ′
SCF =

V ′
ext(r⃗) + V ′

H(r⃗) + V ′
XC(r⃗), and ϵ and ψ are eigenvalues and eigenfunctions of un-

perturbed system similar to equation 1.3.

1.3 GW-BSE

The Kohn-Sham equation calculates the ground state density based on fictitious

non-interacting electron system. Although this gives accurate ground state density

and corresponding eigen-values and wavefunctions it fails to accurately predict



5

the excited state properties. DFT does feature qualitative description of excited

states. The GW approximation fixes the discrepancies in the DFT calculation for

excited state with appropriate shift in the eigenvalues. The GW approximation

is based on perturbation theory where electron or hole is injected into the system

and the quasiparticle interaction and response is evaluated at later time. [81, 39]

This injection of electron/hole is done through the Greens’s function (the G in

GW represents Green’s function). As hole is injected into the system, the hole

is screened by electrons and forms a quasiparticle which interacts differently than

bare Coulomb interaction. This effective interaction is called screened Coulomb

interaction and is represented by W. The GW in conjunction with Bethe-Salpeter

equation (BSE) is used to calculate the absorption spectra.

The GW calculation requires the Kohn-Sham eigenfunctions as input. So DFT

calculations must be computed prior to GW calculation. The GW portion of

the calculation solves the Dyson equation which yeilds quasi-particle energies and

wavefunctions. The Dyson equation in Hartree unit (h̄ = 1, m = 1) is given by

[88]:

[
−1

2
∇2 + Vext + VH + Σ(EQP

nk )

]
ψQP
nk = EQP

nk ψ
QP
nk (1.10)

The new EQP
nk and ψQP

nk are eigenenergies and eigenfunctions of the quasipar-

ticles at the point k in reciprocal space. The self-energy operator, Σ(EQP
nk ), is

the non-local, frequency dependent energy caused by the particle’s change to its

environment by its own excited state. The GW approximation makes the approx-

imation that Σ = iGW , where i is the imaginary unit, G is the Green’s function

operator which describes particle propagation in an interacting system, and W is

the screened Coulomb interaction.

Solution to Eq. 1.10 yields ψQP
nk and EQP

nk which are used for solving BSE

equation that helps to study the excitonic, bound electron hole states’ contributions

to the absorption spectra.

(EQP
ck − E

QP
vk )AS

vck +
∑
v′c′k′

⟨vck|Keh |v′c′k′⟩ = ΩSAS
vck (1.11)

The Eqn. 1.11 allow us to find AS
vck and ΩS, eigenfunctions and eigenenergies
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respectively that describe the S exciton state given an electron-hole excitations in

valence and conduction states v and c. Keh is the interaction kernel for possible

electron-hole excitations. AS
vck and ΩS then can be used to calculate absorption

spectra ϵ(ω):

ϵ2(ω) =
16π2e2

ω2

∑
S

|e · ⟨0|v |S⟩ |2δ(ω − ΩS) (1.12)

Here, e is the incident polarization, and v is the velocity operator. The absorp-

tion spectra obtained are more accurate, especially in materials where excitonic

effects are prevalent, such as in semiconductors. Therefore, this method is a useful

tool for studying excited states and excitons in 1D DMEDAPbBr4.

1.4 Excited state forces

The scientific community has extensively developed theoretical approaches for

calculating optical absorption [88, 115, 158, 176, 39, 201, 29]. However, there is a

limited body of work focused on computing excited state forces in materials. In

theory, these excited state forces could be determined by obtaining the excitation

energy’s dependency on atomic displacements through finite difference methods

[29]. Nonetheless, this methodology would demand significant computational re-

sources, particularly for systems with a high atom count. In 2003, Ismail-Beigi and

Louie [90] introduced a theory for calculating excited state forces, which integrates

findings from GW calculations [88], solutions from the Bethe-Salpeter Equation

(BSE) [176, 39], and Density Functional Perturbation Theory (DFPT) [13]. Sub-

sequently, this theory was adapted for application within Time-Dependent Density

Functional Theory (TDDFT) [187]. Other than these instances, over the past two

decades, only the authors of the initial paper have employed this methodology to

investigate exciton self-trapping in SiO2 [91]. Notably, in 2012, Professor David

Strubbe, within his Ph.D. thesis [195], revisited the approach and introduced new

approximations for utilization in the theory of excited state forces. Regarding the

approach proposed by Ismail-Beigi and Louie [91], the calculation of total energy



7

in an excited state is formulated as follows:

E(R) = E0(R) + Ω(R) (1.13)

where E0(R) is the ground state energy (for example from a DFT calculation) for

a given atomic configuration R and Ω is the excitation energy that is a solution to

the BSE. The BSE is given by

HBSE|A⟩ = Ω|A⟩ (1.14)

where |A⟩ is the exciton wavefunction that we can express in the basis of the

direct product of the conduction c and valence v states (|A⟩ =
∑

cv⟨cv|A⟩|cv⟩ =∑
cv Acv|cv⟩ ) and each one of the BSE matrix elements is given by

HBSE
cv,c′v′ = ⟨cv|HBSE|c′v′⟩ = (Eqp

c − Eqp
v )δcc′δvv′ +Kcv,c′v′ (1.15)

where Eqp
c(v) are the quasiparticle energies for the conduction (valence) bands calcu-

lated in the GW approximation [88] and K is the electron-hole interaction kernel

[39].

The differentiation of equation (1.13) concerning a specific atomic displace-

ment δR can be performed. The initial component involves the derivative ∂RE0,

which can be efficiently computed using the Hellman-Feynman theorem and is a

commonly employed technique in density functional theory (DFT) codes [68, 67].

Meanwhile, the secondary term ∂RΩ represents the derivative of the excitation

energy, as outlined in the work of Ismail-Beigi and Louie [90].

∂RΩ =
∑
cv,c′v′

A∗
cvAc′v′∂RH

BSE
cv,c′v′ =

∑
cv,c′v′

A∗
cvAc′v′∂R ((Eqp

c − Eqp
v )δcc′δvv′ +Kcv,c′v′)

(1.16)

In the reference [90], the derivatives of quasiparticle levels are approximated

as being equivalent to the derivatives of DFT energy levels. These energy lev-

els involve electron-phonon matrix elements, which are determined through den-

sity functional perturbation theory (DFPT) calculations [13] (∂REqp = ∂RE
dft).

Despite this approximation, it overlooks variations in the self-energy concerning

atomic displacements, which has been demonstrated to hold significance and should
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not be disregarded [120, 50]. In the reference [120], the authors introduced the

GWPT method. In broad terms, this method can be considered an advancement

of the DFPT approach where the GW Hamiltonian is utilized in place of the DFT

Hamiltonian. However, it’s worth noting that such calculations continue to be

computationally intensive. Professor Strubbe in his thesis undertook a reassess-

ment of this approach, taking into account the relatively minor variations in kernel

energies and recognizing that the basis itself (comprising conduction and valence

states) also undergoes changes. Consequently, he derived the subsequent expres-

sion:

∂RΩ =
∑
cv,c′v′

A∗
cvAc′v′(⟨c|∂RHqp|c′⟩δvv′ − ⟨v|∂RHqp|v′⟩δcc′⟩) (1.17)

where ⟨i|∂RHqp|j⟩ is the electron-phonon coefficient calculated at GW level. In

the above expression, we are taking in account the effect of mixing of conduction

(valence) bands due to atomic displacements. The approximation we use is that

those electron-phonon coefficients are renormalized as

⟨i|∂RHqp|j⟩ =


⟨i|∂RHdft|j⟩ if Edft

i = Edft
j

⟨i|∂RHdft|j⟩
(

Eqp
i −Eqp

j

Edft
i −Edft

j

)
else

(1.18)

Differing from the more intricate GWPT method outlined in [120], this ap-

proximation offers a practical and computationally efficient alternative. Notably,

it’s worth highlighting that performing calculations for a system with N atoms

per unit cell would necessitate approximately 3N GW/BSE calculations, corre-

sponding to the need for displacing each atom along three distinct directions.

Conversely, the excited state force calculations presented in this context demand

only one GW/BSE calculation and one DFPT calculation.

1.5 Raman spectroscopy

Raman spectroscopy is an effective analytical technology that is widely used in

the field of molecular vibration and interaction research. When light interacts with
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the sample, a small portion of the scattering light changes energy due to molecu-

lar vibration. This phenomenon is known as the Raman shift, which generates a

unique "fingerprint" spectrum that reveals information about the chemical compo-

sition and molecular structure. Raman spectroscopy measures the frequency shifts

of scattered light relative to incident light and gives insights into bond strengths

and crystal phase. It is widely applied in materials, chemistry, biology and other

fields and offers non-destructive and label-free analysis of a wide range of materials,

from solids to liquids to gases.

Raman effect depends on the change of polarizability of the system with re-

spect to atomic vibration. If we consider the polarizability to be a function of

nuclear coordinates, then the variation of the component in polarizability tensor

with vibrational coordinates can be written as a Taylor series

αij = (αij)0 +
∑
k

(
∂αij

∂Qk

)
0

Qk +
1

2

∑
k,l

(
∂2αij

∂Qk∂Ql

)
QkQl + · · · (1.19)

where (αij)0 denotes the value of αij at equilibrium configuration. Qk and Ql

are normal vibration coordinates at frequencies ωk and ωl. To get the first-order

Raman spectra we can ignore the 2nd order term in Taylor expansion. Considering

a harmonic vibration for someKth mode as Qk = Qk0 cos(ωkt+δk) and the incident

radiation as E0 cosωt then the induced electric dipole moment can be written as

µ(1) = α0E0 cosωt+
1

2

(
∂αk

∂Qk

)
0

E0Qk0 cos(ωt+ ωkt+ δk)+

1

2

(
∂αk

∂Qk

)
0

E0Qk0 cos(ωt− ωkt− δk)
(1.20)

Here we can see that the linear induced dipole moment µ(1) has three components

with different frequencies. The first term with same frequency ω as the incident

radiation is for Rayleigh scattering. The second term with frequency ω+ωk repre-

sents anti-Stokes line and third term with frequency ω − ωk represents the Stokes

line.

Quantum ESPRESSO calculates the normal modes through DFPT as discussed

earlier and then it make use of group theory to find out which modes will be Raman

active based on the symmetry. As we know that, if the irreducible representation
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of a certain vibrational mode have a basis in x2, y2, z2, xy, yz, xz or any linear

combination of them then those modes are Raman active. To calculate the Raman

intensity, it uses the Plackzek approximation [24, 112].

Iν ∝
∣∣∣ei · ←→Aν · es

∣∣∣2 1

ων

(nν + 1) (1.21)

where ei and es are the polarization of the incident and scattered radiation. nν =

[exp(h̄ων/kBT )− 1]−1, T is the temperature.

Aν
lm =

∑
kγ

∂3ϵel

∂El∂Em∂ukγ

W ν
kγ√
Mγ

(1.22)

Here ϵel is the total electronic energy of the system. El and Em are the lth and mth

Cartesian components of the uniform electric field, ukγ is the displacement of the

γth atom in the kth direction, Mγ is the atomic mass and W ν
kγ is the orthonormal

vibrational eigenmode ν. The third order derivative [112] is calculated by taking

the second order derivative of the DFT density matrix with respect to electric field

and then by using Hellmann-Feynman theorem

∂3ϵel

∂El∂Em∂ukγ
= 2Tr

{(
∂2ρ

∂El∂Em

)
∂vext

∂ukγ

}
(1.23)

Here vext is the external ionic potential and ρ is the DFT density matrix.

1.6 Calculation of elastic tensor

When an external force is applied to a material, it undergoes deformation and

reverts to its original shape once the force is removed. This intrinsic property

of materials is known as elasticity. Stress, which is the force applied per unit

area, and strain, the change in length per unit length, are the key parameters in

describing this behavior. Within the elastic limit, stress and strain exhibit a linear

relationship, a fundamental principle known as Hooke’s law. Stress and strain

are tensor quantities, encompassing various directional components. In the case of

anisotropic materials, where the crystal orientations differ from one lattice vector to

another, applying force results in different amounts of strain along each direction.

This variation in strain levels leads to strain inhomogeneity or stress inhomogeneity
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across different lattice directions. In certain situations, these stress-strain non-

uniformities can lead to material damage. Therefore, a thorough comprehension

of strain and elasticity is essential, particularly in low-dimensional materials, where

anisotropy is commonly observed.

If we represent the stress tensor as σij and the strain tensor as ϵkl, in accordance

with Hooke’s law, we can express this relationship as follows:

σij = Cijklϵkl (1.24)

where Cijkl is known as the stiffness tensor. It is a 4th rank tensor. The indices

i, j, k, l can take values from 1-3 or x,y,z which makes 81 components for Cijkl.

Due to symmetry in stress (Cijkl = Cjikl) and in strain (Cijkl = Cijlk) these 81

components drop down to 36 independent components. In contracted notation we

can write the stress-strain equation as



σ1

σ2

σ3

σ4

σ5

σ6


=



C11 C12 C13 C14 C15 C16

C21 C22 C23 C24 C25 C26

C31 C32 C33 C34 C35 C36

C41 C42 C43 C44 C45 C46

C51 C52 C53 C54 C55 C56

C61 C62 C63 C64 C65 C66





ϵ1

ϵ2

ϵ3

ϵ4

ϵ5

ϵ6


(1.25)

Here, ϵi for i=1 to 6 is used where 1 = xx, 2 = yy, 3 = zz, 4 = yz, 5 = xz and

6 = xy, and corresponding strain tensor are represented by Fig. 1.1 (a) through

(f), respectively. Since, Cij = Cji , it drops this 36 independent component down

to 21 components. So, the stiffness matrix is symmetric around the diagonals.

Based on the crystal symmetry, these 21 independent components can further be

reduced. For example, cubic structure has 4 three-fold rotational symmetry, which

brings it down to 3 independent stiffness constants C11, C12 and C44. For a crystal

structure which does not have much symmetry, we need to calculate all 21 stiffness

constants.

We know that elastic strain energy is the energy spent by the external force

in deforming an elastic body. This energy divided by the volume is called energy

density. It can be shown that the energy density is related to strain and stiffness
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constants through the equation [106]

U =
1

2

6∑
λ=1

6∑
µ=1

Cλµϵλϵµ (1.26)

Using equation (1.26) we will be able to calculate all the Cij. Using any of the two

equations (eqn-1.24 and eqn-1.26) the full stiffness tensor can be calculated.

Figure 1.1: Different strain tensors used to calculate the full stiffness tensor and

other mechanical properties. Out of these nine strain tensors a,b and c represent

uniaxial strain, e, f, and g represent shear strain and h, i, and j represent biaxial

strain.

Calculation of different elastic parameters

To calculate the elastic parameters, we first strain the lattice vectors as given in

Equation 1.27, where a⃗ = axî+ay ĵ+azk̂, b⃗ = bxî+by ĵ+bzk̂, and c⃗ = cxî+cy ĵ+czk̂)

are lattice vectors and all the atoms in the unit cell can be expressed with respect

to lattice vectors, also known as crystal coordinates. Here, ϵij are the strain matrix

along i, j = x, y, z directions.
ϵxx ϵxy ϵxz

ϵyx ϵyy ϵyz

ϵzx ϵzy ϵzz



ax bx cx

ay by cy

az bz cz

 =


a′x b′x c′x

a′y b′y c′y

a′z b′z c′z

 (1.27)
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Following the application of strain tensors, each deformed structure requires

ion relaxation while keeping the lattice parameters fixed. This relaxation process

is conducted using Quantum ESPRESSO. Subsequently, the total energy of the

system is calculated for each deformed and relaxed structure. Once these total

energies are determined, we can proceed to compute the change in energy density

(U). This calculation is carried out using equation (1.26).

Using the nine distinct strain tensors as illustrated in Figure (1.1), we can

compute nine independent stiffness constants denoted as Cij in accordance with

equation (1.26). To determine C11, C22, and C33, uniaxial strains as depicted in

Figure 1.1(a, b, c) can be applied, and a straightforward quadratic fitting to the

equation is employed. To calculate C44, C55, and C66, shear strains as shown in

Figure 1.1(e, f, g) are utilized. It’s important to note that we intentionally use
η
2

instead of η for the cross terms of ϵ because this leads to four terms in the

summation, simplifying the final equation to U = 1
2
Ciiη

2. For the determination

of C12, C13, and C23, biaxial strains as presented in Figure 1.1(h, i, j) are applied.

These strains result in an energy density equation in the form of U = 1
2
(Cii+Cjj−

2Cij)η
2, with values of i and j taking on the values 1, 2, and 3. By applying these

strains and using quadratic fitting in conjunction with the previously computed

results of Cii and Cjj, we can accurately determine the values of Cij.



Chapter 2

Enhanced interlayer interactions in

Ni-doped MoS2, and structural and

electronic signatures of doping site

This chapter has been reprinted with permission from Physical Review Mate-

rials, 5, 074006, 2021. Copyright 2021 American Physical Society [103].

2.1 Abstract

The crystal structure of MoS2 with strong covalent bonds in plane and weak

Van der Waals interactions out of plane gives rise to interesting properties for ap-

plications such as solid lubrication, optoelectronics, and catalysis, which can be

enhanced by transition-metal doping. However, the mechanisms for improvement

and even the structure of the doped material can be unclear, which we address with

theoretical calculations. Building on our previous work on Ni-doping of the bulk

2H phase, now we compare to polytypes (1H monolayer and 3R bulk), to deter-

mine favorable sites for Ni and the doping effect on structure, electronic properties,

and the layer dissociation energy. The most favorable intercalation/adatom sites

are tetrahedral intercalation for 3R (like 2H) and Mo-atop for 1H. The relative

energies indicate a possibility of phase change from 2H to 3R with substitution of

Mo or S. We find structural and electronic properties that can be used to identify

14
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the doping sites, including metallic behavior in Mo-substituted 3R and 2H, and

in-gap states for Mo- and S-substituted 1H, which could have interesting optoelec-

tronic applications. We observe a large enhancement in the interlayer interactions

of Ni-doped MoS2, opposite to the effect of other transition metals. For lubrication

applications, this increased layer dissociation energy could be the mechanism of

low wear. Our systematic study shows the effect of doping concentration and we

extrapolate to the low-doping limit. This work gives insight into the previously

unclear structure of Ni-doped MoS2 and how it can be detected experimentally,

the relation of energy and structures of doped monolayers and bulk systems, the

electronic properties under doping, and the effect of doping on interlayer interac-

tions.

2.2 Introduction

There has been great interest in transition metal dichalcogenides, particularly

in MoS2 which has been used in a wide variety of applications because of its unique

physical, optical and electrical properties [192, 144, 119]. Tunability of the band

gap from direct to indirect [192, 144], good electron mobility [101], the possibility

of defect engineering including creating quantum emitters [124], and high current-

carrying capabilities [114] open great potential in optics and electronics. MoS2

has already shown promising applications in lubrication, hydrodesulfurization, and

optoelectronics [148, 173, 131, 110]. Theoretical and experimental work has shown

that transition-metal-doping in MoS2 can improve catalytic reactivity [95, 77, 142],

lubrication [100] and gas sensing [141, 206]. However, the detailed mechanism is

still unclear for improved catalysis and lubrication with doping, and in general the

exact location of dopants in MoS2 is also uncertain. Our previous work addressed

the most favorable sites for Ni in 2H-MoS2 as a function of chemical potential

and investigated signatures in Raman and IR spectroscopy [72]. We now extend

this study to a systematic exploration of other polytypes, with consideration of

the relation between monolayer and bulk structure and energetics, and study of

doping concentration-dependence. This work will look specifically at implications
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for solid lubrication, but also give insight into optoelectronic and other fundamental

properties.

MoS2 is a layered structure with weak Van der Waals forces between layers

and strong covalent forces within the layers giving rise to interesting applications

in solid lubricants because the weakly bound layers can slide against each other

easily. Graphite is a commonly used solid lubricant, which also has a layered

Van der Waals structure, but it needs to adsorb oxygen and moisture to develop

the low shear strength necessary for lubrication [177]. MoS2, on the other hand,

works well under vacuum but shows degradation in lubrication under humidity and

high temperature, for unclear reasons [105]. Therefore MoS2 is preferred for solid

lubrication in space applications such as NASA’s James Webb Space Telescope

[110] where the wide range of temperatures precludes the use of oils or greases for

lubrication of moving parts.

A clear understanding of the mechanisms by which Ni-doped MoS2 enhances

lubrication performance of pristine MoS2 is still lacking. A recent review [125]

discusses low friction mechanisms based on ordering of crystallites in adjacent

platelets. The early experimental work of Stupp [197] studied the friction prop-

erties in MoS2 doped with various transition metals. MoS2 doped with Ni or

Ta showed the best results in terms of stable friction, excellent endurance, easy

control, good effect on aging, and lower coefficient of friction than pristine MoS2.

Later, other researchers also confirmed the lower coefficient of friction for Ni-doping

[170]. Ni is more abundant and less expensive than Ta [217, 181], making it more

attractive. Most of the literature on doped MoS2 is focused on electronic, optical,

and catalytic applications and there have been only a small number of studies

on tribology. There are already some studies on Ni-doped MoS2 monolayers and

nanosheets, for catalysis in solar hydrogen production [142], adsorption of CO or

NO for potential gas sensors [141], or adsorption of O2 molecules [240], but tri-

bological applications have not been investigated. Different dopants such as Ni,

Cr, Ti, Au, Zr and Sb2O3 have been studied for the improvement of tribological

properties [211]. One popular proposed mechanism is increase in hardness as a re-

sult of distortion of the MoS2 crystal structure, and the resultant hardness reduces
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wear which is crucial to coating life (endurance) [174, 207]. A recent experiment

specifically on Ni showed that wear is reduced by doping, extending the lifetime

of MoS2 films [212]. This work aims to understand mechanisms of wear reduction

in those experimental results through theoretical and atomistic study of Ni-doped

MoS2.

We investigated Ni-doped MoS2 structures and properties by Density Func-

tional Theory (DFT). MoS2 can exist in different phases [211]: 2H and 3R bulk,

and 1T and 1H monolayers. Friction in MoS2 involves sliding of layers, and 2H

and 3R phases only differ by stacking, i.e. sliding followed by rotation. While

2H is the most studied bulk polytype and the predominant naturally occurring

one, 3R is also found naturally and has a very similar energy to 2H [211]. Also, it

is found that doping may alter the phase: for example, Li intercalation in MoS2

causes a change from 2H to 1T phase [18] and Nb substitution on Mo favors 3R

over 2H [198]. The possibility of alteration in phase due to doping, layer sliding,

or the effect of mechanical load in tribology application is a motivation for consid-

ering other phases in MoS2, as well as to assess whether deliberate production of

different polytypes could improve performance.

In this paper, we will consider the effect of Ni-doping in MoS2 polytypes, and

investigate changes in local structure, the energetics of dopants at different sites,

the possibility of phase changes, and the effect on interlayer interactions. Section

2.3 details our computational approach. Section 2.4 discusses the choice of dopant

structures of different polytypes in MoS2. Section 2.5 presents results on: (a) dop-

ing formation energy, (b) effect of doping on crystal structure and local structure,

(c) effect on electronic properties (including oxidation states) and (d) effect on

the layer dissociation energy. Finally, Section 2.6 concludes to discuss the impact

of Ni-doping, experimentally measurable signatures of different doped structures,

and a possible explanation for low wear in MoS2 lubrication.
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2.3 Methods

Our calculations use plane-wave density functional theory (DFT) implemented

in the code Quantum ESPRESSO, version 6.1 [68, 67]. We used the Perdew-

Burke-Ernzerhof (PBE) generalized gradient approximation [164] for all of our

analysis except for the doping formation energy which is calculated with Perdew-

Wang [165] local density approximation (LDA) functional. With PBE, we used

the semi-empirical Grimme-D2 (GD2) [71] Van der Waals correction to the to-

tal energy, which gives lattice parameters and other properties considerably closer

to experimental results for MoS2 [163, 72]. Calculation with LDA has also been

shown to give accurate lattice parameters [72]. The doping formation energy re-

quires the energies of metal solids such as Ni and Mo which are not well described

by PBE+GD2 [8], and therefore we used LDA for these calculations to obtain

accurate energies for both metals and doped MoS2 as in our previous work on

2H-MoS2 [72]. We used Optimized Norm-Conserving Vanderbilt pseudopotentials

[79] parametrized by Schlipf and Gygi [178] from the SG15 set [3] generally, ex-

cept we used the Pseudodojo set [2] for partial density of states (PDOS), to have

available pseudo-wavefunctions; and for LDA, to be consistent with our previous

calculations [72]. Kinetic energy cutoffs of 816 eV (60 Ry) for PBE and 1088 eV

(80 Ry) for LDA were used. Half-shifted k-point grids of 6 × 6 × 2 for bulk and

12 × 12 × 1 for monolayers (in the pristine case) were chosen to converge the to-

tal energies within 0.001 eV/atom. Atomic coordinates were relaxed using a force

threshold of 1.0× 10−4 Ry/bohr and the stresses were relaxed below 0.1 kbar. We

used a Gaussian smearing of 0.05 eV for the bulk metals or whenever metallic cases

arose. For doped structures, we decreased the k-grid in x- , y- or z-directions in

proportion to the supercell size, to maintain consistent Brillouin zone sampling.

For density of states calculations, a broadening of 0.02 eV and k-grid sampling of

20× 20× 1 for 4× 4× 1 monolayers and 20× 20× 10 for 2× 2× 1 bulk was used.

The doping concentration is varied by putting a single Ni atom in increasing

supercells such as 2 × 2 × 1, 3 × 3 × 1, 3 × 3 × 2, etc. All supercells are taken

as neutral, as appropriate for neutral impurities or high concentration, though

charged impurities are also possible [107]. In the 2H structure, we also considered
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tetrahedrally intercalated structures with two Ni atoms per cell, one between each

pair of layers, vertically above one another. Our supercells represent not only

approximations to a disordered low-doping limit, but also possible ordered phases,

as are found for Li intercalation [18]. The Ni atom fraction ranges from a minimum

of 0.5% to maximum of 17%. The monolayers contain vacuum of 15 Å between

layers to reduce the effect of spurious periodicity. We have tested the monolayers

with dipole corrections [19] in case there would be an out-of-plane dipole moment

in the doped phases, but the change in total energy was negligible (∼ 10−4 eV)

and structural parameters were unaffected. Our calculations in general are non-

spin-polarized, as use of spin polarization did not significantly change the energy

(less than 0.1 meV per atom). However, we used spin-polarized calculations for

ferromagnetic bulk Ni, and also for test calculations on each doping case to check

for magnetic moments.

Before calculations on doped systems, the structure of 2H-MoS2 was bench-

marked with PBE+GD2 and lattice parameters were calculated as a = b = 3.19 ±
0.02 Å and c = 12.4 ± 0.2 Å. The uncertainties come from a cubic fit to the total

energy as a function of the lattice parameters. These results are in good agreement

with previous theoretical [107] and experimental work [150]. For the energies of

reference elemental phases, bulk Mo and Ni are calculated in body-centered and

face-centered cubic lattice of 3.19 Å and 3.52 Å, respectively, with a 12× 12× 12

half-shifted k-grid. For bulk S, a unit cell containing 48 atoms [1] is calculated

with a 3× 3× 3 k-grid. The energies of these reference phases, as in our previous

work [72], are used to calculate the doping formation energy.

2.4 Structure and doping site selection

MoS2 can exist in different possible structures in bulk and monolayer phases

(Fig. 2.1) [211]. The known phases of MoS2 are 1H (hexagonal monolayer), 1T

(trigonal monolayer), 2H (hexagonal bulk) and 3R (rhombohedral bulk). For our

interest in lubrication applications, we will not consider the 1T phase further due

to its metastability and likelihood of converting to 1H. The 1H, 2H and 3R phases
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contain 3, 6, and 9 atoms in a conventional unit cell respectively, and they differ

by stacking. In 1H, each layer of MoS2 is stacked exactly above each other (AA

stacking). In 2H, the Mo atom in one layer is above an S atom of the preceding one,

forming AB stacking, and 3R has ABC stacking with 3 layers per conventional unit

cell. In 3R, all layers have the same orientation, but 2H has inversion symmetry

between layers. Our DFT calculation (Table 2.1) shows only a small difference in

total energy of the 2H and 3R phases in agreement with previous literature [23].

Figure 2.1: Structure of MoS2 polytypes with conventional unit cell marked by

blue lines. Mo is gray and S is yellow. 1H is a single monolayer of MoS2 containing

3 atoms per unit cell, as in each layer of 2H or 3R. This work studies 1H, 2H, and

3R.

The most probable sites for dopants [72] in MoS2 include substitutions and

intercalations for bulk or adatoms for monolayers, and are shown in Fig. 2.2. We

have also considered the bridge site along the Mo-S bond but found that interca-

lation/adatom in this site was unstable and relaxed to tetrahedral intercalation in

2H and 3R, and Mo-atop in 1H. Therefore the bridge site was not considered in

further calculations. We will use these sites to study the various structural and
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Ef − Ef,2H (eV) LDA PBE+GD2

2H 0.00 0.00

1H 0.11 0.15

3R 1.3× 10−3 1.2× 10−4

Table 2.1: DFT calculation of formation energy per unit of MoS2 in MoS2 poly-

types, with respect to 2H-MoS2. The formation energy of 2H with respect to bulk

Mo and S is-3.05 eV with LDA (expected to be more accurate) and -2.59 eV with

PBE+GD2.

electronic properties of Ni-doped MoS2.

2.5 Results and discussion

2.5.1 Doping Formation Energy

We begin by establishing which doped structures are energetically accessible,

via the doping formation energy, which tells us the energy needed to incorporate

the dopant (Ni) into the host system (MoS2). As noted in our previous work

[72], the doping formation energy depends on the chemical potentials during the

growth process, and so the relative favorability between different stoichiometries

(e.g. substitution vs. intercalation) depends on the conditions, which can be

depicted in a phase diagram (Fig. 2.11). The doping formation energy is calculated

as:

Eformation = Esystem −NEpristine − µNi + µremoved (2.1)

for substitution cases, and

Eformation = Esystem −NEpristine − µNi (2.2)

for intercalation cases, where Esystem is the energy of the doped system, N is

the number of cells in the supercell, Epristine is the energy per unit cell of the

corresponding phase of MoS2, and µNi and µremoved are the chemical potential of the

dopant (Ni) and removed atom, respectively. We consider µNi equal to the energy



22

Figure 2.2: Different dopant sites for Ni in 2H (left) and 1H (right) MoS2 with top

view (upper) and side view (lower). Sites include substitution in the Mo site or

S site, tetrahedral or octahedral intercalation for bulk phases (2H and 3R), and

Mo-atop, S-atop and hollow adatoms for 1H (monolayer). 3R sites are similar to

2H (see detail in Fig. 2.4).

per atom of bulk Ni (“Ni-rich” conditions). For substitution cases, we consider

equilibrium conditions for the given phase where µMo + 2µS = Epristine/Nf.u. and

Nf.u. is the number of MoS2 units per pristine cell; then we look at conditions where

either µMo = EMo (“Mo-rich,” which favors S substitution) or µS = ES (“S-rich”,

which favors Mo substitution). These energies of Mo and S are calculated from

their bulk phases, as in previous literature [92, 43, 72]. For example, in 2× 2× 1

Mo substitution by Ni in 2H, Esystem is the energy of NiMo7S16, N is 4, µremoved is

the chemical potential of bulk Mo, and Epristine is the energy of Mo2S4. Similarly

in 4× 4× 1 Ni intercalation in 2H, Esystem is the energy of NiMo32S64 and N is 16.

Monolayer: 1H

The doping formation energies for Ni-doped MoS2 in the 1H phase with Mo or

S substitution and different adatom sites (Fig. 2.2) were computed with supercells

from 2 × 2 × 1 to 4 × 4 × 1. Fig. 2.3(a) shows results for adatoms in 4 × 4 × 1
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supercell. The Mo-atop adatom is the energetically favored adatom site and this

result, along with the bond lengths, agrees with previous literature [241]. Fig.

2.3(b) shows the substitutional doping formation energy under Mo-rich and S-rich

conditions. The doping formation energy for substitutional doping remains positive

even in the most favorable conditions, indicating that substitutional doping may

not be achieved at equilibrium conditions. At higher doping concentrations, the

doping formation energy is reduced slightly but remains positive (Fig. 2.10 (b-c)).

(a) (b)

Figure 2.3: Doping formation energies from LDA for a 4×4×1 supercell of mono-

layer 1H: a) adatoms, and b) substitution, under Mo-rich and S-rich conditions

(which do not affect the value for adatoms). Insets show corresponding structures

(side or top view).

Bulk

Bulk systems have intercalation rather than adatoms. In 2H, tetrahedral inter-

calation is energetically favored over octahedral intercalation at all concentrations.

The tetrahedral intercalation site is Mo-atop and S-atop with respect to the layers

on the either side as shown in Fig. 2.4, whereas octahedral intercalation consists

of hollow sites on each layer. In 3R, we find three metastable intercalation cases.

There are two sites with tetrahedral geometry: in one, the Ni atom is Mo-atop for

one layer and S atop for the other (“Mo/S-atop”); in the second, the Ni atom is at
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the hollow site for one layer and Mo-atop for the other (“hollow/Mo-atop”). The

third intercalation site has trigonal pyramidal geometry and is Mo-atop for one

layer and bridge site for the other; this site is only stable for supercells larger than

1× 1× 1. Octahedral intercalation is unstable in 3R and generally relaxes to the

trigonal pyramidal structure. The Mo/S-atop tetrahedral intercalation (similar to

2H tetrahedral intercalation) is the most favored intercalation site (Fig. 2.4 and

Table 2.8). These most favorable sites in bulk phases are clearly related to ener-

getics in the 1H phase. As discussed in Section 2.5.1, adatom on Mo is the most

favorable site in 1H and all the most favored sites in bulk (2H and 3R) involve

Mo-atop. The intercalant acts as an adatom for the neighboring layers and lower

doping formation energy is achieved if the intercalant site resembles the mono-

layers’ lowest-energy adatom sites. Doping formation energies for substitutions in

2H and 3R are similar to 1H, except that Mo substitution can be favorable under

S-rich conditions for 2H and 3R in some cases (Table 2.5), such as 1×1×1 (which

would mean NiS2 for 1H) or other 1× 1×N supercells of 1H.

Concentration Dependence of Doping Formation Energy

We can extrapolate defect energies to the low concentration limit as a function

of inverse volume (1/V ) according to the scheme of Makov and Payne (based on

behavior of both local strain and electrostatics) [146]. We use this method for

the doping formation energy and show results for the 2H phase in Fig. 2.5. The

doping formation energies for each polytype and concentration are tabulated in

Tables 2.5-2.9. Variation in doping formation energy is small along the z-axis

(1× 1×N and 2× 2×N) in all cases, expected due to weak interaction between

layers. This finding indicates the energetics of doped bilayers are similar to bulk.

The doping formation energy for in-plane supercells depends significantly on the

size for small supercells (N×N×1 and N×N×2), but converges at high supercell

size. The limit of low doping concentration can be estimated by extrapolation to

1/V = 0 from the last two points (red line in Fig. 2.5) as tabulated in Table 2.10.

Low doping concentration calculations involve increasingly large number of atoms

and it is more efficient to extrapolate.
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Figure 2.4: Intercalation structures in 2H and 3R 4 × 4 × 1 supercells, classified

by bonding geometry and compared to adatom sites with respect to each layer.

Mo/S-atop tetrahedral sites are the most favorable for both 2H and 3R, consistent

with Mo-atop as the lowest-energy adatom site on 1H. Doping formation energies

from LDA are shown relative to the most stable structure.

The energy changes with concentration are due to interaction between dopants,

and so the results demonstrate that that in both 2H (Fig. 2.5) and 3R (Fig. 2.9),

Mo substitution has the most interaction, S substitution less, and intercalations

very little. The negligible Ni-Ni interaction in intercalations is also seen by the fact

that doubly intercalated 2H structures (one Ni between each pair of layers) have

almost the same doping formation energy as the ones with one Ni per cell (Table

2.7 ). In the monolayer, the difference in doping formation energy with increase in

supercell sizes is considerably smaller (a few tenths of an eV) than in bulk, except

for the case of the S-atop adatom (Fig. 2.10 and Table 2.9).

When we compared the total energy with different supercell sizes but the same

number of MoS2 units, we found a significant difference (∼1 eV) for smaller super-
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cells (1×1×4 vs 2×2×1) but much less (∼0.2 eV) with larger supercells (4×4×1

vs 2× 2× 4). This variation arises from the spatial arrangement of dopant atoms

and can be thought as micro-clustering of dopants or the effect of local ordering

of dopants. The reduction in differences at low doping can be clearly observed in

the extrapolated lines in Fig. 2.5 where the doping formation energies are closer

for different supercells of the same volume.

Next, we compared the energy difference between doped 2H and 3R to look for

the possibility of phase changes. To compare directly the energy of doped 2H and

3R structures, we compared 2× 2× 2 for 3R and 2× 2× 3 for 2H, supercells with

24 units of MoS2. We also compared supercells from the primitive cell of 3R that

contains only one MoS2 unit, 1× 1× 2 and 2× 2× 2 vs. 1× 1× 1 and 2× 2× 1 of

2H. Energy differences are shown in Fig. 2.5(d). Recall that pristine 3R is slightly

higher in energy than 2H. We find Mo-substituted and S-substituted 3R are lower

in energy than 2H at all considered doping concentrations, suggesting a possibility

of phase change from 2H to 3R with substitutional doping. In experiment, Mo

substitution by Ni was reported to modify the stacking sequence of MoS2 layers

forming 3R [152], consistent with our finding. Similarly, a phase change from 2H

to 3R was reported for Nb substitution of Mo in MoS2 [198]. By contrast, for

tetrahedral intercalation, doped 2H is lower than doped 3R (Mo/S-atop) at all

considered doping concentrations, further strengthening the stability of 2H over

3R.

We additionally constructed phase diagrams of the stable doping site as a func-

tion of chemical potentials µMo and µS, for each polytype, as we did previously for

2H-MoS2 [72]. These phase diagrams (Fig. 2.11) allow us to identify which doped

structures can form in equilibrium and which are compatible with stability of the

corresponding pristine structure. The 1H diagram is similar to 2H, with a shift to

higher chemical potentials, and the Mo-atop adatom site is favored in the pristine

stability region. The 3R phase diagram also closely resembles the 2H one [72], and

only the Mo/S-atop intercalation is compatible with pristine stability, except at

the highest doping levels. The other doping sites are predicted to be accessible

only out of equilibrium.



27

(a) Intercalations (b) Mo substitution

(c) S substitution (d) 3R – 2H energy difference

Figure 2.5: Doping formation energy from LDA in Ni-doped 2H-MoS2 with respect

to volume per Ni atom, in a) intercalations, b) Mo substitution (under Mo-rich

conditions) and c) S substitution (under S-rich conditions). For S-rich conditions,

(b) is shifted down by 3.06 eV; for Mo-rich conditions, (c) is shifted down by 1.53

eV. N is the parameter for the supercell size. Tetrahedral intercalation is favored

over octahedral by a fairly constant amount. Red lines show extrapolation from the

last two points (not always well converged yet) to the low-doping limit, achieved

much more rapidly for the z-varying supercell series. d) Energy difference per Ni

atom between Ni-doped 2H and 3R structures.
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2.5.2 Structural parameters

Incorporating Ni into MoS2 not only changes the energy, but also can cause

local changes in structure (bond lengths and lattice parameters), which can be

useful for experimental identification of the structure. Studying bonding also helps

understand interlayer interactions and sliding. The maximum difference in Ni-S

and Ni-Mo bond lengths with respect to the pristine Mo-S bond length is around

8% for the highest doping concentration in substitution sites. Mo-S bond lengths

away from the doping site were very close to the pristine Mo-S bond (differing by

less than 0.04 Å), showing only a local effect on the structure. For the 1 × 1 × 1

supercell of 2H, the Ni-S bond length decreased vs. the pristine Mo-S bond length,

and the Ni-Mo bond in S substitution increased, as shown in Table 2.2. The bond

lengths for substitutional doping in all 2H and 3R structures are consistent with

a covalent bond, judging by the covalent radii (Mo = 1.54 Å, Ni = 1.24 Å, S =

1.05 Å) [34]. Tetrahedral intercalation also shows covalent bonds, in agreement

with our previous results based on electron density [72]: the Ni-S, and even Ni-Mo,

bond lengths are far lower than the sum of Van der Waals radii (S = 1.81 Å [9], Ni

= 1.97 Å [14] and Mo = 2.16Å [14]). For comparison, the S-S distance between

pristine MoS2 layers is 3.59 Å which is close to the sum of the Van der Waals

radii of two S atoms. For a concentration less than 1% of Mo substitution in both

2H and 3R, we found only 4 Ni-S bonds instead of 6, breaking the symmetry in

a pseudo-Jahn-Teller distortion. A similar five-fold coordination was calculated

[77] for Ni substituting Mo at a 2H basal plane surface, attributed to population

of anti-bonding d-orbitals by extra charge from Ni. Four-fold coordination like

our result was reported in a previous theoretical calculation for Mo-substituted

2H-MoS2 in few-layer nanosheets [38].

The 1H monolayer showed structural effects similar to the 2H phase. In Mo

substitution, the Ni-S bond is decreased and in S substitution the Ni-Mo bond is

increased, for all supercells considered. The bond lengths are close to the sums of

covalent radii except for the S-atop case (1.96 Å), which is considerably shorter,

presumably due to the fact that Ni is forming only one bond.

Results on lattice parameters are summarized in Table 2.3 for 2×2×1 supercells.
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Mo-S=2.41 Å

Pristine
(1 × 1 × 1)

2H
(4 × 4 × 1)

2H
(1 × 1 × 1)

3R
(4 × 4 × 1)

3R
(4 × 4 × 1)

1H
radii sum
Covalent

Ni-S (Mo subs.) 2.23 Å 2.23 Å 2.25 Å 2.24 Å 2.34 Å 2.29 Å

Ni-Mo (S subs.) 2.67 Å 2.55 Å 2.58 Å 2.55 Å 2.51 Å 2.78 Å

Ni-S (Intercal./adatom) 2.15 (2.17) Å 2.16 (2.10) Å 2.18 (2.16) Å 2.16 (2.10) Å 2.12 Å 2.29 Å

Table 2.2: Comparison of Ni bond lengths in Ni-doped MoS2 polytypes, from

PBE+GD2. The lowest-energy intercalation and adatom structures are considered.

For 2H/3R tetrahedral intercalation, the 3 equivalent Ni-S bonds’ length is listed

first, followed by the 4th one (see Fig. 2.4).

The change in plane (a and b) was small (less than 2%) for all doping sites and

polytypes. However, the c-parameter out of plane decreases slightly in the 2H

and 3R phases in substitutional cases. In intercalations, the c-parameter was

reduced slightly, though perhaps not significantly (within error bars). This is

notable because intercalations are usually expected to increase the c-parameter

due to Van der Waals interaction with the intercalant [223, 18]. However, as we

previously showed, intercalated Ni forms covalent bonds [72], resulting in little

or no change in interlayer spacing on intercalation. We present an error bar in

c-parameters in Table 2.3 due to the insensitivity in total energy change in the

c-direction with weak Van der Waals interactions (not observed along the stronger-

bonded a- and b-directions). This error bar is calculated by parabolic fitting of

the total energy per MoS2 vs c and finding the range where the energy is within

0.01 eV of the minimum. As we lower the doping concentration, lattice parameters

necessarily converge towards the pristine value, as the effect of a single Ni atom is

diluted among pristine surroundings.

We have also analyzed the vertical displacement of atoms in an Mo or S plane.

We find rough planes in Mo substitution that could reduce the effective contact

area, resulting in a lower coefficient of friction. Fig. 2.6 shows the planes of Mo

atoms under Mo substitution by Ni in the 2H phase. The Mo plane containing

Ni has an uneven surface where the maximum displacement of an Ni atom is 0.24

Å and the maximum displacement of an Mo atom is 0.10 Å with respect to the

pristine plane, occurring mostly for nearest neighbors of Ni. The two S planes

sandwiching the substituted Mo plane also have uneven surfaces: S atoms near to



30

Ni were displaced up to 0.22 Å towards the Mo plane. In S substitution, only the

Ni atom was significantly displaced, while the shift was negligible for all atoms in

their respective planes. For all substituted structures, the planes of Mo and S in the

unsubstituted layer are smooth and have negligible displacements. Intercalations

also showed negligible displacements in Mo or S planes.

Figure 2.6: Vertical atomic displacements (from PBE+GD2) in a 4×4×1 supercell

of Mo-substituted 2H-MoS2, with planes shifted vertically to show changes clearly.

Blue arrows point to the plotted heights of the Mo planes. Center: height of atoms

with respect to pristine, indicated by green and purple dotted lines. Right: the

two S-planes sandwiching the Mo-plane containing Ni. Most changes in height are

observed close to the Ni-atom.

These structural results can be a guide to identifying the doping site in Ni-

doped MoS2. Small expansion or unaltered interlayer spacing, which can be de-

tected by X-ray diffraction [152] or atomic force microscopy measurements [121],

indicates the presence of intercalants. The contraction of interlayer spacing indi-

cates substitutional doping, consistent with recent experimental work on Ni-doped

MoS2: Mosconi et al. [152] found layer contraction in a sample believed to have

Mo substitution. Thin films made under an excess of sulfur [66], which favors Mo

substitution [72], were found to have a layer contraction increasing with Ni con-

centration, and also an increasing nanoscale roughness, consistent with our results.

Lieber and Kim [121] interpreted lack of change in the in-plane lattice in atomic

force microscopy (AFM) measurements of Ni-doped MoS2 as indicative of Mo sub-
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System c (2H) a (2H) c (3R) a (3R) a (1H)

Pristine 12.4 ± 0.1 3.19 18.5 ± 0.1 3.19 3.19

Mo subs. 12.3 ± 0.1 3.20 18.4 ± 0.1 3.20 3.21

S subs. 12.2 ± 0.1 3.17 18.3 ± 0.1 3.18 3.15

Intercal./ 12.5 ± 0.2 3.19 18.7 ± 0.2 3.20 3.20

adatom (tetrahed.) (Mo/S-atop tetrahed.) (Mo-atop)

Intercal./ 12.4 ± 0.2 3.19 18.5 ± 0.2 3.19 3.19

adatom (octahed.) (trigon. pyram.) (S-atop)

Table 2.3: The lattice parameters a and c (all in Å) from PBE+GD2 for different

polytypes and doping cases, in a 2 × 2 × 1 supercell. In all cases a = b. The lat-

tice parameters are expressed in terms of the conventional unit cell of the pristine

phases. See text for definition of c error bar. Only substitutional doping decreases

the c-parameter whereas the intercalations lie mostly within the error bar of pris-

tine and the mean values indicate little or no expansion along c. Monolayer 1H

does not have a c-parameter.
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stitution, but our results shows little change in a in any case. Instead, from our

results, we propose that Mo or S substitution can be distinguished by observing

contracted Ni-S bonds (Mo substitution) or elongated Mo-Ni bonds (S substitu-

tion) via transmission electron microscopy (TEM), scanning tunneling microscopy

(STM), or extended X-ray absorption fine structure (EXAFS). Thus, these results

may be useful to experimentalists to characterize the Ni location in MoS2.

2.5.3 Electronic properties

We studied the electronic properties to find observable signatures of the doping

site, as well as to identify effects of Ni-doping that may be useful for electronic

applications. When undoped, 1H is a direct-gap semiconductor, and 2H and 3R

are indirect-gap semiconductors [107, 35]. The density of states for pristine MoS2

polytypes is shown in Fig. 2.14. We find that Mo substitution makes bulk phases

(2H and 3R) metallic, as shown in Fig. 2.7 and Fig. 2.13. The partial density

of states (PDOS) reveals that such metallic character arises due to contributions

at the Fermi level from d orbitals of Mo and Ni and p orbitals from S – not from

Ni alone as one might expect. S substitution and intercalations in 2H and 3R

preserved the semiconducting gap. In the 1H monolayer, Mo substitution showed

a single in-gap state whereas S substitution showed two in-gap states at the band

edges as shown in Fig. 2.7(c)-(d). Adatom systems are semiconducting; S-atop

has a deep in-gap state, and Mo-atop and hollow have an in-gap state close to the

valence band (Fig. 2.12). These in-gap states are due to d-orbitals of Mo and Ni

and p-orbitals from S, as in 2H substitution. Zhao et al. [240] similarly reported

two in-gap states at the band edges for S-substituted 1H. All the adatom cases in

1H showed semiconducting behavior.

These results are relevant for possible applications: the in-gap states could be

useful for optoelectronic applications such as quantum emitters [167, 180]. The

metallic Mo-substituted 2H-MoS2 could be used as an electrode for electrochem-

ical energy storage devices, as semiconducting pristine 2H-MoS2 is not an ideal

electrode material [4] and attempts have been made to enhance electrical con-

ductivity by forming hybrid electrodes [37, 87]. The metallic nature for 3R also
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suggests suitability of Ni substituting Mo as an active site for catalysis, as is well

established for 2H [76]. The conductivity of Mo-substituted 2H- or 3R-MoS2 could

be identified by transport measurements or STM as a way of determining the dop-

ing site, in conjunction with the characteristic structural parameters mentioned in

the previous section. Indeed, a recent study [66] grew Ni-doped MoS2 under S-rich

conditions, which favors Mo substitution [72], and found decreasing resistivity with

Ni concentration, consistent with our results.

The oxidation state of Ni, as measured by X-ray photoelectron spectroscopy

(XPS), has been used to infer the location of doping by transition metals [206]

in MoS2. For example, XPS has found Ni0 and Ni2+ in Ni-doped 2H-MoS2 [109],

which could be assumed to represent intercalation and Mo substitution. The re-

lation between oxidation states and local charges in ab initio calculations is not

simple, but to investigate this issue, we first computed local charges on each atom

by Löwdin charges [139] (similar to an integration of the PDOS) and found only

small changes in local electron numbers for Mo and S in doped MoS2 compared

to pristine. In 2H, Ni has the most partial positive charge in Mo substitution

(+0.75e), followed by intercalations (+0.52e) and S substitution (+0.38e) as least

positive. We find only a small dependence on supercell sizes, and similar results

for 1H as for 2H, which does not suggest detectable differences in XPS. On the

other hand, we also tried the more advanced method of Sit et al. [186] for assign-

ing oxidation states based on d-orbital occupations from spin-polarized DFT+U

calculations, using U values of 5.5 eV for Ni [244] and 4 eV for Mo [221]. We found

an oxidation state of Ni4+ in Mo substitution at high Ni concentrations in 2H

(>16%), 3R (>11%), and 1H (>8%); lower concentrations showed Ni2+ in 1H, 2H,

and 3R. S substitution and intercalations/adatoms showed Ni2− in all polytypes.

By contrast, the oxidation state for Mo could not be unambiguously assigned in

this approach for either pristine or doped systems. These results indicate XPS can

help detect Ni-doping sites, and are consistent with the idea of Ni2+ for Mo sub-

stitution, though we find the unusual Ni2− for intercalation and adatoms instead

of Ni0 which has been previously expected. We compared DFT+U results for the

density of states and did not observe any significant differences with respect to
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results without U.

We also checked the presence of magnetic moments. While bulk Ni is ferro-

magnetic, the magnetism is itinerant, not localized on Ni, and therefore adding Ni

dopants does not typically cause magnetism. All Ni-doped 2H and 3R structures

are non-magnetic. Total magnetic moments per cell in Mo-substituted 1H were

3.99 µB for a 4×4×1 supercell, in accordance with a previous calculation [244], and

3.62 µB for a 3× 3× 1 supercell. No other doped 1H cases showed magnetization.
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(a) Mo substitution in 2H (2× 2× 1) (b) Partial density of states for (a)

(c) Mo substitution in 1H (4× 4× 1) (d) S substitution in 1H (4× 4× 1)

Figure 2.7: Density of states for doped 2H and 1H structures, from PBE+GD2.

The blue dotted curves in (a), (c), (d) are the pristine density of states. (b) shows

the partial density of states for 2H with Mo substitution. Around the Fermi level,

we find (a) metallic behavior, (c) one in-gap state, and (d) two in-gap states.

2.5.4 Layer dissociation energy

The layer dissociation energy is defined as the energy required to dissociate

MoS2 into separate layers, as used in the work of Mounet et al. [155] to identify

exfoliable compounds from a large database. We study the layer dissociation energy

to assess how interlayer interactions change with doping and gain insight into the
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likelihood of wear in solid lubrication. The layer dissociation energy for pristine

2H- and 3R-MoS2 is calculated as

∆Epristine = NE1H−pristine − Ebulk−pristine (2.3)

where ∆Epristine is the layer dissociation energy for pristine, N is the number of

layers in a bulk system, E1H−pristine is the energy of the monolayer of equivalent

size used in E1H−doped, and Ebulk−pristine is the energy of the undoped bulk system.

Similarly, the layer dissociation energy for the doped system is given by:

∆Edoped = E1H−doped + (N − 1)E1H−pristine − Ebulk−doped (2.4)

where E1H−doped is the energy of the doped monolayer of equivalent size and struc-

ture as used in E1H−pristine, and Ebulk−doped is the energy of the doped bulk system.

To illustrate this, consider the 2 × 2 × 2 supercell of 2H with Mo substitution by

Ni. Here, N = 4, Ebulk−pristine is the energy of 2× 2× 2 undoped MoS2 (Mo16S32),

E1H−pristine is the energy of 2 × 2 × 1 undoped 1H (Mo4S8), E1H−doped is the en-

ergy of Mo-substituted 2 × 2 × 1 1H (NiMo3S8), and Ebulk−doped is the energy of

Mo-substituted 2× 2× 2 2H (NiMo15S32). Given these quantities, we define a rel-

ative layer dissociation energy by ∆Erel = ∆Edoped−∆Epristine which accounts for

changes due to doping and is per Ni dopant atom since all our supercells contain

just one Ni atom. The absolute value of the layer dissociation energy in a supercell

can be much bigger than the pristine primitive cell’s, and so it is more convenient

to analyze this relative quantity.

In intercalation cases, we need to consider whether the dopant will remain

in place or relax to a more favorable site, as shown in left side of Fig. 2.3. For

example, 2H octahedral intercalation consists of two hollow sites with respect to the

two layers, and when the layers are dissociated, the dopant may remain as before

in the hollow of one layer (adiabatic case), or may relax to the most favorable

site, Mo-atop, depending on the thermal energy available to overcome any barrier.

∆Erel is always smaller with monolayer relaxation than in the adiabatic case. In

tetrahedral intercalation of 2H, Ni remaining on the layer with S-atop has higher

∆Erel than remaining on the layer with Mo-atop since Mo-atop in monolayer is
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more strongly bound (Section 2.5.1): the energy difference between Mo-atop and S-

atop in 1H is 1.68 eV and the average difference in ∆Erel in tetrahedral intercalation

for Mo-atop and S-atop is 1.70 eV. For comparison, our calculation shows the layer

dissociation energy is 0.15 eV per MoS2 unit in the layer (0.27 N m−1), which is

consistent with the result 0.22 N m−1 from experiment [202], and∼0.32 N m−1 from

a more accurate random-phase approximation calculation [21]. We have considered

the different doping cases and found that nearly all increase the binding energy in

both 2H and 3R, as shown in Fig. 2.8. We also considered higher Ni concentration,

i.e. Ni between each layer, and found that ∆Erel increased, even though doping

formation energy per Ni is similar.
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(a)

(b)

Figure 2.8: (a) Relative layer dissociation energy from PBE+GD2 in (a) 2H-MoS2

and (b) 3R-MoS2, for different doping sites and concentrations, showing a general

increase in interlayer binding. We consider both adiabatic and relaxed structures

of the doped monolayer.

The additional binding between layers is strongest with intercalation while

substitution has a lesser effect, consistent with Ni forming covalent bonds between

layers [72]. We note that by contrast intercalation with other metals is found
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to reduce interaction between layers, as inferred from Raman spectroscopy for

Li [182] and Ag [184]. In-plane supercell expansion generally increases ∆Erel,

suggesting bilayers will give similar results, whereas supercell expansion out of the

plane has little effect. Ni-doping strengthens the binding between layers which can

explain the experimental report of a reduced low wear rate in Ni-doped MoS2 [212]

compared to pristine. The lower wear rate is an important parameter leading to

longer life of MoS2 material for lubrication application [211]. We may expect a

similar trend in a related quantity, the work of adhesion, which is defined as the

energy needed to divide the material in two, whereas the layer dissociation energy

involves splitting apart all the layers. Pastewka et al. [162] have argued that a

larger work of adhesion increases contact area, which would be expected to increase

the coefficient of friction, though this may be offset by the increase in atomistic

roughness in doped layers.

Comparing tetrahedral intercalation (the most favorable structure for 2H and

3R), we see 3R has a higher layer dissociation energy in most cases, by 0.04 eV

on average. The two structures have similar structural changes around Ni and a

similar trend in doping formation energy. The doping formation energy and total

energy have only a small difference between 2H and 3R tetrahedral intercalation:

2H is favored by 0.020 eV in doping formation energy and 0.022 eV in total energy.

Insofar as the layer dissociation energy is determining the wear rate, we do not

expect significant differences in wear between these two phases. Layer sliding

simulations for bilayer MoS2 in 2H and 3R-type configurations found that under

load 3R has the less corrugated sliding path, both spatially and energetically,

suggesting better lubricant properties [117]. Based on this, Ni-doped 3R may

be an attractive target for further lubrication studies, with experimental tests of

coefficient of friction and wear.

2.6 Conclusion

In this work, we studied MoS2 and its different phases by doping with Ni. We

found that the most thermodynamically favorable sites for Ni-doping are Mo-atop
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Doping site Lattice in c–direction Bond length Band gap Ni oxidation state

Mo subs. Decreases Decreases (Ni-S) Metallic Ni2+, Ni4+

S subs. Decreases Increases (Ni-Mo) Semiconductor Ni2−

Intercal. No change/ small increase New bonds Semiconductor Ni2−

Table 2.4: Summary of experimentally observable structural and electronic signa-

tures of different Ni doping sites in bulk 2H- and 3R-MoS2. 1H is similar except:

c-parameter does not apply, and all sites give semiconductors with in-gap states.

adatom in 1H monolayer, tetrahedral intercalation in 2H bulk, and 2H-like interca-

lation (Mo/S-atop) in 3R bulk. To help guide experimental identification of these

sites and substitutional sites, we calculated structural and electronic signatures of

the different sites, summarized in Table 2.4. In bulk phases, irrespective of dop-

ing concentration, we found Ni bond length contraction for Mo substitution and

expansion in S substitution, vs. Mo-S bonds. The bulk lattice parameter out of

plane contracted at high concentration of substitutional Ni but was unaltered or

expanded for intercalation. The Mo-S bond lengths away from the dopant were

close to pristine, and lattice parameters converged to pristine at lower doping con-

centration indicating that Ni-doping has only a local effect. On the other hand, we

also found the possibility of a phase change from 2H to 3R with Mo or S substi-

tution. Mo substitution also induced atomic roughening of the Mo and S planes.

While most doped structures were semiconducting, we found that semiconducting

2H and 3R became metallic with Mo substitution by Ni, of interest for electro-

chemical or catalytic applications, whereas substitution and adatoms in 1H are

semiconducting with in-gap states of potential interest for quantum emitters. We

find oxidation states characteristic of doping site, which can be probed by XPS: Mo

substitution has Ni4+ or Ni2+, and S substitution, intercalations and adatoms have

Ni2−, for all polytypes. Lastly, we computed the layer dissociation energy where

doped MoS2 shows stronger binding between layers than pristine, particularly for

intercalations – in contrast to findings for other transition metals. In conclusion

we present local effects on bonding and structural changes, a possibility of phase

change, interesting electronic properties upon Ni-doping and finally strongly in-

creased interlayer interactions. This layer dissociation energy relates to improved
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lubrication performance lifetime (wear) for doped MoS2. Our results suggest that

the Ni-doped 3R polytype may not have significant differences in wear rate than

2H and we propose further exploration of the friction properties of 3R, along with

investigation of potential electronic and optical applications of Ni-doped MoS2.

Our structural and electronic results can be useful for identification of doping sites

in Ni-doped samples.
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Table 2.5: Doping formation energy (eV) from LDA for Mo substitution under

Mo-rich (S-rich) conditions.

Supercell 2H 3R 1H

1×1×1 2.76 (-0.30) 2.78 (-0.27) -

2×2×1 4.52 (1.46) 4.52 (1.47) 4.65 (1.71)

3×3×1 4.80 (1.74) 4.64 (1.59) 4.91 (1.97)

4×4×1 4.71 (1.65) 4.71 (1.66) 4.92 (1.98)

1×1×2 2.84 (-0.22) -
1×1×3 2.88 (-0.18) -
1×1×4 2.92 (-0.14) -
2×2×2 4.37 (1.31) -
2×2×3 4.38 (1.32) -
2×2×4 4.38 (1.32) -
3×3×2 4.78 (1.72) -
4×4×2 4.80 (1.74) -
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Table 2.6: Doping formation energy (eV) from LDA for S substitution under Mo-

rich (S-rich) conditions.

Supercell 2H 3R 1H

1×1×1 0.88 (2.41) 1.32 (2.85) 1.89 (3.36)

2×2×1 2.02 (3.55) 1.99 (3.52) 2.35 (3.82)

3×3×1 1.96 ( 3.49) 1.93 (3.46) 2.27 (3.74)

4×4×1 1.96 (3.49) 2.04 (3.57) 2.27 (3.74)

1×1×2 0.95 (2.48) -
1×1×3 0.99 (2.52) -
1×1×4 1.03 (2.56) -
2×2×2 1.90 (3.43) -
2×2×3 1.90 (3.43) -
2×2×4 1.90 (3.43) -
3×3×2 1.97 (3.50) -
4×4×2 1.97 (3.50) -
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Table 2.7: Doping formation energy (eV) from LDA per Ni for intercalations in

2H.

Supercell Tetrahedral Octahedral

1×1×1 0.28 1.26

2×2×1 0.18 1.19

3×3×1 0.18 1.27

4×4×1 0.20 1.29

1×1×2 0.26 1.01

1×1×3 0.26 1.05

1×1×4 0.26 1.07

2×2×2 0.19 1.21

2×2×3 0.19 1.21

2×2×4 0.19 1.22

3×3×2 0.18 1.28

4×4×2 0.19 1.28

(with 2 Ni)

1×1×1

0.25 -

(with 2 Ni)

2×2×1

0.17 -

Table 2.8: Doping formation energy (eV) from LDA in intercalations of 3R.

Supercell tetrahedral

Mo/S-atop

tetrahedral

Hollow/S-atop

pyramidal

Trigonal

1×1×1 0.34 0.85 -

2×2×1 0.22 0.80 0.75

3×3×1 0.23 0.81 0.75

4×4×1 0.25 0.82 0.75
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Table 2.9: Doping formation energy (eV) from LDA for adatoms on 1H.

Supercell Mo–atop S–atop Hollow

1×1×1 1.19 2.41 1.76

2×2×1 1.46 3.61 1.77

3×3×1 1.45 3.58 1.74

4×4×1 1.45 3.57 1.73

Table 2.10: Extrapolated doping formation energy (eV) from LDA, for the low-

concentration limit as a function of doping site and phase. Linear extrapolations

are from the smallest two calculated values of 1/V (Fig. 5), which may not be fully

converged in all cases. 3R has less sensitivity along the z-direction (due to larger

c-parameter) and convergence is achieved with flat slope (shown in Fig. S1). The

N ×N × 1 series is similar between 2H and 3R and hence we expect the same for

rest of the series. For monolayer 1H, we only have N ×N ×1 due to vacuum along

z-direction. Doping formation for substitutions is reported for Mo-rich (S-rich)

conditions.

a) 2H

Doping type N ×N × 2 N ×N × 1 2× 2×N 1× 1×N

Mo subs. 4.82 (1.76) 4.60 (1.54) 4.39 (1.33) 3.08 (0.02)

S subs. 1.98 (3.51) 1.98 (3.51) 2.12 (3.65) 1.15 (2.68)

Tetrahed. intercal. 0.21 0.22 0.37 0.28

Octahed. intercal. 1.29 1.32 1.23 1.12

b) 3R and 1H, all N ×N × 1

Doping type 3R Doping type 1H

Mo subs. 4.78 (1.73) Mo subs. 4.95 (2.01)

S subs. 2.16 (3.69) S subs. 2.28 (3.75)

Trigonal pyramidal 0.75 Mo-atop ad. 1.42

Mo/S-atop tetrahed. 0.28 S-atop ad. 3.55

Hollow/S-atop tetrahed. 0.83 Hollow ad. 1.70
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(a) (b)

(c)

Figure 2.9: Doping formation energy from LDA of 3R-MoS2: a) intercalations, b)

Mo substitution under Mo-rich and S-rich conditions (where it can be negative),

and c) S substitution under S-rich and Mo-rich conditions. Trigonal pyramidal for

high concentration (1× 1× 1 supercell) is not shown because it is unstable.
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(a) (b)

(c)

Figure 2.10: Doping formation energy from LDA of 1H-MoS2: a) adatoms, b) Mo

substitution under Mo-rich and S-rich conditions, and c) S substitution under S-

rich and Mo-rich conditions.
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(a) (b)

Figure 2.11: Phase diagrams from LDA for a) 1H and b) 3R polytypes, indicating

the stable doping site as a function of Mo and S chemical potentials, as in Ref. 17.

The pristine phase is stable in the triangle above and to the right of the dotted

line.
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(a) (b)

(c)

Figure 2.12: Electronic density of states from PBE+GD2 for 1H 4×4×1 structures

for a) Mo–atop, b) hollow site, and c) S–atop. A broadening of 0.001 eV was used

to show in-gap states.
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(a) (b)

(c)

Figure 2.13: Electronic density of states from PBE+GD2 for 3R 2×2×1 structures:

a) Mo/S-atop tetrahedral intercalation, b) Mo substitution, and c) S substitution.
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Figure 2.14: Electronic density of states from PBE+GD2 for pristine MoS2 poly-

types, per MoS2 unit. EF is taken as the mid-point of band gap in each case. A

broadening of 0.002 eV was used to distinctly show gaps for each case.



Chapter 3

Panoply of Ni-doping-induced

reconstructions, electronic phases,

and ferroelectricity in 1T-MoS2

This chapter has preprint version in arXiv:2107.07541v2.

3.1 Abstract

Monolayer 1T-MoS2 has a variety of different distorted phases with distinct

electronic properties, with potential applications in optoelectronics, catalysis, and

batteries. In this work, we theoretically investigate the use of Ni-doping to generate

distorted 1T phases, and find that it can generate the ones usually reported as

well as two further phases (3 × 3 and 4 × 4), depending on the concentration

and the substitutional or adatom doping site. Corresponding pristine phases are

stable after dopant removal, offering a potential route to experimental synthesis.

We find large ferroelectric polarizations in the pristine phases, associated with

vertical corrugation of S atoms. The 3 × 3 phase is particularly interesting with

100 times greater ferroelectric polarization than the recently measured 1T′′, a

lower energy, and a larger bandgap. Doped phases include exotic multiferroic

semimetals, ferromagnetic polar metals, and improper ferroelectrics with only in-

plane polarization switchable. The pristine phases have unusual multiple gaps in

52
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the conduction bands, with possible applications for intermediate band solar cells,

transparent conductors, and nonlinear optics.

3.2 Introduction

The crystal structure of MoS2 has several polymorphs – 2H and 3R in bulk,

and in monolayers 1H and 1T – which differ by coordination around Mo: 1H has

trigonal prismatic coordination in common with 2H and 3R, and 1T has octa-

hedral bonding. 1T is higher in energy, and so most studies of monolayer MoS2

have focused on the 1H phase. 2H-MoS2 has shown promise in lubrication, hy-

drodesulfurization, and optoelectronics. [148, 173, 131, 110] Theoretical and ex-

perimental work has shown that doping with Ni and other transition metals in 1H-

and 2H-MoS2 can improve catalytic reactivity [95, 77, 142], lubrication and slid-

ing [100, 211, 103, 73, 5] and gas sensing [141, 206]. 1T-MoS2 and its well-known

distortions to reconstructed phases [242] have recently been shown to have a va-

riety of exciting properties such as topological bands, [171] high nonlinear optical

susceptibility, [55] and ferroelectricity [126]. However, much less is known about

transition-metal doping in 1T-MoS2 (recently demonstrated experimentally with

Ni [216, 134]) and its potential for modulating structural and electronic properties,

in particular how it can interact with these distortions.

1T-MoS2 shows metallic behavior, uniquely among the polytypes of MoS2,

which are otherwise semiconducting. Applications of 1T-MoS2 have been explored

such as catalysis of the hydrogen evolution reaction [7], supercapacitors and bat-

teries [4, 63] and photocatalysis [44]. Theory [242, 62] and experiments show 1T is

unstable and instead is found in more stable distorted phases such as 1T′ (2× 1),

1T′′ (2×2), 1T′′′ (
√
3×
√
3),
√
3×1, or 2

√
3×2

√
3 [159, 188, 83]. (We will mostly

use the reconstruction notation Na × Nb for clarity.) These distorted 1T phases

show interesting properties: 1T′ has been calculated to be a topological insulator

[171], 1T′′′ has been predicted to be a 2D ferroelectric material [185] and a recent

experiment showed a superior hydrogen evolution reaction activity compared to

2H-MoS2 [74], and 1T′′ was recently demonstrated experimentally to be ferroelec-
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tric. [126] Moreover, the different stackings of bulk 1T′ has been found to result in

topological insulators or nodal-line semimetals, [75] indicating yet another degree

of freedom to explore in this family of materials.

Reconstructed 1T phases have been synthesized typically via intercalated alkali

metal ions in 2H-MoS2: Li intercalation and exfoliation leads to formation of 1T′

[48] and 1T′′ [47], and synthesis of KMoS2 and deintercalation of K leads to 1T′ and

1T′′′. [55] Calculations showed that adsorption of Li on 1H [102], Cu adsorption

on 2H [86], and charge doping of 2H [246] or 1T [31] can also lead to 1T′. Other

non-doping-related synthesis methods include laser writing on 2H to produce 1T′

regions [151], tensile strain on the corresponding 2H-MoTe2 to produce 1T′-MoTe2,

[191] and direct synthesis methods for 1T-MoS2 in vapor and liquid phases. [188]

The variety of 1T-derived phases of MoS2, the range of remarkable properties

they show, and the use of intercalation, adsorption, and charge doping for their

synthesis, together suggest the possibility of using other dopants to further explore

the potential phase space for 1T reconstructions, searching for novel properties as

well as ways to tune or optimize known properties of 1T phases.

In this paper, we perform systematic first-principles calculations to investigate

the effect of Ni-doping on 1T-MoS2 at various concentrations, including substitu-

tions for Mo and S as well as adsorption on different sites. We discover a variety of

different reconstructions induced by Ni-doping into 1T-MoS2, which in many cases

are retained even when the Ni atoms are removed or replaced, and include two

phases not previously reported. This panoply of phases is found to have unique

electronic, magnetic, and ferroelectric properties, thus showing that transition-

metal doping can be a computational – and perhaps synthetic – approach to pro-

duce interesting new reconstructed phases of 1T transition-metal dichalcogenides.

3.3 Methods

Our calculations use density functional theory (DFT) in the plane-wave pseu-

dopotential code Quantum ESPRESSO [67]. Further details are given in SI Sec.

1. We use the PBE exchange-correlation functional [164] and Grimme-D2 [71] van
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der Waals correction for consistency with bulk calculations (SI Sec. 2), except for

formation energies with respect to Mo and Ni, for which we use PBE alone. [72]

Polarization is calculated with the dipole correction method [19] out of plane, and

Berry-phase method [175] in plane. Phonon bandstructures to assess dynamical

stability were calculated by density-functional perturbation theory. [13] We work

with neutral systems, periodic in plane but separated by vacuum out of plane.

We consider the most probable sites for dopants in monolayer MoS2, including

substitutions and adatoms (same as in 1H [103]), as shown in Fig. 3.1. (While ad-

sorption may be considered a distinct process from doping, we classify it together

with substitution here due to its connection with bulk intercalation and potential

charge doping. [72]) The bridge adatom site relaxes to hollow and is not considered

further. We study 2 × 2, 3 × 3, and 4 × 4 supercells, each with one Ni dopant,

corresponding to different doping concentrations.
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Figure 3.1: Left: Different doping sites for Ni in 1T-MoS2, with definition of x and y

axes. Right: Example reconstructions for different doping sites and concentrations.

3.4 Results and discussion

3.4.1 Doping formation energy and comparison with 1H

We compare the thermodynamic favorability via the doping formation energy,

a function of the chemical potentials during growth [72] (SI Sec. 2). Our reference

is the most stable distorted phase, 1T′ (2 × 1), which is 0.26 eV per MoS2 unit

lower in energy than 1T. The doping formation energies for Mo or S substitution

and different adatom sites are shown in Fig. 3.2 and Figs. 3.7-3.8. Hollow is the

most favorable adatom site, [80] though Mo-atop is favored for 1H [103]. Although

these energies are positive, Ni doping is energetically favorable from undistorted
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1T in nearly all cases due to lowering of energy by reconstructions. Substitutional

doping formation energies are more favorable for 1T′ than 1H. [103] Doping lowers

energy differences between 1H and 1T compared to the pristine ∆E = 0.85 eV

per MoS2, but 1H remains favored (Fig. 3.9). Mo substitution at high concentra-

tion (8%) can bring the difference down to 0.23 eV per MoS2 unit. The T = 0

phase diagram as a function of chemical potential [72] (Fig. 3.10(a)) shows that

in equilibrium the hollow site is most compatible with stability of 1T or 1T′, but

Mo and S substitution are also accessible under some conditions. We note that

our previous work showed that Ni-doped MoS2 is always above the convex hull

at T = 0 compared to other compounds of Ni, Mo, and S. [72] Despite this ther-

modynamic unfavorability, abundant experimental evidence has been found of Ni

incorporation into 2H-MoS2 [109, 152], and more recently, 1T-MoS2. [216, 134]

Approaches can involve non-equilibrium conditions such as hydrothermal methods

for Mo substitution, or creation of sulfur vacancies that can be filled by transition

metals for S substitution. [127, 208]

(a) adatoms (b) substitutions

Figure 3.2: Doping formation energies in 4×4 supercells of 1T-MoS2, with respect

to 1T′ (2×1) [62]: a) adatoms, b) Mo and S substitution under Mo-rich and S-rich

conditions.
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3.4.2 Reconstructions

Doping is found to induce different reconstructions, with various patterns of

Mo-atom clustering depending on supercell size and doping scheme (Fig. 3.1). The

DFT relaxation trajectories show that the distortions are driven by bond length

changes when Ni is introduced to the structure, which not only break the symmetry

but also define the local geometry. Mo atoms whose bonds to S are stretched are

induced to cluster, which can in turn stretch other Mo-S bonds and induce further

clustering. As in 1H-MoS2 [103], we find Ni-S bonds in Mo-substitution are shorter

(2.25 Å) and Ni-Mo bonds in S-substitution are longer (2.51 Å), compared to Mo-S

bonds. In Mo substitution, Ni pulls S closer, weakening neighboring Mo-S bonds

and making the Mo atoms cluster. In S substitution, Ni pushes Mo farther away,

causing now-closer Mo atoms to cluster. In S-atop, Ni weakens bonds from that

S to Mo neighbors, causing clustering around Ni. In Mo-atop, Ni pulls S atoms

closer, causing clustering away from Ni of Mo atoms with stretched bonds. In

hollow, Ni pushes Mo away, causing clustering away from Ni.

Table 3.1: Different pristine reconstructions resulting after removal or replacement

of Ni atom in different supercells of Ni-doped 1T.

Doping type 2× 2 3× 3 4× 4

Mo subs. 2× 2 3× 3 4× 4

S subs. 2× 2
√
3×
√
3 4B 2× 2

Hollow 2× 2
√
3×
√
3 2B 2× 2

Mo-atop 2× 2 3× 3 2× 2

S-atop 2× 2
√
3×
√
3 2B 2× 2

We found that the doped structures can give rise to reconstructions even of the

pristine material: we reversed the doping by removing adatoms or restoring Mo

or S atoms to Ni-substituted sites, and relaxed the resulting structures, finding

stable distortions. This process of removal of adatoms is akin to the methods

used to synthesize 1T phases via Li or K atoms [128], and undoing Ni substitution

of Mo or S seems plausible via ion-exchange methods that have been used to
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interconvert different TMDs [30]. Therefore the route used in our calculations may

also constitute a viable method for experimental synthesis. Most of the structures

relaxed to previously known phases (2× 2 or
√
3×
√
3) [246, 159, 62, 242] while a

few reconstructions were not found in the literature (Table 3.1, Fig. 3.3). Note that

the supercell size constrains the possible reconstructions: e.g. 2× 2 can form only

from 2×2 or 4×4, and
√
3×
√
3 only from 3×3. We did not find 2×1 but include

it in further analysis for comparison. The properties of the pristine reconstructions

are shown in Table 3.2. Lattice parameters and Mo-Mo distances are consistent

with [246] We find there are two different
√
3×
√
3 structures, with the same C3v

symmetry (but different locations of the C3 axis) and all 3 Mo atoms equivalent at

the Wyckoff c positions. They have different numbers of bonds from Mo to other

Mo atoms, so we will distinguish them as 2B and 4B. The distinction between

these structures does not seem to have been appreciated previously:
√
3 ×
√
3

in [246] is 2B whereas in [55] it is 4B. The phases not previously reported are

obtained from 3× 3 and 4× 4 Mo substitution, and the energies are 0.24 eV and

0.15 eV per MoS2 lower than 1T, respectively. Note that 3 × 3 is more stable

than the experimentally established 2× 2. [126] The most stable structure seen is
√
3×
√
3 4B, which has been synthesized experimentally [55] with lattice parameter

a = b = 5.58 Å and Mo-Mo bond length 3.01 Å, close to our results of 5.61 Å and

3.02 Å. Space groups and point groups of the structures are given in Table 3.6. We

confirmed that similar results are obtained for the relative energies and structural

parameters using PBE+U [45] or the PBE0 hybrid functional [49, 6] (Table 3.7).

These structures are distorted out of plane as well: S atoms vary in their z-

height (Fig. 3.4), a symmetry-breaking which allows out-of-plane polarization.

There has been little attention in distorted 1T to this z-variation [246, 159, 242,

55, 185], and only recently has it been connected to polarization in the 2 × 2

structure. [126] The variations for 3×3 are largest, and as shown below, it has the

largest ferroelectric polarization. While the maximum displacements are similar

on the two sides, there is a net polarization because the patterns are different, and

there can be significant variation in dynamical charges among S atoms in 1T-MoS2

phases. [126, 33] In
√
3×
√
3 2B and 4B, the z-height of S atoms varies on one side
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Figure 3.3: Mo clustering for different reconstructions. S atoms are not shown, for

clarity. All Mo-Mo bonds shorter than 3.08 Å, twice the covalent radius of Mo,

[34] are shown. There are several inequivalent bond lengths in 3 × 3 and 4 × 4.

The red × in (e) and (f) denotes the location of the C3 axis.

and is constant on the other, whereas in all other structures, we find variations on

both sides. The pattern of z-variation in 2B and 4B is opposite: in 2B, lines of S

atoms consist of pairs closer to the Mo plane separated by an atom farther; whereas

in 4B there are pairs farther, separated by an atom closer. The variation on only

one side in
√
3×
√
3 is connected to the fact that these reconstructions only occur

from an adatom or S substitution, which breaks the symmetry between the sides,

but not from Mo substitution. We find Ni substituting S causes sites to move closer

to the Mo plane, and Ni on S-atop and Mo-atop sites moves S farther from Mo. Ni

on the hollow site moves some S atoms closer and some farther, on both sides. The

S atoms centered in Mo triangular clusters are always farthest from the Mo plane.

These vertical corrugations are consistent with previously calculated structures of
√
3×
√
3 4B in [55], 2×2 in [126], and

√
3×
√
3 2B (in plane [246] and out of plane

[245]). This surface non-uniformity could be interesting for surface chemistry or
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catalysis as it may tune reactivity: in 1T′ the reactivity for chemisorption is higher

for S atoms closer to the Mo plane. [168]

(a) 2× 1 (b) 2× 2 (c) 4× 4

(d) 3× 3 (e)
√
3×
√
3 2B (f)

√
3×
√
3 4B

Figure 3.4: Structures in side and top views, showing vertical corrugation of S

atoms. Orange and yellow colors are used to represent S atoms on the top and

bottom of the Mo-plane, respectively. Darker color indicates greater distance from

the Mo-plane. Blue and red dotted lines indicate directions along which S atoms

heights vary for top and bottom S atoms, respectively.
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a)

Structure a, b (Å) d (Å) ∆z (Å) ∆E (eV) Eg (eV)

1× 1 3.18 3.18 0, 0 0 0

2× 1 5.67, 3.18 2.78 0.39, 0.39 -0.26 0.02

2× 2 6.43 2.78 0.27, 0.25 -0.21 0.08

3× 3 9.70 2.93 0.47, 0.51 -0.24 0.71
√
3×
√
3 2B 5.64 2.84 0, 0.17 -0.19 0.59

√
3×
√
3 4B 5.61 3.02 0, 0.44 -0.26 0.83

4× 4 13.01 2.78 0.32, 0.31 -0.15 0.25

b)

Structure Bandgap (eV) ∆EVBM (eV) Nbands

0.46 1.63 2

1× 1 0.58 3.98 2

2× 1 0.30 4.81 8

0.19 0.81 2

2× 2 0.15 1.92 3

0.52 4.52 11

0.10 1.63 9

3× 3 0.42 4.72 27

0.83 1.20 3
√
3×
√
3 2B 0.22 2.54 3

0.73 4.40 6

0.22 1.70 3
√
3×
√
3 4B 0.38 4.89 9

4× 4 0.11 1.84 17

0.39 4.69 47

Table 3.2: Structure, energy, and DFT bandstructure properties of pristine recon-

structions of 1T.*

* a) Structure, energy, and gap; a, b are the lattice parameters (a = b in most

cases); d is the shortest Mo-Mo distance, characterizing clustering; ∆z gives the

range of vertical positions of S atoms, for each of the two sides; ∆E is the energy

difference per MoS2 with respect to undistorted 1T. b) Conduction-band gaps:

∆EVBM is the energy difference of the bottom of the gap from the valence band

maximum (VBM); Nbands is the number of bands from the previous gap up to

this gap.
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3.4.3 Dynamical Stability

The pristine reconstructions result from relaxation of a structure whose sym-

metry was broken by the presence of the Ni dopants, which indicates a minimum

level of stability. The dynamical stability of all reconstructions was further inves-

tigated by calculating phonon bandstructures, as shown in Fig. 3.5. We found

structures 2 × 1, 3 × 3, and
√
3 ×
√
3 4B to be dynamically stable. However, in

several cases instabilities were found – real in the case of
√
3×
√
3 2B and 3× 3,

but attributed to numerical issues [160] in the case of 2× 1, 2× 2 and 4× 4. The

instabilities were investigated by displacing the atomic coordinates in the direction

of the imaginary-frequency displacement eigenvectors scaled by 0.01 Å, and then

relaxing the atomic structure and lattice. [160] The higher-energy
√
3×
√
3 struc-

ture (2B) [246] was found to be unstable, with imaginary frequencies at Γ, M and

K. Relaxation after displacement by the imaginary mode at Γ yielded
√
3 ×
√
3

4B. We nonetheless retained
√
3 ×
√
3 2B structure in our data set due to inter-

esting properties such as a higher ferroelectric polarization (see below), and the

possibility that it might be stabilized by temperature, epitaxy, or other factors.

Our originally obtained 3 × 3 structure (Fig. 3.18), which is 0.08 eV lower in en-

ergy than undistorted 1T, proved to be unstable, and relaxation after displacement

led to the significantly more stable 3 × 3 structure analyzed in the text. In the

case of 2 × 2, we found a small imaginary frequency at Γ which corresponds to

a flexural mode (Fig. 3.19), notoriously difficult to calculate accurately in DFT.

[36] Relaxation after displacement returned to the original structure, showing that

the instability is a numerical artifact, which is consistent with the realization in

experiment of this phase. [126] 2×1 shows a similar flexural instability at Γ, which

we did not investigate further, since it is included here only for comparison to the

phases resulting from Ni-doping, and the existence of this 1T′ phase is well estab-

lished experimentally [48, 55, 151] and theoretically. [85, 246] For 4×4, relaxation

in a 2 × 1 supercell after displacement by imaginary modes corresponding to the

M point led back to the original structure, indicating no true instability. These

modes also have flexural character (Fig. 3.19). We conclude that the 2 × 2 and

4× 4 structures are indeed dynamically stable.
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(a) 2× 1 (b) 2× 2 (c) 4× 4

(d) 3× 3 (e)
√
3×
√
3 2B (f)

√
3×
√
3 4B

Figure 3.5: Phonon band structure of pristine reconstructed structures, in the

Brillouin zone of each structure’s primitive cell.

3.4.4 Electronic Structure

We found a variety of electronic structures in pristine and Ni-doped recon-

structions. For pristine phases, band gaps are shown in Table 3.2, density of states

(DOS) in Fig. 3.11, and band structures in Fig. 3.6. For Ni-doped phases, the

band gaps are in Table 3.4, DOS in Fig. 3.12 and bandstructures in Fig. 3.14.

The pristine 1T phase is metallic [107, 35], but becomes semiconducting with most

distortions due to a Jahn-Teller mechanism. [242] This occurred with doping in

most cases we considered; only Mo-substituted 2×2 and 3×3, S-substituted 4×4,

and S-atop 2× 2 and 4× 4 remained metallic. All of the pristine reconstructions

obtained from the doped ones are semiconducting, albeit with a very small gap in

2× 1, as in [85] We calculated the Z2 topological index of the pristine and doped

reconstructions using Z2Pack, [70, 189] but found them to be topologically triv-

ial, other than 2 × 1 [171]. We did however notice other unusual features in the
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bandstructures of the pristine phases: there are multiple gaps in the conduction

bands (Table 3.2(b), Fig. 3.6). Undistorted 1T has two conduction-band gaps

even though it is metallic (Fig. 3.13), and these gaps are preserved or increase in

number in distorted phases (except 2 × 1). DOS plots (Figs. 3.11-3.12) confirm

the presence of these gaps. We note that while in general the fundamental gap

is underestimated by PBE, other aspects of the bandstructure are typically well

estimated. We verified that PBE+U and spin-orbit coupling do not significantly

change the bandstructure (e.g. Fig. 3.16). In all calculated structures, a gap of

0.3–0.7 eV exists ∼ 5 eV above the VBM, between bands of mostly Mo d char-

acter below and Mo s character above. A similar gap ∼ 5 eV above the VBM is

found in ReS2 bilayers, between Re d and Re s bands, as probed by time–resolved

second harmonic generation. [40] Similar second gaps are reported in other metal

chalcogenides. [179, 118] However, the other gaps found in 1T are quite unusual,

and there does not seem to be a standard explanation for such gaps.
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(a) 2× 1 (b) 2× 2 (c) 4× 4

(d) 3× 3 (e)
√
3×
√
3 2B (f)

√
3×
√
3 4B

Figure 3.6: Band structure of pristine reconstructed structures, in the Brillouin

zone of each structure’s primitive cell. The colored stripes highlight the gaps, with

pink as the fundamental band gap, purple as a gap common to all structures due

to transition between Mo s and d-orbitals, and green for gaps in between those

two. The dotted line in a) shows the small band overlap at this energy.

The origin of these gaps is complex. The gaps are induced by perturbations

to the potential felt by the electrons at the reconstructed supercell periodicity,

as for mini-bands in superlattices, [156] with the perturbation provided by Mo

clustering. What explains the patterns in different structures? The gaps are not

due to a transition between different types of orbitals as they are within bands all

due to Mo d and S p-orbitals. We examined the wavefunctions of band complexes

between gaps, and we find some common patterns. Some gaps are transitions

between bands localized on clustered and non-clustered Mo orbitals. In
√
3×
√
3

2B and 4B, we see Hückel-type patterns of bonding, non-bonding, and anti-bonding

among d-orbitals in a band complex. We examined local symmetries of Mo atoms

for crystal field splitting (Table 3.6), and find mostly symmetry elements (C1, C2v)
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that break the degeneracy of dxz and dyz, and dx2−y2 and dxy. This breaking of

degeneracy contributes to gap openings, and some of the gaps are found to be

transitions between different crystal-field-split d-orbital shapes. We do not see

any clear correlation between the multiple gap patterns and the overall symmetry,

number of inequivalent Mo atoms, or symmetry of the Mo sublattice. In a tight-

binding picture, loss of symmetry can increase the variation of on-site energies; for

small hoppings (and bandwidths), this could open up gaps, but for large hoppings,

it could overlap bands and close gaps. We investigated the Löwdin charges on

Mo atoms and found significant variation (Fig. 3.17), which would correlate with

on-site energies, but there is no clear correlation of the charges with number or

magnitude of gaps. Ultimately we conclude that the gaps, and the number of bands

between them, are due to a complex interplay of reconstructed periodicity, Mo

cluster bonding, crystal-field splitting, and overall symmetry. Wannier-function-

based analysis [161] may shed further light on the mechanisms.

These multiple gaps could possible be utilized in intermediate band solar cells

(IBSCs) [136], a third-generation photovoltaic concept which can exceed the Shockley-

Queisser limit by allowing the voltage to be increased without losing absorption.

In IBSCs, electrons can be excited from the valence band across a first band gap

to an intermediate band (from which recombination is slow), and then excited

again across a second band gap. Whereas in a standard solar cell the single band

gap controls both the voltage and the absorption, here the resulting voltage is

related to the sum of the two band gaps. Such intermediate bands for solar cells

are typically due to dopants, [231, 28] which can however cause undesired scatter-

ing and recombination. In our case, however, we have multiple gaps even in the

pristine phases due to reconstruction. Ideally, an IBSC should have a partially

filled intermediate band, to facilitate electronic transitions, [135], which could be

obtained by electrostatic gating, or realized by some of the Ni-doped structures

(Fig. 3.14 (b,d)) that have metallic intermediate bands. Multiple gaps, in par-

ticular in the metallic cases or with gating, could also be applied for transparent

conducting materials (TCMs) [25] – in some successful TCMs, the bandstructure

has a partially filled conduction band, providing conductivity, with a large second
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gap above it, providing transparency. As with IBSCs, such bandstructures have

typically been provided by doping, but here could be realized in an undoped system

which may have better mobility. A final application is nonlinear optics, as studied

for ReS2, [40] since multiple gaps enable multiple simultaneous resonances for sum-

or difference-frequency generation. Phases studied here are noncentrosymmetric

and therefore have nonzero χ(2), as has been in shown for
√
3 ×
√
3 4B [55] and

2× 2 [126].

We find spontaneous polarization in the reconstructions. Pristine
√
3 ×
√
3

4B has been calculated to be ferroelectric with an equivalent bulk polarization of

0.18 µC/cm2 (using the S-S distance as the height along the z-direction) [185].

Recently the out-of-plane polarization for a bulk 2× 2 with layer height of 5.96 Å

was calculated [126] to be 0.04 µC/cm2 (we obtain 0.06 µC/cm2). We will focus on

the polarization per unit area as befitting a monolayer 2D material. We calculate

polarization magnitudes of: 2× 2, 4.06× 10−4 e/Å;
√
3×
√
3 4B, 7.18× 10−4 e/Å

(consistent with [185]);
√
3×
√
3 2B, 2.19× 10−3 e/Å (3× larger than 4B); 4× 4,

1.34×10−2 e/Å; and 3×3, 5.37×10−2 e/Å. The polarizations are in the−z direction

for our
√
3×
√
3 2B and

√
3×
√
3 4B structures, as in-plane polarization is forbidden

in C3v. There is in-plane polarization for 2×2 (Cs), 3×3 (C1) and 4×4 (C1), with

polarization vectors (3.45, 0, 2.15)× 10−4 e/Å, (380,−380,−1.76)× 10−4 e/Å, and

(126,−44.3,−3.07)×10−4 e/Å, respectively. These 3×3 and 4×4 structures’ polar-

izations are 132 and 33 times larger than 2× 2. Using the bulk 2× 2 layer height,

these correspond to bulk polarizations of ∼8 µC/cm2 and ∼2 µC/cm2 respec-

tively, only one order of magnitude smaller than standard ferroelectrics PbTiO3

(79 µC/cm2) and PbZrO3 (70 µC/cm2). [17] For comparison, 2 × 1 has zero

polarization due to C2h symmetry. We can make a simple estimate of ferroelec-

tric switching, considering coherent reversal via the (paraelectric) undistorted 1T

structure [17], and using the energy differences in Table 3.2. We obtain barriers of

0.03–0.09 eV/atom, comparable to PbTiO3 (∼0.01 eV/atom) and PbZrO3 (∼0.04

eV/atom). [17] Moreover, there could be a lower-energy switching pathway. Out-

of-plane polarization switching was recently observed in an experiment [126] for

the 2 × 2 structure, for which we estimate a barrier of 0.21 eV. Since all of the
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structures have similar or lower barriers, these results suggest the polarization is

switchable in those cases too. The experimental results suggest that monolayer fer-

roelectric properties can be retained when stacked into a multilayers, for potential

nanoelectronic devices.

To predict X-ray photoemission (XPS) on these structures, we characterize

the oxidation state of Ni via d-orbital occupations from spin-polarized DFT+U

calculations, [186] using U values of 5.5 eV for Ni [244] and 4 eV for Mo [221]. The

results were similar to other polytypes [103]: we found an oxidation state of Ni4+

in Mo substitution for all concentrations in 1T (as for high concentration for 1H,

2H, 3R). This result agrees with a conclusion from XPS for Mo substitution by Ni

in 1T-MoS2 [216]. Our S-substitution and adatom calculations showed Ni2− (as

for all 1H, 2H, and 3R concentrations).

We investigated magnetism in doped structures, given its presence in some

structures of doped 1H-MoS2 [221, 103]. We found 3 ferromagnetic cases and 1

antiferromagnetic case, with moments on the Ni site (Table 3.3, Table 3.5). We

estimated Curie temperatures with mean-field theory (SI Sec. 1), and find high TC
for the metals. Metals cannot have polarization in a periodic direction, but two of

these cases have out-of-plane polarization, making them ferromagnetic polar met-

als. [243] Note that 2× 2 was calculated and measured to be a polar metal as well

[126] but only in the bulk, not monolayers. We also have unusual ferromagnetic

and antiferromagnetic semimetals [238, 204], which have both out-of-plane and

in-plane polarization, making them (anti)ferromagnetic-ferroelectric multiferroics,

rarely reported in 2D. [61, 138] Polarization for all doped structures is in Table

3.4. The in-plane polarization is switchable via undistorted 1T where it is zero

by symmetry, with switching energies per atom comparable to the pristine phases,

and there could be other lower-barrier pathways. Doped structures (except for

Mo substitution) have out-of-plane polarization due mainly to Ni (with oxidation

state 2−, described above) rather than distortion, which therefore cannot be fea-

sibly switched. Mo substitution has switchable (though small) polarization since

the undistorted 1T is centrosymmetric. The other cases are an unusual kind of

improper ferroelectric controlled by in-plane distortion [157], where only the in-
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plane polarization (up to ∼ 10−3 e/Å) is switchable. We note this type is distinct

from recently reported ferroelectric doped 2D materials, which switch via interlayer

sliding rather than intralayer distortions. [199]

Doping type µ (µB) ∆Emag (meV) TC (K) Type Polarization (e/Å)

2× 2 S subs. 0.05 -0.19 19.6 semimetal (−1.06, 1.18,−3.06)× 10−3

4× 4 S subs. 0.78 -27.91 493 metal (0, 0,−6.60)× 10−4

2× 2 S-atop 0.30 -17.32 485 metal (0, 0,−1.14)× 10−2

3× 3 S-atop 0 [0.07] -0.09 - semimetal (6.08,−6.08,−49.3)× 10−4

Table 3.3: Magnetic doped structures.a
a Moment µ per Ni atom and energy difference ∆Emag per Ni atom of spin-polarized state vs.

the non-spin-polarized paramagnetic state. Moment in square brackets for 3× 3 S-atop is the

integrated absolute magnetization, indicating weak antiferromagnetism.

3.5 Conclusion

In conclusion, we found that Ni–doping 1T MoS2 induces a panoply of different

reconstructions with Mo clustering, due to the effect of Ni on neighboring bonds.

Removing or replacing the dopant and relaxing (and adding a small perturbation

in some cases) leads to pristine reconstructions are dynamically stable. These re-

sulting phases include not only the typically reported ones but also 3×3 and 4×4.

Two versions of
√
3 ×
√
3 with two and four Mo-Mo bonds are present initially,

but only the latter is dynamically stable. These structures show large ferroelectric

polarizations and low switching barriers. Most notably, compared to the exper-

imentally measured 2 × 2 [126], 3 × 3 has polarization higher by two orders of

magnitude, is more stable, and has a significantly larger band gap, which reduces

difficulties with charge leakage and conductivity. Most Ni-doped structures are

semiconductors but they also include unusual ferromagnetic polar metals, multi-

ferroic semimetals, and in-plane improper ferroelectrics. Pristine and doped phases

showed multiple gaps in the conduction bands, a phenomenon which has potential

application in intermediate band solar cells, transparent conducting materials, and

nonlinear optics. Our calculations suggest that Ni-doping of 1T-MoS2 (perhaps in-
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cluding intercalation) could be a way to synthesize a range of distorted pristine

phases, by removing or replacing dopants through methods such as dissolution or

evaporation of adatoms, or ion exchange for Mo or S substitution; or perhaps epi-

taxy on a Ni-doped monolayer. Such structures, including the potential analogues

involving other transition-metal dichalcogenides and transition-metal dopants, are

interesting for applications in electronics, optics, energy storage, and catalysis, and

may offer other intriguing properties.

Supplementary Information

Computational details, analysis of formation energies, full structural, electronic,

polarization, and magnetic properties of Ni-doped 1T MoS2, doping formation

energies as a function of concentration, bandstructures of doped, density of states

for doped and pristine, and further information on dynamical instabilities (PDF).

PBE+Grimme-D2 relaxed coordinates for Ni-doped 1T MoS2 and reconstructed

pristine 1T structures, in XCrySDen format (TAR.GZ).
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3.6 Supplementary Information

3.6.1 Computational Details

We use the methods of our previous work on 2H, [72] 1H, and 3R [103]: plane-

wave density functional theory (DFT) in Quantum ESPRESSO version 6.1 [68, 67].

We use the PBE exchange-correlation functional [164] with the semi-empirical

Grimme-D2 (GD2) [71] van der Waals correction (for consistency with bulk cal-

culations, though the effect is small for monolayers). However, for the doping

formation energy we used PBE only, which gives a better energy for the bulk

metals Ni and Mo which we need to compare to. [72] We used Optimized Norm-

Conserving Vanderbilt (ONCV) pseudopotentials [79, 178] from the SG15 set [3].

Kinetic energy cutoffs were 60 Ry. Just as a point of comparison, we calculated

formation energies also with the Perdew-Wang [165] local density approximation

(LDA) functional, with ONCV pseudopotentials from Pseudodojo [2] and a kinetic

energy cutoff of 80 Ry; the similarity of the results can be seen in Fig. 3.2(b).

Half-shifted 12× 12 k-point grids were used for pristine 1T, 6× 6× 4 for bulk 1T,

and sampling was decreased proportionately in each direction for supercells and

other reconstructions. Relaxation was performed with a force threshold 1.0× 10−4

Ry/bohr and stress threshold 0.1 kbar. Gaussian smearing of 0.05 eV was used for

metallic cases, and for calculations of magnetization. Density of states (DOS) was

calculated with broadening 0.02 eV and k-grids of 60 × 60 for 1 × 1, 45 × 45 for
√
3×
√
3, 40×40 for 2×2, 30×30 for 3×3, and 20×20 for the 4×4 structures and

supercells. Phonon calculations with density-functional perturbation theory [13]

used a self-consistency threshold of 10−16. We interpolated phonon bandstructures

based on a 2× 2 q-grid for all structures except 2× 1 where we used 2× 3.

We consider different doping concentrations via supercells with one Ni atom.

All systems are treated as neutral, as appropriate for neutral impurities or high

Ni concentration, and are ordered structures. A vacuum spacing of 15 Å between

monolayers is used to reduce spurious periodicity.

We found no significant effect of dipole corrections [19] on energies or structures.

However, for ferroelectric properties, we used the dipole correction in Quantum
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ESPRESSO to compute out-of-plane dipole moments. We used the Berry-phase

method for in-plane polarization, and found that it also gave a dipole moment in the

z-direction consistent with the dipole correction method. For Berry-phase method,

we used 20 k-points (nppstr=20) in the direction of k-point strings (gdir). The

in-plane polarizations are all reduced by the quantum of polarization [175] to the

value closest to zero.

We used non-spin-polarized calculations except for ferromagnetic bulk Ni, and

for investigating magnetic properties of doped MoS2. In that case, we checked

variable-cell relaxations with spin-polarized calculations. For some structures, a

spin-polarized calculation at the relaxed geometry from a non-spin-polarized cal-

culation showed non-zero magnetic moments, but these moments went to zero

after a spin-polarized variable-cell relaxation which lowered the energy. For the

structures found to be magnetic, our reported out-of-plane polarization and band-

structure are from spin-polarized calculations, but in-plane polarization is from

a non-spin-polarized calculation since Berry’s phase cannot work with smearing.

For S substitution 2× 2 and S atop 3× 3 with very small gaps, we used a smaller

smearing of 0.02 eV instead.

The
√
3×
√
3 2B and 4B pristine reconstructions obtained in the 3×3 supercell,

and 2 × 2 obtained in 4 × 4 supercell, are obtained by finding the primitive cell

from those supercells, with consistent results obtained from both Phonopy [209]

and the Bilbao Crystallographic Server [11, 10]. We find space groups and point

groups via Findsym [193].

We computed the oxidation state of Ni following the methodology suggested by

Sit et al. [186] for assigning oxidation states based on d-orbital occupations from

spin-polarized PBE+U calculations, using U values of 5.5 eV for Ni [244] and 4

eV for Mo [221]. The results were similar to other polytypes [103]: we found an

oxidation state of Ni4+ in Mo substitution for all concentrations in 1T (as for high

concentration for 1H, 2H, 3R). This result agrees with a conclusion from X-ray

photoemission for Mo substitution by Ni in 1T-MoS2 [134]. S-substitution and

adatoms showed Ni2− (as for all 1H, 2H, and 3R concentrations).

Curie temperatures are calculated from the data in Table 3.3 using mean-field
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theory [106] as

TC =
2zJS(S + 1)

3kB
(3.1)

where S = µ/2 based on g ≈ 2 for purely spin magnetic moments, and the number

of nearest neighbors z = 6 for hexagonal-based structures. From the Heisenberg

model

U = −2J
∑
<ij>

S⃗i · S⃗j, (3.2)

and the ferromagnetic/paramagnetic energy difference is

∆E = 2JzS2 (3.3)

so

J =
∆E

2zS2
=

1

3

∆E

µ2
. (3.4)

The topological properties were analyzed using the Z2Pack [70, 189] software

package. The Z2 invariant is calculated for the planes at kz = 0, with hybrid Wan-

nier charge centers calculated along kx and ky acting as a pumping parameter. We

used Wannier90 [153] as interface to Z2Pack. Our calculations confirmed Z2 = 1

for 2×1 as in a previous report [171], but other pristine structures are topologically

trivial (Z2 = 0).

3.6.2 Formation energy

The doping formation energy is given by

Eformation = Esystem −NEpristine − µNi + µremoved (3.5)

for substitution cases, and

Eformation = Esystem −NEpristine − µNi (3.6)

for adatom cases, where Esystem is the doped supercell energy, N is the number of

units in the supercell, Epristine is the pristine unit cell energy, and µNi and µremoved
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are the chemical potential of Ni and the removed Mo or S atom, respectively. µNi is

taken equal to the bulk Ni energy per atom, and for substitution cases, we consider

both the “Mo-rich” (µMo = EMo) and “S-rich” (µS = ES) conditions, where we use

calculations of the bulk phases of Mo and S [72], and the other species’ chemical

potential is given by equilibrium with 1T-MoS2.

We constructed the T = 0 phase diagram of the stable doping site as a function

of chemical potentials µMo and µS, for Ni-doped 1T, as we did previously for other

MoS2 polytypes [72, 103]. The phase diagram shown in Fig. 3.2 (a) allows us to

identify which doped structures can form in equilibrium and which are compatible

with stability of the corresponding pristine structure. The hollow adatom site

occupies most of the pristine stability region for 2×2 and 4×4, but Mo substitution

is also included. S substitution is not. For 3 × 3, hollow, Mo substitution, and

S substitution are all accessible. The stability triangle for 1T′ is slightly larger

due to its lower energy, but that does not change these conclusions. The phase

stability can shift at high temperatures, and doping sites can also be accessible out

of equilibrium.

Relative stability of different monolayer phases in MoS2 is compared in Fig.

3.2(b). 1T is the highest-energy monolayer phase, and 1H is more favorable than

1T by 0.85 eV per MoS2 unit, in agreement with previous literature [23]. For

comparison, we look also at 1T bulk, which has been synthesized experimentally

and showed superconductivity at 4 K [56]. Lattice parameters for 1T bulk are

a = b = 3.21 Å and c = 6.04 Å, close to the experimental results [56] a = b = 3.19

Å and c = 5.94 Å. The layer dissociation energy for 1T bulk is 0.20 eV per MoS2,

which is 0.05 eV more than 2H-MoS2 [103]. The most stable distorted phase is

1T′ (2 × 1), which is more stable than 1T bulk but less stable than 1H. For the

purpose of doping formation energy calculations, in Equations 3.5 and 3.6, we use

this most stable 1T′ for Epristine.

Figure 3.7 shows doping formation energy as a function of dopant concentration

expressed as inverse of area. Unlike Ni-doping in monolayer 1H [103], the graph

looks non-linear and does not show any sign of convergence to a low-doping limit.

This behavior is due to structural distortions and means that doping formation
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energy depends on the initial structural configurations. For example, in adatom

cases, more energy is required to dope Ni into 3 × 3 than others; likewise in S-

substitution, less energy is required to dope into 3 × 3 than others. The doping

formation energy for unrelaxed structures (Fig. 3.8) instead shows a more regular

trend, and convergence at low-doping in comparison to undistorted 1T.
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Table 3.4: Properties of doped 1T-MoS2. Doping formation energy per MoS2 unit

is in reference to distorted 1T′, under Mo-rich (S-rich) conditions which give the

same values for adatoms. Distortion energy per MoS2 unit (PBE+Grimme D2) is

the energy of relaxation from a doped undistorted 1T. Doped undistorted 1T has

Px = Py = 0 due to C3v symmetry mostly, and Pz = 0 also for Mo substitution

with D3d. Asterisks mark the magnetic structures (Table 3.3).

(Å)

a = b

Lattice

Energy (eV)

Formation

Doping

(eV)

Eg

bond (Å)

Mo–Mo

(e/Å)

(Px, Py), Pz

Polarization

(eV)

∆Edistort

Pz (e/Å)

Undistorted

1× 1

Mo subs. - - - - - - -

S subs. 2.92 0.36 (2.21) 0 2.92 0, −3.09× 10−3 0.45 −5.23× 10−3

Hollow 3.50 1.69 0.05 3.49 0, −4.28× 10−3 0.21 −3.46× 10−3

Mo atop 3.22 1.03 0.37 3.22 0, −3.11× 10−3 0.38 −2.63× 10−3

S atop 3.09 2.15 0 3.09 0, −6.24× 10−3 0.22 −9.06× 10−3

2× 2

Mo subs. 3.29 2.88 (1.95) 0 3.29 0, 0 0.19 0

S subs.* 3.20 1.19 (3.04) 0 2.79 0, −3.06× 10−3 0.26 −3.94× 10−3

Hollow 3.28 1.09 0.33 2.80 (1.44,−1.45)× 10−3, 0 0.47 −2.60× 10−3

Mo atop 3.24 1.15 0.07 2.82 0, −5.28× 10−3 0.26 −5.18× 10−3

S atop* 3.22 3.30 0 2.82 0, −1.14× 10−2 0.25 −6.41× 10−3

3× 3

Mo subs. 3.23 2.14 (1.22) 0 2.76, 2.99 0, −7.96× 10−5 0.29 0

S subs. 3.21 0.42 (2.27) 0.64 2.98, 3.01 0, −5.28× 10−4 0.29 −1.58× 10−3

Hollow 3.28 1.84 0.35 2.84, 2.89 0, −3.80× 10−3 0.28 −1.24× 10−3

Mo atop 3.27 2.61 0.28 2.94, 3.02 0, −2.43× 10−3 0.09 −2.57× 10−3

S atop* 3.25 3.72 0.06 2.83, 2.87 0, −4.93× 10−3 0.16 −5.63× 10−3

4× 4

Mo subs. 3.24 2.50 (1.58) 0.23 2.76 (1.17,−1.17)× 10−3, 0 0.25 0

S subs.* 3.22 1.81 (3.66) 0 2.78, 2.82 0, −6.60× 10−4 0.18 −8.05× 10−4

Hollow 3.23 1.39 0.06 2.78 (−2.56, 2.58)× 10−5, 0 0.37 −3.71× 10−4

Mo atop 3.22 1.72 0.06 2.82 (1.47,−1.45)× 10−5, 0 0.21 −1.31× 10−3

S atop 3.24 2.58 0 2.79 0, −4.40× 10−4 0.20 −4.08× 10−4
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Table 3.5: Magnetism in Ni-doped 1T-MoS2: net (and absolute) magnetization µ

(in µB) for the ground state, and energy difference ∆E (meV) of spin-polarized

state vs. the non-spin-polarized paramagnetic state. µ and ∆E are per supercell,

each with one Ni atom. The magnetic moment of Ni, where nonzero, is given in

square brackets.

Doping type
1× 1 2× 2

µ net (abs.) [Ni] ∆E µ net (abs.) [Ni] ∆E

Mo subs. - - 0 (0) -0.08

S subs. 0 (0) -0.02 0.05 (0.10) [0.07] -0.19

Hollow 0 (0) -0.02 0 (0) -0.08

Mo-atop 0 (0) -0.02 0 (0) -0.09

S-atop 0 (0) -0.02 0.30 (0.42) [0.32] -17.32

Doping type
3× 3 4× 4

µ net (abs.) [Ni] ∆E µ net (abs.) [Ni] ∆E

Mo subs. 0 (0) -0.17 0 (0) -0.30

S subs. 0 (0) -0.10 0.78 (1.03) [0.56] -27.91

Hollow 0 (0) -0.17 0 (0) -0.30

Mo-atop 0 (0) -0.19 0 (0) -0.31

S-atop 0.00 (0.07) [0.03] -0.09 0 (0) -0.30
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Table 3.6: Symmetry analysis for pristine structures: overall (space group and

point group), local symmetry of each Mo with its nearest S (point group), overall

symmetry of just the Mo atoms (space group and point group), and local symmetry

of each Mo with its Mo neighbors. For local symmetry, the number of Mo atoms

in the cell with each point group is indicated.

Structure Overall Mo and S neighbors All Mo Mo and Mo neighbors

2× 1 P21/m, C2h 2×Cs P21/m, C2h 2×Cs

2× 2 Cm, Cs 4×Cs Cm, Cs 1×Cs

3×C1

3× 3 P1, C1 3×Cs

6×C1

Cm, Cs 3×Cs

6×C1

√
3×
√
3 2B P31m, C3v 3×Cs P62m, D3h 3×C2v

√
3×
√
3 4B P31m, C3v 3×Cs P62m, D3h 3×C2v

4× 4 P1, C1 16×C1 P1, C1 16×C1

Table 3.7: Comparison of energies between PBE (as in main text), PBE+U , and

the hybrid functional PBE0. [49, 6] Here, a, b are the lattice parameters (a = b in

most cases); d is the shortest Mo-Mo distance, characterizing clustering, and ∆E

is the energy difference per MoS2 with undistorted 1T in each case. The a, b for

PBE0 functional were fixed to those of PBE.

Structure
PBE PBE +U PBE0

∆E a, b (Å) d ∆E a, b (Å) d ∆E d

1× 1 0 3.18 3.18 0 3.13 3.18 0 3.18

2× 1 -0.26 5.67, 3.18 2.78 -0.27 5.59, 3.14 2.73 -0.25 2.79

2× 2 -0.21 6.43 2.78 -0.19 6.32 2.78 -0.18 2.78

3× 3 -0.24 9.70 2.93 -0.24 9.55 2.88 -0.22 2.95
√
3×
√
3 2B -0.19 5.64 2.84 -0.22 5.57 2.80 -0.20 2.83

√
3×
√
3 4B -0.26 5.61 3.02 -0.26 5.52 2.97 -0.24 3.05

4× 4 -0.15 13.01 2.78 -0.18 12.81 2.74 -0.13 2.77
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Table 3.8: Symmetry analysis for doped structures: (space group and point group).

Supercell Mo subs. S subs. Hollow Mo atop S atop

1× 1 - P3m1, C3v P3m1, C3v P3m1, C3v P3m1, C3v

2× 2 Cm,Cs P3m1, C3v Cm,Cs P3m1, C3v P3m1, C3v

3× 3 P3m1, C3v P3m1, C3v P3m1, C3v P3m1, C3v P3m1, C3v

4× 4 Cm,Cs P3m1, C3v Cm,Cs Cm,Cs P3m1, C3v

(a) adatoms (b) Mo substitution

(c) S substitution

Figure 3.7: Doping formation energies of 1T-MoS2, vs. concentration: a) adatoms,

b) Mo substitution under Mo-rich and S-rich conditions, and c) S substitution

under S-rich and Mo-rich conditions. Irregular trends are due to reconstructions,

unlike in Fig. 3.8. There is no 1× 1 Mo-substituted structure as it would be NiS2

which adopts a different structure.
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(a) adatoms (b) Mo substitution

(c) S substitution

Figure 3.8: Unrelaxed doping formation energies of 1T-MoS2, where the lattice

and Mo and S coordinates are fixed as those of pristine 1T, with comparison to

distorted 1T′ or undistorted pristine 1T: a) adatoms, b) Mo substitution under

Mo-rich and S-rich conditions, and c) S substitution.
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Figure 3.9: Energy difference (1T-1H) per MoS2 for doped and undoped monolayers

with 4× 4× 1 supercell. Here, pristine is the most stable distorted 1T (1T′). The

lower total energy for 1H indicates formation of 1H phase is more likely given

isolated Mo, Ni and S atoms.

(a) phase diagram (b) formation energy

Figure 3.10: a) Phase diagrams for 1T indicating the stable doping site as a func-

tion of Mo and S chemical potentials, as in [72] The pristine phase is stable in the

triangle above and to the right of the dotted line. b) Formation energy of MoS2

polytypes, with respect to 2H. [103]
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(a) 1× 1 (b) 2× 1 (c) 2× 2

(d)
√
3×
√
3 2B (e)

√
3×
√
3 4B (f) 3× 3

(g) 4× 4 (h) 3× 3 (unstable)

Figure 3.11: Density of states (DOS) showing gaps in higher conduction bands for

pristine (a) 1× 1, (b) 2× 1, (c) 2× 2, (d)
√
3×
√
3 2B, (e)

√
3×
√
3 4B, (f) 3× 3,

(g) 4× 4, and (h) unstable 3× 3 1T.
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(a) (b)

Figure 3.12: Density of states for 1T 4×4×1 structures, comparing doped struc-

tures with undistorted pristine 1T.

Figure 3.13: Band structure of metallic undistorted 1T (1×1) showing gaps among

conduction bands: purple for a gap common to all structures due to transition

between Mo s and d-orbitals, and green for other gaps above the fundamental gap.
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(a) Mo subs. 2× 2 (b) Mo subs. 3× 3

(c) S subs. 2× 2 (d) S atop 3× 3

Figure 3.14: Bandstructures of Ni-doped 1T MoS2 structures showing any mag-

netism. For metallic cases (Mo substitution 2× 2 and 3× 3, S substitution 2× 2),

energies are plotted with respect to the Fermi energy. As in pristine cases, we find

multiple gaps even in case of metals. As in main text, colored stripes highlight

the gaps, with pink as the fundamental band gap, purple as a gap common to all

structures due to transition between Mo s and d-orbitals, and green for gaps in

between those two. Detail of (c) in Fig. 3.15.
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Figure 3.15: Detail of band structure of S substitution 2×2 (Fig. 3.14 (c)), showing

a semimetallic nature with a very small gap and a small band crossing of one spin

at the Fermi level.
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(a) (b)

Figure 3.16: Bandstructure comparison for
√
3×
√
3 2B, with and without a) U [5.5

eV for Ni [244] and 4 eV for Mo [221]], and b) spin-orbit coupling. Bandstructure

differences are small.
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Figure 3.17: Distribution of Löwdin charges on each Mo in different pristine struc-

tures, showing partial charges of +0.3e to +0.6e. The ionic charge is Z=14 for

this pseudopotential.
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(a) Mo clustering (b) Phonon bandstructure

Figure 3.18: The pristine 3×3 unstable reconstruction: (a) Mo-clustering, and (b)

phonon dispersion showing imaginary frequencies at Γ and nearby, in the Brillouin

zone of its primitive cell.

(a) (b)

Figure 3.19: Displacement patterns of flexural modes for a) 2 × 2 structure at Γ

point and b) 4× 4 structure at M point.



Chapter 4

Low-energy nine-layer rhombohedral

stacking of transition metal

dichalcogenides

4.1 Abstract

Transition-metal dichalcogenides (TMDs) show unique physical, optical, and

electronic properties. The known phases of TMDs are 2H and 3R in bulk form, 1T

and associated reconstructions, and 1H in monolayer form. This paper reports a

hypothetical phase, 9R, that may exist in TMDs meeting both dynamical stability

and elastic stability criteria. 9R phase has a similar space group to 3R i.e. trigonal

R3m and has 9 layers in a conventional unit cell. Here, we calculate the electronic,

elastic, piezoelectric, and Raman signatures of 9R and compare them with the 2H

and 3R phases in TMDs. 9R has similar properties as 3R but shows distinctive

Raman peaks in the low-frequency regime, improved piezoelectric properties, and

unique band splitting arising from layer coupling at the conduction band minimum.

These distinct properties make 9R an attractive candidate for applications in the

fields of piezotronics and valleytronics devices.

90
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4.2 Introduction

Transition-metal dichalcogenides (TMDs) have emerged as a class of attractive

two-dimensional materials and have attracted significant attention in the fields of

condensed matter physics and nanotechnology. TMDs exhibit a layer structure

consisting of transition metal atoms, usually in groups 4 to 7, sandwiched between

Chalcogen atoms such as Sulfur, Selenium, or Tellurium. The different atomic ar-

rangements and reduced dimensions of TMDs produce a wealth of unique electronic

[20], optical [145] and mechanical properties [229], attracting considerable inter-

est in their fundamental research and potential technological applications. Due to

their adjustable band gaps [144], strong spin-orbit couplings [52], and high carrier

mobility [101], TMDs have proved promising capabilities in the fields of optical,

electronics, catalysis, and energy storage. In recent years, significant progress has

been made in synthesizing and characterizing TMD monolayers and heterostruc-

tures, revealing new phenomena and enabling the engineering of multifunctional

devices [169, 15]. Research in this field is ongoing, and the characterization of

complex TMD behaviors and their unique characteristics has a profound impact

on the development of next-generation electronic and photonic technologies.

Furthermore, to add the prospect, TMDs come in different phases i.e. mono-

layer and bulk offering further interesting properties. For example, in MoS2, mono-

layer 1T is metallic while monolayer 1H is semiconducting with a direct gap [104];

and 2H and 3R are bulk phases that differ by stacking (sliding followed by ro-

tation) but are similar in energetics and electronic bandstructure with indirect

band-gap from theoretical calculation [103], yet 2H is centrosymmetric while 3R is

noncentrosymmetric offering different applications such as piezoelectricity and sec-

ond harmonic generation [194]. Given the importance of other phases might bring

new insight into the application, it is important to look for other polymorphs. In

this paper, we report a nine-layer phase belonging to R3m space group and because

of this, we call 9R, as per Ramsdell notation, hereafter as a potential new phase

of TMDs. The 9R phase is a known phase for other compounds like SiC [224]

but not reported for TMDs. A literature investigated hypothetical polytypes of

MoS2 based on a random searching method using density function theory reported
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several stable and unstable polymorphs of MoS2 but did not report the nine-layer

phase. [27] In that paper, an unstable 6R phase is reported.

In this paper, we propose the stability of the nine-layer phase in 6 TMDs,

namely MoS2, MoSe2, MoTe2, WS2, WSe2, and WTe2 meeting the criteria of dy-

namical stability and Elastic stability. We then discuss the unique signatures in

Raman, SHG and diffraction patterns for the new phase and explore some prop-

erties, like piezoelectricity and spin-orbit splitting of bands. Finally, we suggest

possible experiments that would allow us to synthesize the new phase.

4.3 Methodology

Our calculations use plane-wave density functional theory (DFT) implemented

in the code Quantum ESPRESSO, version 7.1 [68, 67]. We used the Perdew-Burke-

Ernzerhof (PBE) generalized gradient approximation [164] for structural analysis

and electronic bandstructure, and local density approximation (LDA) functional

[165] for Raman, elastic and peizoelectric properties. With PBE, we used the

semi-empirical Grimme-D2 (GD2) [71] Van der Waals correction to the total en-

ergy, which gives lattice parameters and other properties considerably closer to

experimental results [163, 72]. Calculation with LDA has also been shown to give

accurate lattice parameters [72]. We used Optimized Norm-Conserving Vanderbilt

pseudopotentials [79] and fully relativistic pseudopotential set for spin-orbit calcu-

lation from Pseudodojo set [2]. Kinetic energy cutoffs of 952 eV (70 Ry) for PBE

and 1224 eV (90 Ry) for LDA were used. Half-shifted k-point grids of 6 × 6 × 2

were chosen to converge the total energies within 0.001 eV/atom for 2H, 3R and

9R. Atomic coordinates were relaxed using a force threshold of 10−4 Ry/bohr and

the stresses were relaxed below 0.1 kbar. For calculating the piezoelectricity, we

used the Berry-phase method [175] for calculation of polarization, where we used

30 k-points (nppstr=30) in the direction of k-point strings (gdir).
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4.4 Results

4.4.1 Structure, energetics, and stability

The structure of the 9R phase has the same space group of 3R i.e.R3m contain-

ing nine layers with 27 atoms in a conventional unit cell. The stacking sequence of

the structure is bAb cBc bAb aCa bAb aCa cBc aCa cBc, where small letter rep-

resents the transition metal and capital letter represents the chalcogens as shown

in Figure 4.1. The details of the lattice parameters comparison are shown in Table

4.1. The conventional unit cell of 9R has a = b ̸= c and α = β = 90°and γ = 120°.

Also, note that there exists a primitive unit cell for 9R phase with 9 atoms per

unit cell. In the primitive cell, a = b = c and α = β = γ ̸= 90°.

TMDs
a = b c Layer spacing

2H 3R 9R 2H 3R 9R 2H 3R 9R

MoS2 3.18 3.19 3.19 12.36 18.47 55.42 6.18 6.16 6.16

MoSe2 3.24 3.25 3.25 12.18 18.06 54.20 6.09 6.02 6.02

MoTe2 3.52 3.53 3.53 13.96 20.95 62.87 6.98 6.97 6.97

WS2 3.18 3.18 3.18 12.14 18.14 54.43 6.08 6.04 6.05

WSe2 3.24 3.26 3.26 12.04 17.86 53.61 6.02 5.95 5.95

WTe2 3.56 3.56 3.56 13.78 20.68 62.07 6.89 6.89 6.90

Table 4.1: Lattice parameters comparison in 2H, 3R and 9R phase in a conventional

unit cell for 3R and 9R using PBE+GD2. All units are in Å.
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Figure 4.1: Structure comparison in 2H, 3R and 9R phase. The dotted red, blue

and green lines corresponds to A, B and C alphabets and transition metal layer is

represented by capital letters and sandwiching chalcogens are represented by small

letters.

Table 4.2 shows the energy difference between the 2H, 3R, and 9R phases in 6

TMDs with PBE+ GD2 and LDA. We see that the energy difference between 3R
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and 9R phase is very small.

Table 4.2: Energy difference between 2H, 3R and 9R phases (meV). Here the energy

of 3R is set to zero, so more the negative value, the more the phase is favorable. 2H

phase is most favorable and 9R is least favorable phase, except in LDA calculation

in MoTe2, where 9R has lower energy than 3R.

Structure
PBE+GD2 LDA

∆2H−3R ∆3R−9R ∆2H−3R ∆3R−9R

MoS2 -0.11 0.11 -0.97 0.31

MoSe2 -8.61 0.03 -4.72 0.34

MoTe2 -12.4 0.45 -17.1 -1.11

WS2 -0.83 0.21 -4.70 0.23

WSe2 -5.57 0.33 -8.62 0.24

WTe2 -15.6 0.60 -21.3 0.47

Dynamical stability

We tested the dynamical stability of the material by computing the phonon

dispersion and found no imaginary frequencies in the dispersion for all TMDs.

The presence of non-negative frequency modes corresponds to the structure being

stable and at local minimum in the potential energy surface. So, under small

perturbation, the structure can be retained after relaxation. Figure 4.2 shows the

phonon bandstructure of 9R TMDs in the in-plane and out-plane of the hexagonal

Brillouin zone. For comparison, we also calculated the phonon bandstructure of

3R TMDs and results are similar and is shown in Supplementary Information (Fig

4.9).
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(a) MoS2 (b) MoSe2 (c) MoTe2

(d) WS2 (e) WSe2 (f) WTe2

Figure 4.2: Calculated phonon bandstructure of 9R TMDs both in the in-plane

and out-plane of the Brillouin zone.

Elastic stability

The crystal structure is stable in the presence of external loads within the

harmonic approximation limit if and only if both the dynamical stability and elastic

stability criteria are satisfied. In the previous section, we discussed the stability

based on positive phonon frequencies across the Brillouin zone. The paper by

[154] describes the necessary and sufficient elastic criteria based on different crystal

system. Based on it, the necessary and sufficient elastic criteria for Rhombohedral

class of crystals must satisfy:

C11 > |C12|, C44 > 0,

C2
13 <

1
2
C33(C11 + C12),

C2
14 <

1
2
C44(C11 − C12)

(4.1)

Based on Table 4.3, we can see that all elastic criteria as shown in Equation

4.1 are satisfied for 9R. Many elastic constants of 2H- and 3R- in those TMDs are
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Table 4.3: Elastic coefficients (in GPa).

Phase C11 C12 C13 C14 C33 C44

2H 240 57 10 0 53 17

MoS2 3R 242 60 15 4 45 19

9R 242 60 16 1 46 18

2H 194 44 13 0 52 17

MoSe2 3R 194 46 17 4 45 17

9R 194 46 18 1 46 17

2H 138 32 14 0 52 23

MoTe2 3R 138 35 18 3 42 18

9R 137 34 18 1 42 17

2H 261 55 10 0 52 22

WS2 3R 262 57 14 4 44 21

9R 262 57 15 1 45 16

2H 210 40 12 0 52 25

WSe2 3R 209 42 16 4 44 17

9R 208 40 16 1 44 15

2H 147 25 13 0 52 23

WTe2 3R 146 28 17 3 42 17

9R 145 27 16 1 42 16
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not reported. Some of them we found agree well with experimental or theoretical

works. For example, 2H- MoS2 agrees well with the experiment [57] and DFT works

[232]. Similarly, the elastic tensor of 3R-MoS2 agrees well with the theoretical work

[194]. Furthermore, the elastic tensor of 2H-phase of MoSe2 agrees well with the

experiment [12].

4.4.2 Raman characterization of TMDs

We conducted a comprehensive characterization of the Raman spectra for all

bulk phases across six different TMDs. Figure 4.4 presents the calculated Raman

spectra for these TMDs in all bulk phases, and detailed information regarding peak

positions and the corresponding mode characteristics can be found in Table 4.4.

Notably, both the 2H and 9R phases exhibit a distinct peak in the low-frequency

regime (below 50 cm−1), which is notably absent in the 3R phase. Conversely, both

the 3R and 9R phases feature a high-frequency peak, with the specific frequency

varying depending on the type of TMD. This high-frequency peak is not observed

in the 2H phase. Based on these observations, we propose that it is possible to dis-

tinguish between the 9R, 3R, and 2H phases in Raman experiments by comparing

the Raman shifts at both the low- and high-frequency regimes. In the majority of

cases, the Raman active modes in the 2H, 3R, and 9R phases exhibit similar vibra-

tion patterns. At the low-frequency regime, we observe layer vibrations in opposite

directions in both the 2H and 9R phases as shown in 4.3. In the mid-frequency

range, the Raman active modes are dominated by D (Dichalcogenides) vibrations,

which occur either in-plane in parallel and anti-parallel directions or out-of-plane.

The widest Raman active regime is characterized by TM (Transition Metal) and

D atoms vibrating in opposite directions out-of-plane in 3R and 9R (see Fig. 4.3).

These shared vibration patterns provide valuable insights into the structural and

vibrational characteristics of these phases.
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Figure 4.3: Modes of vibration in low and high Raman active modes. Here, tran-

sition metal is shown in grey and chalcogens are shown in yellow. The boxes

represent primitive (2H and 9R) and a conventional cell (3R). Farthest Raman

modes varies depending on material but this mode corresponds to the rightmost

Raman active mode in Fig. 4.4.

Additionally, the 9R phase, which shares the lack of inversion symmetry with

the 3R phase, should, in principle, exhibit second-harmonic generation (SHG).

On the other hand, the 2H phase lacks this property. In experiments, researchers

have often relied on SHG to differentiate between the 2H and 3R phases, as shown

in [78]. However, we argue that SHG alone may not be sufficient to distinguish

between 2H and 3R, especially given the existence of the 9R phase. Instead, we

suggest that SHG can help rule out the 2H phase, while Raman spectroscopy can

provide confirmation between the 3R and 9R phases, particularly by examining the

low-frequency Raman peaks. To facilitate experimentalists working with SHG, we

have provided two significant ratios for distinguishing between the 3R and 9R

phases, as outlined in Table 4.5. Specifically, we have found that the χ(2)
zzz ratio is

approximately twice as large in the 3R phase compared to the 9R phase. However,
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the ratio of χ(2)
yyy varies, with the 3R phase exhibiting greater SHG intensity for the

Mo family and the 9R phase displaying higher SHG intensity for the W family.

This insight can guide SHG experiments in determining the intensity ratio between

the 3R and 9R phases. The exact tensor of χ(2) for C3v point group is given by

[94]:

←→χ (2) =




0 −χ222 χ131

−χ222 0 0

χ113 0 0



−χ222 0 0

0 χ222 χ131

0 χ113 0



χ311 0 0

0 χ311 0

0 0 χ333





(4.2)

TMDs 2H 3R 9R

MoS2

36.58 (E2g), 291.3 (E1g), 292.2 (E), 389.1 (E), 30.3 (E), 292.1 (E),

389.4 (E2g), 414.4 (E2g) 414.1 (A1), 470.5 (A1) 389.8 (E), 414.7 (A1), 469.4 (A1)

MoSe2
49.6 (E2g), 180.9 (E1g), 172.1 (E), 246.5 (A1), 23.3 (E), 169.8 (E),172 (E),

264.6 (A1g), 297.9 (E2g) 289.6 (E), 352.9 (A1) 246.7 (A1), 289.7 (E), 352.3 (A1)

MoTe2
29.6 (E2g), 121.8 (E1g), 122.5 (E), 178.9 (A1), 20.5 (E), 120.6 (E),

178.3 (A1g), 239.5 (E2g) 240.1 (E), 290.7 (A1) 177.9 (A1), 239 (E), 289.2 (A1)

WS2

28.4 (E2g), 300.4 (E1g), 301.5 (E), 358.5 (E), 24.1 (E), 298.7 (E), 301.4 (E),

358.6 (E2g), 423 (A1g) 423.6 (A1), 438 (A1) 358.5 (E), 424.2 (A1), 436.8 (A1)

WSe2
43 (E2g), 185.4 (E1g), 177.2 (E), 248.8 (E), 33.7 (A1), 184.3 (E),

255.1 (E2g), 269.9 (A1g) 252.7 (A1), 307.5 (A1) 248.9 (E), 253.3 (A1), 306.8 (A1)

WTe2
26.3 (E2g), 125.4 (E1g), 125.6 (E), 182.7 (A1), 18 (A1), 127.3 (E),129.8 (E),

183 (A1g), 198.9 (E2g) 199.2 (E), 244.6 (A1) 183.8 (A1), 199.6 (E), 243.8 (A1)

Table 4.4: Raman active modes (in cm−1) and their corresponding character are

given in parenthesis.

We also performed calculations of the powder diffraction patterns on the TMDs
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(a) MoS2 (b) MoSe2 (c) MoTe2

(d) WS2 (e) WSe2 (f) WTe2

Figure 4.4: Calculated Raman spectra of different TMDs in 2H, 3R and 9R phases.

The highest frequency modes in WS2 do exist (see Table 4.4) but are mixed to

larger nearby peaks. In a few frequency ranges, we scaled the intensities (shown

by a multiplicative factor for all phases in that range) for visualization purposes.

TMDs
9Rχ

(2)
yyy

3Rχ
(2)
yyy

9Rχ
(2)
zzz

3Rχ
(2)
zzz

MoS2 0.75 0.37

MoSe2 0.06 0.40

MoTe2 0.46 0.37

WS2 3.70 0.37

WSe2 7.14 0.43

WTe2 8.33 0.45

Table 4.5: SHG ratios of 3R and 9R.
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based on VESTA using methodology described by [93], with the aim of providing

guidance to experimentalists for detecting the presence of the 9R phase. A crucial

distinction becomes evident in the 2θ at 39◦ for 2H and 9R, and 38◦ and 40◦

for 3R, for all except WTe2 which has similar feature at 35◦ for 2H and 9R, and

34◦ and 36◦ for 3R, as illustrated in Figure 4.5. The crystallographic planes hkl

corresponding to these angles are (013) for 2H, (554) for 9R, and (014) and (115)

for two adjacent peaks in 3R. These characteristic diffraction patterns could also

help in the identification or differentiation of structural phases in TMDs.

(a) MoS2 (b) MoSe2 (c) MoTe2

(d) WS2 (e) WSe2 (f) WTe2

Figure 4.5: Calculated diffraction patterns of different TMDs in 2H, 3R and 9R

phases. The peaks of 3R and 9R are shifted along y-axis for better view.

4.4.3 Important features

We explored some properties, such as electronic band structure, the optoelectric

tensor for SHG but found it similar to the 3R phase. We found two properties

that are better than the 3R phase and is discussed below.
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Piezoelectricity

Piezoelectric substances find application in various significant devices, includ-

ing microphones, medical imaging tools, and sensors. [236, 230] Notably, recent

advancements have showcased the utility of piezopotentials generated by piezoelec-

tricity as a gate voltage for manipulating the electronic band gap in piezoelectric

semiconductors. This development has brought a novel research domain known as

“piezotronics". [130] In this context, 2D semiconductors are particularly promising

materials, given their ability to withstand the substantial deformations encoun-

tered in piezoelectric applications. The piezoelectric properties can be calculated

by evaluating the change in the electrical polarization in response to the applied

strain and can be expressed as:

eijk =
dPi

dϵjk
(4.3)

Here, Pi is the electrical polarization along ith direction due to strain along j, k

direction where i, j, k ∈ 1,2,3, with 1,2,3 corresponding to x, y, and z directions,

respectively. Likewise, piezoelectric strain coefficients dij can be obtained from the

stress coefficients and elastic constants Cij by:

eik =
6∑

j=1

dijCjk (4.4)

The dij matrix tensor for 3R or 9R belonging to 3m space group and C3v point

group has only 4 non-zero elements [108] (d15, d22, d31, and d33) resulting in:
0 0 0 0 d15 −d22
−d22 d22 0 d15 0 0

d31 d31 d33 0 0 0

 (4.5)

Considering the data presented in Table 4.7 and Fig. 4.6, it’s evident that d15
and d22 tend to exhibit greater values in 9R compared to 3R structures. There are

not many theoretical or experimental works on 3R phase of TMDs. One theoretical

work [108] reports first principle calculation on eij and dij coefficients for MoS2,

MoSe2, WS2 and WSe2. In comparison with [108], eij are similar in magnitudes

but some of the dij coefficients are significantly smaller or larger than what we
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calculated. For example, we calculated d33 for 3R MoS2 as 3.65 pm/V and they

reported 0.27 pm/V. Also, a recent experiment on 3R MoS2 flakes with the thick-

ness from 4 to 90 nm, or ≈ 6 to ≈ 128 layers showed d33 in a range 0.7 ± 0.2 to 1.5

± 0.2 pm/V. [78] In [108], some of the elastic coefficients C14, C33 and C44 are sig-

nificantly higher than this work or other theoretical calculations. [194] This might

have led to discrepency in some of the dij coefficients. The d15 and d22 are also sig-

nificantly larger in magnitude than their monolayer counterparts computed from

clamped ion method (d11 ranges from 1.88- 4.33 pm/V) and relaxed-ion method

(d11 ranges from 2.19- 9.13 pm/V) among the discussed TMDs. [46] Also, d15 and

d22 in 3R and 9R are greater than other known bulk piezoelectric materials such

as α-quartz (d11 = 2.3 pm/V), [16] wurtzite GaN (d33 = 3.1 pm/V), and wurtzite

AlN (d33 = 5.1 pm/V). [132] Depending on the specific application requirements,

we can select the most suitable material by prioritizing the one with the highest

piezoelectric coefficients.

Figure 4.6: Piezoelectric coefficients on various TMDs.
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Band-splitting

The monolayers TMDs lacks inversion symmetry and because of this symmetry

breaking and stronger spin-orbit splittings, the two degenerate K and K ′ follows

different optical selection rule due to opposite spin degenerate states. [222] Such

spin-valley locking phenomenon has been studied for valleytronics devices such

as qubits in quantum computing, low-power transisters, circularly polarized light

emitters, polarization detectors, etc. [214, 227, 26] In bulk crystals, this band sep-

aration primarily arises from a combination of spin-orbit coupling and interlayer

coupling effects. [52] Despite the relatively weaker interlayer interactions in TMDs,

they can influence the states near the band edges, particularly affecting the valence

band maximum and conduction band minimum, which are sensitive to interlayer

coupling. [51] Previous literature has studied different multilayer MoS2 with dif-

ferent stacking sequences [53]. In our calculations, we observed band splitting in

2H, 3R and 9R bulk structures within the conduction and valence bands. Prior

research on few-layer 3R-MoS2 has demonstrated that the band splitting at the

conduction band minimum is primarily dominated by layer coupling, with spin-

orbit coupling perturbing this behavior. [53] In our calculation in bulk structures,

we find no splitting in the CBM of 2H, and slightly equal splitting due to spin orbit

coupling in 3R and 9R. In the same paper [53], the valence band splitting at K

is mainly contributed by spin-orbit but we find mix contribution in band splitting

at valence band at K in bulk structures. The band splitting at K of 2H is mainly

due to layer coupling and inclusion of spin-orbit has little contribution. In 3R at

VB K point, the splitting is only due to spin-orbit coupling whereas at same point

in 9R, we find the combined contribution of layer coupling and spin-orbit effect in

band splitting. Similar is observed in CB- K point, with almost twice splitting in

9R than 3R. In the case of 9R stacking, which differs from 3R and 2H, we observed

band splitting at VBM Γ in the range of 46 meV to 109 meV across various TMDS

but not observed in both 2H and 3R. This splitting at VBM Γ in 9R is solely due

to layer coupling as spin-orbit coupling has no contribution to it as shown in Fig.

4.7 and as detailed in Table 4.6. The bandstructure of MoS2 with opposite spin

channels at K and K ′ for 3R and 9R is shown in Supplementary Information Fig.
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4.10 and 4.11.

(a) 2H (b) 3R (c) 9R

Figure 4.7: Electronic bandstructure with and without spin-orbit coupling in MoS2.

TMDs
CBM VB-K VB-Γ CB-K

2H 3R 9R 2H 3R 9R 2H 3R 9R 2H 3R 9R

MoS2 0 51 54 200 150 240 0 0 46 2 40 70

MoSe2 0 30 26 410 190 270 0 0 40 40 50 80

MoTe2 0 20 16 310 220 337 0 0 46 15 40 100

WS2 0 195 190 480 430 560 0 0 56 40 40 130

WSe2 0 160 167 660 447 580 0 0 109 22 50 120

WTe2 0 165 171 560 490 650 0 0 59 80 40 140

Table 4.6: Band splitting due to spin-orbit coupling in meV for different TMDs.

4.4.4 Possible experimental synthesis

In this section, we delve into the potential experimental synthesis of the 9R

phase. There have been reports of successfully synthesizing the 3R phase by various

means, such as restacking 2H monolayers, as discussed in [218]. Using similar

methods, it is conceivable to create the 9R phase by directly stacking monolayers

in the 2H phase configuration.

Furthermore, our previous research on Ni-doped MoS2 [103] yielded the 9R

phase as an outcome. In this case, the doping of 3R MoS2 at the octahedral in-



107

tercalation site induced a phase transition from 3R to 9R. This transition resulted

in the formation of trigonal pyramidal intercalation sites. It’s worth noting that

while the Mo/S-atop tetrahedral intercalation is energetically favored in 3R MoS2

for Ni-doping, the trigonal pyramidal site represents a metastable state that of-

fers the nearest minima for unstable octahedral intercalation in the 3R structure.

Indeed, it appears that a precise approach to transition metal doping in the 3R

phase has the potential to induce a phase transition to the 9R configuration. This

method could serve as an alternative route for synthesizing the 9R phase, offering

a controlled and potentially versatile means of achieving the desired crystal struc-

ture. It underscores the importance of doping strategies in tailoring the properties

and phase transitions of two-dimensional materials like MoS2.

Another approach that 9R may be synthesized is through shear strain on 3R.

We found that under the strain S defined by the following matrix:

S =


1− ϵ 0 0

0 1 + ϵ − ϵ
2

0 − ϵ
2

1

 (4.6)

The total energy difference between 3R and 9R reduces to a small number or

9R becomes more energetically favorable, as shown in Figure 4.8. This suggests,

given the energy barrier between 3R and 9R being small, the perturbation in

the structure due to external strain S could favor 9R. We obtain matrix S by

minimizing the energy difference between two phases from equations 4.7 and 4.8.

U =
V

2

6∑
ij=1

ϵijCij (4.7)

U3R − U9R =
1

2

6∑
ij=1

ϵij(V
3RC3R

ij − V 9RC9R
ij ) (4.8)

Here, V is the volume per unit and U is the energy. The difference U3R − U9R

is minimum when the eigenvalues of V 3RC3R
ij − V 9RC9R

ij is minimum, and the

corresponding eigenvectors defines the required strain for a given common factor

ϵ.
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Figure 4.8: Relative energy of 3R compared to 9R with (as described in Equation

4.6). Dotted horizontal line at 0 represents the strain at which 9R becomes more

energetically stable than 3R.

We also tested with non-shear strains such as compressive or tensile strains,

hydrostatic and biaxial compression or elongation, but we found energy difference

between 3R and 9R go up instead of down. We also tested the phase stability

at higher temperature with harmonic approximation by calculating the lattice

vibrations’ contributions to the free energy F = E − TS, using the entropy as:

[107]

S(T ) = kB
∑
λ

nB(h̄ωλ) lnnB(h̄ωλ) (4.9)

where, nB is Bose-Einstein, ω is phonon frequency, E is total energy (electronic

and vibrational) and T is temperature. We found at higher temperature, energy
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difference increases further making 2H more stable than 3R and 9R, and 3R is more

stable than 9R, as shown in example case of MoS2 in Supplementary Information

Fig. 4.12.

4.5 Conclusion

In this research paper, we have introduced a novel nine-layer transition metal

dichalcogenide (referred to as 9R) characterized by its dynamic and elastic stabil-

ity. Notably, this phase exhibits Raman activity within the low-frequency range,

a distinguishing feature not observed in the more established rhombohedral 3R

phase. The 9R phase demonstrates superior piezoelectric properties, especially

with regards to coefficients d15 and d22, and also displays a greater band split-

ting at the conduction band minimum compared to the 3R phase. We have also

proposed several potential methods for synthesizing this phase, including direct

stacking of monolayer 1H, inducing phase changes through transition metal dop-

ing, and applying shear strain. The introduction of the novel stacking sequence in

9R brings forth opportunities for exploring various applications related to stack-

ing sequences. For instance, a study by [137] has demonstrated the significance

of stacking sequences in improving the hydrogen evolution reaction. Additionally,

applications that arise from the breaking of inversion symmetry in this context

demands further exploration.
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4.6 Supplementary Information

(a) MoS2 (b) MoSe2 (c) MoTe2

(d) WS2 (e) WSe2 (f) WTe2

Figure 4.9: Calculated phonon bandstructure of 3R TMDs both in the in-plane

and out-plane of the Brillouin zone.

(a) < Sx > (b) < Sy > (c) < Sz >

Figure 4.10: Electronic bandstructure of 3R MoS2 showing spin projections.
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(a) < Sx > (b) < Sy > (c) < Sz >

Figure 4.11: Electronic bandstructure of 9R MoS2 showing spin projections.

Figure 4.12: Free energy calculation of 2H, 3R and 9R MoS2 as a function of

temperature.
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Table 4.7: Piezoelectric coefficients. The d coefficients are in units of pm/V and e

coefficients are in units of C/m2.

Phase e15 d15 e22 d22 e31 d31 e33 d33

MoS2 3R -0.035 -0.909 0.771 4.201 -0.021 0.545 -0.172 -3.650

9R -0.182 -9.708 0.840 4.540 -0.008 0.194 -0.060 -1.431

MoSe2 3R -0.111 -5.510 0.713 4.660 -0.058 1.410 -0.328 -8.370

9R -0.242 -14.26 0.816 5.380 -0.021 0.465 -0.112 -2.830

MoTe2 3R -0.470 -23.92 0.774 6.701 -0.026 1.807 -0.210 -6.627

9R -0.476 -28.41 0.815 5.252 -0.005 0.464 -0.070 -1.910

WS2 3R -0.101 -5.280 0.560 2.836 -0.017 0.425 -0.135 -3.324

9R -0.071 -4.197 0.523 2.528 -0.006 0.150 -0.047 -1.162

WSe2 3R -0.040 -3.384 0.514 3.137 -0.051 1.346 -0.306 -7.945

9R -0.131 -8.575 0.523 3.060 -0.004 0.213 -0.041 -1.060

WTe2 3R -0.173 -9.376 0.601 4.824 -0.009 1.928 -0.171 -5.587

9R -0.257 -15.33 0.810 6.747 -0.004 -0.512 -0.050 -1.607



Chapter 5

Anisotropy and exciton self-trapping

in one-dimensional organic metal

halide hybrids (C4N2H14PbBr4)

from first principles

5.1 Abstract

Low-dimensional organic-inorganic metal halide hybrids (OMHH) have remark-

able optical and electronic properties and better stability against heat and mois-

ture. We study a 1D metal halide hybrids of formula C4N2H14PbBr4, consisting

of Pb-Br chains separated by organic cations. Experiments showed a large Stokes

shift (0.83 eV) with broadband emission which hints at interesting photo-physics

involving self-trapped excitons. We calculate the highly anisotropic optical, band-

structure, and transport properties of this 1D OMHH, which could be used for

polarized photodetectors and LEDs. The bands are highly dispersive along Pb-

Br chains and nearly flat along other directions, leading to a significantly larger

conductivity as calculated by Boltzmann transport. We find an indirect gap and

a direct gap which is just slightly higher in energy. We investigate self-trapped

excitons via our approach for excited state forces in the GW/Bethe Salpeter equa-

113
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tion method with the BerkeleyGW code. We examine how excitons couple with

phonon modes which we find to be consistent with the temperature dependent

photoluminescence data. We relax the structure using the excited state forces to

identify the self-trapped exciton structure. This simulation of the dynamics of the

exciton self-trapping gives insight into the contribution to broadband emission.

5.2 Introduction

Lower dimensional perovskites [60] have recently received significant attention

due to (i) an increase in stability against heat, light and moisture, [226] and (ii)

strong quantum confinement giving rise to excitonic physics for optoelectronics

applications. [234, 220] The detailed mechanism of these properties are not well

understood. One argument for stronger resistance against moisture is due to re-

placement of unstable small hydroscopic organic cations with bulkier hydrophobic

organic cations which could strain the surface B-X bonds (considering ABX3 as

perovskite structure) and repel the water molecules from reactive sites. [60, 225]

Another thought is that there is a stronger van der Waals interaction between

bulkier organic molecules with B-X sublattice leading to better stability than 3D

perovskite. [172] This better stability could be interesting for solar photovoltaic

application. The mixed composites of 3D/2D perovskite [210] and 3D/1D per-

ovskites [140] have been reported with relatively longer stability than 3D. The low

dimensional perovskite having larger band-gap could therefore be exciting absorber

material in a perovskites tandem solar cell, to not only absorb high energy photons

but also act as a shield against degradation.

Another aspect of lower dimensional perovskites is broadband white light emis-

sion as a result of exciton self-trapping. [42, 234] The excitons are the bound state

of electron and hole held together by electrostatic Coulomb force. The self-trapped

excitons are a type of exciton that generates a lattice distortion and becomes self-

trapped by the distortion it induced. Self-trapped excitons can be considered as

excited state defects, as they exist only upon excitation and the lattice distortion

disappears following decay to the ground state. With large-amplitude structural
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distortion, the resulting luminescence is often broad and has a large Stokes shift.

The exciton self-trapping due to exciton-phonon interaction depends on dimension-

ality of the system. [64, 219] So, further lowering the dimensionality to 1D makes

easier self-trapping, which has been observed in broadband luminescence with large

Stokes shifts. [205] This could lead to an efficient white light emitter from a single

material and has already been observed experimentally. [234] This could be huge

as creating effectively a high-quality white light from a single source is a challenge.

In commercial white-light sources, one or more light-emitting diodes, coated by

one or more phosphors are combined to yield white light. This combined emit-

ter system can become problematic due to unequal degradation rates of different

emitters. A single material that emits white light is therefore desired.

Due to its strongly anisotropic structure, resembling a bundle of nanowires,

there naturally exists anisotropy in the absorption and emission of light in this

material. While absorption anisotropy is relatively weak, our previous work [149]

and recent findings by others [32] have shown a pronounced anisotropy in emission.

This observation raises intriguing questions because one would typically expect the

polarization dependence to be similar in both absorption and emission if the same

structures and states were involved. However, it’s worth noting that the photolu-

minescence intensity is maximized for linear polarization parallel to the 1D chains,

regardless of the linear polarization of the excitation and this has been found due

to fast recombination caused by nonradiative recombination via surface defects or

by the crystal structure distortion near the surface. [149] This experimental finding

also hints at fascinating photophysics, most likely related to the self-trapped exci-

tons that dominate the emission from these materials [190, 234]. It’s established

that the broadband emission in these crystals is a result of self-trapped excitons

and is associated with a substantial Stokes shift. The intriguing aspect is that

the polarization of absorption and emission differs, indicating that distinct struc-

tures and states are implicated in these two processes. To delve deeper into this

phenomenon and gain insights into the properties of self-trapped excitons and the

polarization of their emission, we are employing our unique GW/Bethe-Salpeter

equation force formalism [39, 195]. Through this approach, we aim to elucidate
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the contribution of self-trapped excitons to the experimental observations and bet-

ter understand the underlying photophysics of these materials. Furthermore, it’s

worth noting that our approach to understanding the self-trapped structure differs

from previous methods that rely on the Constrained DFT method, which does

not take into account excitonic effects as discussed in [97]. By incorporating these

excitonic effects, we gain a more comprehensive understanding of the self-trapping

phenomenon in this material, which has the potential to significantly impact its

optical properties and applications. This novel approach opens up new possibilities

for exploring the exciton dynamics in OMHH and similar materials.

In this work, we discuss the crystal structure of OMHH and then validate the

structure through Raman experiment and theory. We then discuss the anisotropic

properties in electrical conductivity and quasi-direct bandstructure of this material.

Finally, we delve into excited state forces, exciton-phonon coupling and discuss the

methodology to obtain the self-trapped structures.

5.3 Methodology

We used plane-wave DFT calculations in the Quantum ESPRESSO code, [68,

67] with the Perdew-Burke-Ernzerhof (PBE) [164] exchange-correlation functional

for all calculation except for Raman, where we used local density approximation

(LDA) functional. [165] ONCV pseudopotentials [79] from PseudoDojo [2] were

used. A wavefunction energy cutoff of 816 eV and a 3 × 3 × 3 half-shifted k-

grid were used for self-consistent field (SCF) calculations. Forces and stresses

were relaxed below 10−4 Ry/bohr and 0.1 kbar, respectively. For BerkeleyGW

[39] calculations, we found that 300 empty bands, a 4 × 4 × 4 q-grid, and a 204

eV screened-Coulomb cutoff converged GW quasiparticle corrections near the gap

to within 100 meV. Excited state forces are computed with the Bethe-Salpeter

equation in BerkeleyGW using 8 occupied states and 12 unoccupied states and a

6×6×6 fine k-grid, and are plotted with 0.1 eV Gaussian broadening. For technical

reasons, to obtain electon-phonon coefficients, a Gaussian smearing of 0.001 eV was

used. The electrical conductivity was calculated using the post-processing tool
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BoltzTrap2 [143] that solves Onsager transport coefficients for extended systems

in a linearized Boltzmann transport equation framework.

The Raman spectroscopic measurements were conducted at ambient conditions

in reflection mode using 532.3 nm continuous wave excitation (∼1.6 mW, Oxxius

LCX-532S-100, continuous wave (CW) single longitudinal mode diode pumped

solid state laser), in a Horiba LabRAM HR Evolution high resolution confocal Ra-

man microscope fitted with volume Bragg gratings. The experiment was configured

using an 1800 mm−1 holographic grating blazed at 500 nm, a 100 mm confocal hole

diameter, and a 20X, 0.9 N.A. cover glass-corrected objective. Spectral calibration

was performed using the 1332.5 cm−1 band of a synthetic Type IIa diamond, and

spectral intensity was calibrated using a VIS-halogen light source (NIST test no.

685/289682-17).

The temperature dependent Photoluminiscence spectra and OMHH sample

preparation follows similar methodology as discussed in [234].

5.4 Results

5.4.1 Structure

The crystal structure of OMHH comprises a linear chain of Pb-Br atoms sur-

rounded by organic molecules, making it a pseudo one-dimensional material. This

structure is classified under the Imma space group and exhibits D2h point group

symmetry. Through relaxation starting from the XRD structure [234] with initial

lattice parameters (a = 14.62 Å, b = 6.10 Å, c = 14.40 Å, α = β = γ = 90°), we

obtained lattice parameters in close agreement (a = 14.70 Å, b = 6.06 Å, c = 14.56

Å, α = β = γ = 90°). This alignment is consistent with studies on other hybrid

perovskites and OMHHs [200, 113]. Our calculations utilize a primitive cell of this

body-centered tetragonal structure, featuring lattice parameters a = b = c = 10.80

Å, and angles α = 32.48°, β = 94.86°, γ = 85.88°, with the Pb-Br chain oriented

along the z direction.
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Figure 5.1: Structure of DMEDAPbBr4 that has Pb-Br chain into the page

wrapped by the organic cations (red spheres: lead atoms; green spheres: bromine

atoms; blue spheres: nitrogen atoms; black spheres: carbon atoms; purple spheres:

hydrogen atoms; grey polyhedra: PbBr4−6 octahedra). Dotted square and diamond

represents the conventional and primitive unit cells.

5.4.2 Raman Spectroscopy

We conducted both calculations and measurements of the polarized Raman

spectra of this material, aiming to validate the consistency between experimental

and theoretical results. Our analysis revealed favorable agreement in the positions

of most Raman peaks. To compensate the temperature effects, we reduced the

experimental results by multiplication factor of ω(1−e−−h̄ω
kT ) (where ω is the Raman

shift and T= 300 K) which helps to compare to the calculated absolute Raman

intensities as discussed by [196]. However, there was still disparity in the relative

intensities of these peaks compared to the theoretical predictions. There are also

variations in the Raman-active modes depending on whether the polarization is



119

parallel or perpendicular to the Pb-Br chain, which is due to the material’s high

anisotropy. The Raman peaks corresponding to directions parallel to the Pb-

Br chain have Ag mode symmetry, while the peaks in the other two directions

have B3g symmetry (parallel to the y-direction) and B1g symmetry (parallel to

the x-direction). These symmetries align with the crystal symmetry in the D2h

point group. Notably, the two perpendicular directions to the Pb-Br chain are

not equivalent. By examining the polarized Raman results presented in Figure 5.2

(b), it becomes evident that considering the analyzer parallel to the crystal’s y-

axis provides a closer match to the theoretical predictions than the analyzer along

the x-axis. This shows that polarized Raman spectroscopy can aid in identifying

the lattice orientation by comparison against theoretical calculations. The details

of Figure 5.2 are further shown in Table 5.1. In z(HH)z, we found two Raman

peaks in experiment at low frequency regime having mode symmetry B1g that do

not appear in theoretical calculations. All the other Raman active modes have

Ag symmetry suggesting those two Raman peaks could be due to imperfections in

crystal. These findings highlight the importance of taking into account polarized

Raman spectroscopy, especially in anisotropic materials. Surprisingly, this material

does not have much anisotropy in dielectric permitivity, as they are fairly similar.

The electronic dielectric permittivity (F/m) are εxx = 3.55, εyy = 3.56, and εzz =

3.64.
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Exp. (HH) Theory (HH) Ag Exp. (HV) Theory (HV ∥ y) B3g Theory (HV ∥ x) B1g

27.0 (B1g) - 41.5 42.8 28.1, 39.9

38.3 (B1g) - 51.5 55.4 48.6, 64.3

44.6 44.8 103.2 106.9 118.0

59.7 59.3 132.7 131.4 144.2

95.0 107.7 197.6 227.9 321.8

132.5 140.9 280.1 276.7 383

176.2 161.3 - - -

335.5 333.8 - - -

387.2 385.6 - - -

Table 5.1: Raman shift (cm−1) comparison from theory and experiment.

(a) z(HH)z (b) z(HV )z

Figure 5.2: Polarized Raman intensity from theory and experiment. Polarization

parallel to Pb-Br chain is termed as ‘H’ and perpendicular to the chain is termed

as ‘V’. The experimental Raman is measured at room temperature. ‘V’ ∥ x or

y means analyzer is parallel to the crystal’s x- or y-direction (two perpendicular

directions of Pb-Br chain).
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5.4.3 Conductivity

Our calculations of electrical conductivity have revealed significant anisotropy

in this property. Notably, at the band edges, the electrical conductivity primarily

occurs along the Pb-Br chain direction (σzz). This finding suggests that, for device

applications, the optimal voltage bias direction should align with the Pb-Br chain.

In Figure 5.3, we can observe the band structure and electrical conductivity along

both the parallel (z) and perpendicular (x and y) directions with respect to the

Pb-Br chain. The curvature of the band structure is closely related to the electri-

cal conductivity, with stronger curvature indicating higher electrical conductivity.

Figures 5.3(a) and (b) exhibit consistent behavior. They highlight the substan-

tial anisotropy in electrical conductivity, both parallel and perpendicular to the

Pb-Br chains. Furthermore, there are noticeable differences in electrical conduc-

tivity between the two perpendicular directions. Also, we have found anisotropy

in Seebeck coefficients as shown in Fig. 5.8. The calculated Seebeck coefficients

are about 5 times larger than usual thermoelectric materials such as Bi2Te3. [82]

These distinctive properties, coupled with the anisotropy of optical absorption

that we’ve previously observed, suggest the potential utility of this material in

direct-polarization detector devices. [41] Such devices could take advantage of the

material’s anisotropic electrical and optical properties, offering new possibilities

for practical applications.
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(a) Electrical conductivity (b) Bandstructure

Figure 5.3: Bandstructure and electrical conductivity along different direction. a)

Electrical conductivity along different directions. The much larger σzz has been

reduced by a factor of 10 for easier comparison of curves. b) x and y are perpen-

dicular directions to the Pb-Br chains, and z is parallel to the Pb-Br chains.

5.4.4 Indirect Bands

We also performed a detailed characterization of the electronic band structure

at the DFT level. A notable aspect of this structure is the presence of strong

spin-orbit coupling, primarily due to the heavy Pb atoms and Br atoms within the

compound. The presence of spin-orbit coupling also has substantial consequences

on the electronic structure. Unlike the typical scenario where band extrema occur

at high-symmetry points, in this system, these extrema are slightly shifted away

from such points. This deviation from high-symmetry points is reminiscent of what

is observed in other spin-orbit semiconductors, such as Bi2Te3. [65] To understand

these characteristics, we systematically explored the Brillouin zone to identify the

band extremum, which allowed us to determine both the direct and indirect band

gaps, as illustrated in Fig. 5.4. Notably, the indirect gap is only 16 meV smaller

than the direct gap, which is less than kT at room temperature. We anticipate

that the emission properties of this material will essentially resemble those of a

direct-gap semiconductor, particularly at room temperature and above. The un-
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derstanding of these features in the electronic structure is important for predicting

the material’s optical properties and its behavior under various conditions, and

has been an interest for other optoelectronic applications. [237] Also note that a

similar result as above is obtained with inclusion of spin-orbit coupling, and GW

approximation (rigid shift of -0.5 eV from spin-orbit coupling and non-rigid shift

+1.30 eV from GW correction). The direct-indirect gap from GW methods is 20

meV.

Figure 5.4: Left: DFT and GW bandstructures of 1D perovskite, zoomed in to

show band extrema and direct and indirect gaps. Band extrema are not at high

symmetry points, due to spin-orbit coupling. Right: k-point paths in Brillouin

zone used for bandstructure. The k− points used in this plot are: A (-0.4770000

0.2730000 0.7309500), Z (0.24890862 0.24890862 -0.24890862), Z′ (-0.1962821 -

0.1898718 0.2939551), and B (0.0000000 -0.5000000 -0.0000000).

5.4.5 Excited State Structures

When a system absorbs a photon it goes from the ground state to an excited

state, in doing so, it goes to a new potential energy surface, which is different from

the ground state potential energy. Therefore, the ions experience forces toward

the new minimum. The force experienced on this new potential energy surface

is called excited state force. Those excited state forces may help explain several

phenomena such as the DNA degradation after absorption of UV light [89], self-

trapped excitons [190, 91] and the stability in solar cells materials [215, 99].
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First, we calculate excited state forces and based on the total force (Ftotal =

FDFT + FEX , where FDFT is the force due to DFT and FEX is the force due to

excitation), we then estimate the displacements of the atoms according to the

harmonic approximation given by x⃗ = k−1 ⃗Ftotal, where k is the force constant

matrix and x⃗ is the displacements occurring in the new potential energy surface.

This method relies on the approximation that the force constants are the same in

both ground and excited state.

The displacements resulting from the excited state forces can also be determined

by projecting these forces from a Cartesian basis to a phonon basis. This conversion

reveals the contributions of significant phonon modes of vibration. In our specific

case, we have identified vibration modes 23 and 27 as the most influential. Also,

note that the low frequency vibration modes are mostly contributed due to Pb

and Br atoms as shown in vibrational density of states in Fig. 5.9. When we

combine the displacement patterns associated with these modes, we obtain the

actual displacement patterns caused by the excited state forces, as illustrated in

Figure 5.5. This analysis also provides insights into the coupling between excitons

and phonons, indicating their interplay in the lattice deformation during excitation

of light.

Figure 5.5: Displacement patterns in different vibration modes or due to excited

state force. The green arrow shows displacement direction.

We have also generated a plot illustrating the excitation energy as a function

of phonon frequency, which provides insights into the coupling between excitons
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and phonons. This analysis indicates that most excitons couple with a phonon

frequency of 99.98 cm−1, which is equivalent to 12.39 meV, as demonstrated in

Figure 5.6. Furthermore, we have plotted the temperature-dependent full-width

at half-maxima (FWHM) of photoluminescence peaks and fitted the data using

Equation 5.1, as done in other literature. [133] This fitting process has yielded

two crucial parameters: the Huang-Rhys factor (S), which reflects the strength

of the coupling between electrons and phonons, and the corresponding phonon

frequency. [239] The fitted graph is presented in Figure 5.7, revealing a substantial

Huang-Rhys factor of 137 ± 4. In double perovskite, also emitting white light has

Huang-Rhys factor of 37. [133] This shows a strong exciton-phonon coupling, and

the associated phonon energy is approximately 11 ± 1 meV. Notably, this value

aligns well with the simulated phonon frequency of 99.98 cm−1.

The current calculation based on a primitive unit cell may not incorporate

localized displacements due to excitons because of the translation symmetry of the

crystal. Previously shown calculations using constrained DFT method indicates

that excitons can localize in specific regions of the Pb-Br chain. This localization

suggests that employing a larger supercell may be necessary to accurately represent

the localized electron-hole pairs and to estimate the structure based on exciton

self-trapping. However, it’s worth noting that the current approach we’ve utilized

has provided valuable insights into the working mechanism to determine the self-

trapped structure, serving as a benchmark for future studies that aim to capture

exciton self-trapping in larger supercells.

FWHM = 2.36
√
Sh̄ωphonon

√
cot

h̄ωphonon

2kBT
(5.1)



126

Figure 5.6: Exciton-phonon coupling coefficients for lowest 6 excitons.
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Figure 5.7: The fitting results of full width at half maximum (FWHM) as a function

of temperature for OMHH. PL FWHM derived from 77 K to 300 K in a step of

10 K. Red lines on top and bottom of each data points shows the errorbar in the

obtained point.

5.5 Conclusion

In summary, our results provide valuable insights into the crystal structure, Ra-

man spectroscopy, electrical conductivity, and excited state dynamics of OMHH,

a pseudo one-dimensional material with unique properties. Our investigation into

Raman spectroscopy emphasizes the importance of polarized measurements to un-

derstand the anisotropic nature of this material. The electrical conductivity anal-

ysis reveals strong anisotropy, with conductivity predominantly occurring along

the Pb-Br chain direction. This guides to properly apply the voltage bias for de-

vice applications, and anisotropic conduction could also potentially be useful in

direct-polarization detector devices. We also delved into a new methodology to

understand the excited-state dynamics and exciton-phonon coupling. We found

significant Huang-Rhys factor of 137 ± 4, suggesting strong electron-phonon cou-
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pling. Our simulated phonon frequency corresponding to coupling agrees well with

experiments. Further exploration of the dynamics of the structure due to excited

state forces in larger supercell will provide insights into exciton self-trapping struc-

tures, contributing to broadband emission and uniform polarization in emission,

regardless of the polarization direction in absorption.
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5.6 Supplementary Information

Figure 5.8: Seebeck coefficients at room temperature. Seebeck coefficients parallel

to Pb-Br chain is slightly smaller than other two perpendicular directions.
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Figure 5.9: Vibrational density of states along with each atom contribution to total

vibrational modes.



Chapter 6

Collaborative works

In this chapter, I will briefly go over some of my contributed works on other

low-dimensional materials. In Sections 6.1 through 6.3, I will begin by providing an

overview of the project, followed by my specific contributions to the work. Section

6.1 has been reprinted with permission from Small Structures, 4, 2200378, 2023.

Copyright 2023, Small Structures published by Wiley-VCH GmbH. [149] Section

6.2 has been reproduced from Ref. [113] with permission from the Royal Society of

Chemistry. Section 6.4 is accepted for publication in Nano Letters, titled "Enabling

oxidation protection and carrier-type switching for bismuth telluride nanoribbons

via in-situ organic molecule coating", Jun Beom Park, Wei Wu, Jason Yingzhi Wu,

Rijan Karkee, Theresa Marie Kucinski, Karen C. Bustillo, Matthew Schneider,

David A. Strubbe, Colin Ophus, and Michael Thompson Pettes, 2023.

6.1 Surface Effects on Anisotropic Photolumines-

cence in One-Dimensional Organic Metal Halide

Hybrids

One-dimensional (1D) organic metal halide hybrids have emerged as intriguing

materials with remarkable optical properties, characterized by strong anisotropy,

highly efficient light emission, and significant Stokes shifts. These features hold

great potential for innovative applications in photodetection and lighting. How-

131



132

ever, the underlying mechanisms governing these unique optical properties, par-

ticularly the influence of surface effects, have remained elusive. In this study,

we investigate the material 1D C4N2H14PbBr4 using polarization-dependent time-

averaged and time-resolved photoluminescence (TRPL) spectroscopy across var-

ious photoexcitation energy levels. Our findings reveal that the emission when

photoexcited with polarization parallel to the 1D metal halide chains can either

strengthen or weaken relative to perpendicular polarization, depending on the ex-

citation energy. We attribute this excitation-energy-dependent anisotropic emis-

sion to rapid surface recombination, supported by first-principles calculations of

optical absorption in the material. This fast surface recombination is directly con-

firmed through TRPL measurements when excitation is polarized parallel to the

chains. My work contributes to a more comprehensive understanding of the optical

anisotropy in 1D organic metal halide hybrids, employing GW-BSE methods to

gain insights into electronic properties and absorption spectra.

To summarize the key findings of the experiment: (a) Photoluminescence (PL)

emission exhibits varying intensity depending on the orientation of excitation po-

larization. Specifically, when excited at a wavelength of 400 nm (360 nm), PL

emission is stronger when the excitation polarization is parallel (perpendicular)

to the 1D chains. (b) Regardless of the excitation wavelength or polarization,

PL emission consistently displays stronger polarization along the chain direction.

(c) Time-resolved photoluminescence (TRPL) measurements reveal a rapid decay,

occurring in less than 20 picoseconds (ps), exclusively when the excitation polar-

ization aligns with the chain direction.

These observations are attributed to surface effects on photoluminescence,

which can be explained as follows: the optical absorption characteristics of 1D

halide perovskites are highly anisotropic and strongly influenced by the optical po-

larization. This behavior stems from the fact that the optical electric field parallel

to the chain has a greater ability to polarize electrons along the 1D chain, which

consists of inorganic octahedra. Due to the insulating organic structure surround-

ing the chain, electrons find it more challenging to be polarized by a transverse

electric field. This inherent anisotropy in optical absorption contributes to the ob-
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served optical polarization and emission characteristics in 1D organic metal halide

hybrids.

We performed plane-wave DFT calculations in the Quantum ESPRESSO code,

[68] with the Perdew-Burke-Ernzerhof (PBE) [164] exchange-correlation functional.

Relaxation starting from the XRD structure (a = 14.62 Å, b = 6.10 Å, c = 14.40

Å, α = β = γ = 90°) gave lattice parameters in close agreement (a = 14.70 Å,

b = 6.06 Å, c = 14.56 Å, α = β = γ = 90°), as seen in work on other hybrid

perovskites and OMHHs. [200, 113]. Our calculations use a primitive cell of this

body-centered tetragonal structure, with lattice parameters a = b = c = 10.80

Å, and α = 32.48°, β = 94.86°, γ = 85.88° with the Pb-Br chain along the z

direction. The calculated electronic band structure of the 1D metal halides in the

GW approximation (with a simple spin-orbit correction) is shown in Figure 6.1A;

the gap is indirect and computed to be 3.6 eV, though the difference between the

direct and indirect bandgap is only 16 meV. The valence band maximum (VBM)

has contributions mostly from the p-orbitals of Br, whereas at the conduction band

minimum (CBM), p-orbitals of Pb dominate (Figure 6.1C). The electronic bands

are dispersive along the Pb-Br chain direction but are nearly flat along the other

two perpendicular directions.

Additionally, we calculated the absorption spectrum through the Bethe-Salpeter

Equation (BSE) in the BerkeleyGW code [39], shown in Figure 6.1B. The lowest

exciton energy is found at 2.9 eV. Results from the random phase approximation

(RPA) are also provided for comparison, which do not include excitonic effects. By

comparing the absorption peaks of BSE and RPA, we find a substantial exciton

binding energy (830 meV), as is usual in low-dimensional structures [22]. The first

absorption peak is strong along the Pb-Br chain (z-polarized), consistent with the

Pb-Br chain mainly contributing to the electronic transition at the band edges.

The peak is mainly due to transitions at k⃗ = Z from the VBM and the next band

below the VBM to the CBM and the next band above the CBM (CBM+1). For

x- and y-polarizations, the dominant transitions are at k⃗ = X and Y respectively,

and in both cases are from VBM to CBM and CBM+1. Figure 6.1B shows large

anisotropy in absorption in this material.
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Though the overall absorption spectrum of a sample containing many randomly

oriented needles has been measured, [233] the polarization dependent absorption

spectrum of a single needle has not been obtained due to its small size. The

above calculation clearly indicates strong anisotropic absorption for the lowest en-

ergy excitation, and hence in the excitation energy range used in our experiment

(3.02-3.44 eV), which is just above the (perhaps slightly underestimated) calcu-

lated peak energy (2.9 eV) through BSE, after considering excitonic effects. Note

the minimum absorption energy is determined by the excitonic energy instead of

the single-particle gap. The calculated optical transition rates are much higher

for the parallel electric field in the lowest energy peak shown in Figure 6.1B. The

corresponding absorption depth reaches as shallow as 10 nm for polarization par-

allel to the Pb-Br chain, at least two orders of magnitude smaller than that under

perpendicular polarization (Figure 6.1D).
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Figure 6.1: Electronic structure simulations. A) Electronic band structure, in the

conventional Brillouin zone, in the GW approximation plus a spin-orbit correction

to the gap. Arrows show the dominant transitions for the lowest-energy peaks

for light polarized along x (black), y (red), and z (blue) directions, where z is

the direction along the Pb-Br chains. B) Polarized absorption spectra with (BSE,

solid) and without (RPA, dashed) electron-hole interactions, based on the GW

bandstructure with spin-orbit correction to the gap. C) Partial density of states

from DFT to show atomic orbital character of bands, with gap corrected by GW

and spin-orbit coupling. D) Absorption depth for polarized light, from BSE as in

B).

Our first-principles calculations demonstrates highly anisotropic optical absorp-

tion across the range of our excitation energies. Building upon our experimental

and theoretical findings, we attribute the excitation energy-dependent anisotropic

emission to a fundamentally distinct recombination process occurring at the sur-

face of one-dimensional organic metal halide hybrids (1D OMHHs). This study
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underscores the critical role of surface effects in elucidating the optical proper-

ties of 1D OMHHs, shedding light on their anisotropic and broadband emission

characteristics. These insights have significant implications for harnessing these

unique materials in innovative applications, particularly in the realms of lighting

and photodetection, where their distinctive optical properties can be strategically

employed.

6.2 One-dimensional organic metal halide nanorib-

bons with dual emission

In recent years, there has been a growing fascination with organic metal halide

hybrids characterized by their low-dimensional molecular structures. These ma-

terials have garnered significant attention due to their exceptional versatility in

terms of structural adjustments and their unique photophysical properties.This

particular study introduces a pioneering achievement – the synthesis and thor-

ough characterization of a one-dimensional (1D) organic metal halide hybrid. This

remarkable material, denoted by the chemical formula C8H28N5Pb3Cl11, boasts

metal halide nanoribbons with a width spanning three octahedral units, making it

a noteworthy addition to the family of organic metal halide hybrids. When sub-

jected to photoluminescence studies, it exhibits not one, but two distinct emissions.

The quantum efficiency of these emissions, often referred to as the photolumines-

cence quantum efficiency (PLQE), is found to be remarkably high, hovering around

25%. This exceptional PLQE is a testament to the material’s efficiency in convert-

ing absorbed light into emitted photons, rendering it highly promising for various

photonic applications.

To unravel the underlying mechanisms responsible for this dual emission phe-

nomenon, our research combines experimental photophysical studies with theoreti-

cal density functional theory (DFT) calculations. These computational simulations

and theoretical analyses offer crucial insights into the material’s electronic struc-

ture and the dynamics of excitons – electron-hole pairs – within the metal halide

nanoribbons.What emerges from this comprehensive investigation is the following:
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the dual emission observed in this 1D organic metal halide hybrid is a consequence

of the coexistence of two distinct types of excitons. On one hand, we have de-

localized free excitons, which exhibit an extended spatial distribution across the

material. On the other hand, there are localized self-trapped excitons, which are

confined to specific regions within the metal halide nanoribbons. The interplay be-

tween these two types of excitons gives rise to the complex dual emission behavior,

enriching our understanding of the photophysics of this material.

To gain a better understanding of the structure–property relationship for 1D

C8H28N5Pb3Cl11, we have performed planewave DFT calculations. Relaxation

starting from the SCXRD structure (a = 11.35 Å, b = 15.85 Å,c = 32.12 Å,

α = β = γ = 90◦) gave lattice parameters in close agreement (a = 11.32 Å, b =

15.85 Å, c = 32.15 Å, a = b = c = 90◦), as in work on other materials. [200] The

calculated electronic band structure of C8H28N5Pb3Cl11 is shown in Fig. 6.2a; the

gap is direct and computed to be 3.24 eV. This is close to, though slightly less than,

the experimental result from Tauc fitting, in accordance with the common cancel-

lation of errors between neglect of spin–orbit coupling and quasiparticle corrections

in hybrid perovskites. [116] The valence band maximum (VBM) has contribution

mostly from p-orbitals of Cl and C, whereas at the conduction band minimum

(CBM), p-orbitals of Pb dominate (Fig. 6.2b and c). The electronic bands are dis-

persive along the Pb–Cl chain direction (x), with effective masses at the Γ point

of m∗
VBM = 0.34 m0 and m∗

CBM = 0.09 m0,but are nearly flat along other two per-

pendicular directions (y: m∗
VBM = 2.25 m0, m∗

CBM = 4.23 m0; z: m∗
VBM = 18.5

m0, m∗
CBM = 12.5 m0) as shown in Fig. 6.2a. Additionally, we have calculated the

absorption shown in Fig. 6.2d. The first absorption peak is strong along the Pb–Cl

chain (x-polarized), suggesting that the electronic transition in the band edges is

coming from the Pb–Cl chain. For x-polarization, the strong transition is due to

VBM-8 and VBM-7 to CBM+4 bands (very close in energy to VBM to CBM transi-

tions). This calculated direct absorption peak matches well with our experimental

absorption results. [113] Similarly for y-polarization, a transition from VBM-17

to CBM+47 bands dominates; and for z-polarization, from VBM-21 to CBM+27

bands. Furthermore, Fig. 6.2d shows strong anisotropy in absorption. These cal-
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culations indicate that the FE emission comes from the recombination of excitons

on the Pb–Cl chain. The experimental emission energy for both emitting states

should be lower than the bandgap due to the strong exciton binding as usual in

low-dimensional structures, as well as Stokes shifts. Also note that the experiment

[113] confirmed presence of a small quantity of water molecules, approximately

1.5%, within C8H28N5Pb3Cl11 single crystals through thermogravimetric analysis

and elemental analysis. Interestingly, computational studies indicate that these

oxygen-containing impurities, specifically H2O, have minimal to negligible impacts

on the structural characteristics of the crystals. Furthermore, their influence on

the optical properties is primarily characterized by an increased absorption of light

at shorter wavelengths when the light polarization is in the x-direction. This sug-

gests that, while the presence of water molecules is acknowledged, their effects on

the overall structural and optical properties of the 1D C8H28N5Pb3Cl11 crystals

remain limited as shown in Fig 6.3. Additionally, we also constructed an analo-

gous bulk structure containing 2D sheets of Pb–Cl atoms in plane (Fig. 6.4a and

b), separated by organic molecules out of plane, and obtained a bandgap of 2.84

eV. The orbital nature of the band edges is similar to 1D C8H28N5Pb3Cl11. This

suggests a quantum confinement effect of 0.40 eV in this material as one goes from

2D to 1D.

In essence, this pioneering work not only introduces a novel 1D organic metal

halide hybrid but also sheds light on the intricate interplay of excitons within its

structure, leading to the dual emission phenomenon. These findings hold immense

promise for a wide range of applications in the realm of photonics and materi-

als science, further underscoring the significance of low-dimensional organic metal

halide hybrids in modern materials research.
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Figure 6.2: Density-functional theory simulations: (a) electronic band structure,

with arrows showing optical transitions for peaks polarized along x (black), y

(red), and z (blue) directions, where x is the direction along the Pb–Cl chains, and

the solid and dotted black arrows indicate the lowest and second-lowest energy

x-polarized peaks; (b) partial density of states; (c) wavefunction of the conduction

band minimum at Γ, localized along the Pb–Cl chains; (d) polarized absorption

spectra, where the x-polarized peaks are solid and dotted as in (a)
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Figure 6.3: Calculations of structure from SCXRD containing an O atom, with

formula unit C8H28Cl11N5OPb3. (a) Relaxed structure with lattice parameters a

= 11.32 Å, b = 15.92 Å, c = 32.15 Å, α = β = γ = 90◦; minimally different

from structure without O atom. The O atom (black) makes a bond with Cl.

(b) Bandstructure, showing a new flat conduction band in the gap, localized on

the O-Cl bond. The next lowest conduction bands are on the Pb-Cl chain as

in the structure without O, and they are pushed up slightly higher in energy.

Arrows show optical transitions for peaks polarized along x (black), y (red), and

z (blue) directions, where x is the direction along the Pb-Cl chains, and the solid

and dotted black arrows indicate the lowest and second-lowest energy transitions.

(c) Optical absorption spectrum, with x-polarized peaks are solid and dotted as

in (a), showing similar features to that without O, but with somewhat modified

intensities of higher peaks. Surprisingly, the transitions involved are quite different

from those without O, apparently due to some small symmetry-breaking and the

VBM to CBM transition becoming allowed. The O-Cl flat band makes a significant

contribution despite its localization.
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Figure 6.4: Calculations of hypothetical 2D sheet structure, corresponding to the

1D C8H28N5Pb3Cl11, to show quantum confinement effects. The relaxed structure

has lattice parameters a = 5.67 Å, b = 7.92 Å, c = 4.92 Å, α = 93.35◦, β = 90.33◦,

γ = 91.15◦. The unit cell contains 16 atoms with chemical formula C3H8NPbCl3.

The Pb-Cl sheets are in the ac plane, separated by polymeric cations. SCF calcu-

lations used a 4× 2× 4 half-shifted k-grid. (a) View showing separation between

layers. (b) View showing a layer. (c) Partial density of states (using a 20× 2× 20

half-shifted k-grid), showing that the VBM is primarily due to Cl p orbitals and

CBM is primarily due to Pb p orbitals, as in 1D C8H28N5Pb3Cl11 (Figure 6.2b).

(d) Bandstructure, showing a smaller gap compared to the 1D structure, and an

indirect gap with neither VBM nor CBM at Γ. Bands are fairly flat in the out-of-

plane y-direction but generally dispersive in the in-plane x- and z-directions.
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6.3 Enabling oxidation protection and carrier-type

switching for bismuth telluride nanoribbons via

in-situ organic molecule coating

In recent years, there has been a strong emphasis on developing thermoelec-

tric materials with high electrical conductivity and low thermal conductivity to

efficiently convert waste heat into electricity [235, 228], particularly at near-room

temperatures. [147] One notable material, Bi2Te3, excels in this regard, effectively

generating electrical energy from heat. [82, 203] The use of nanostructured Bi2Te3
has revealed unique properties, including enhanced thermoelectric characteristics

and topologically protected electronic surface states. [166] Theoretical models sug-

gest that reducing the thickness of these nanostructures can significantly improve

their thermoelectric figure of merit (zT). [65] However, practical applications often

fall short of this potential due to defects, impurities introduced during material

growth, and surface oxidation after growth, all of which hinder precise chemical

potential control and impact thermoelectric performance.

This project introduces an innovative synthesis method for producing core-shell

nanoribbons composed of Bi2Te3 and F4-TCNQ. These nanoribbons exhibit the

remarkable ability to restore the thermoelectric performance of bulk Bi2Te3. The

key to this achievement is the in-situ application of an organic F4-TCNQ barrier

to the Bi2Te3 nanoribbons. This process causes a significant shift in the major

carrier type, transforming it from n-type to p-type. This shift has an impact

on the Seebeck coefficient and the thermoelectric figure of merit (zT ), enhancing

their performance. Additionally, the F4-TCNQ barrier effectively shields the core

material from oxidation. As a result, even after exposure to air for one month, no

surface oxidation or loss of thermoelectric properties is observed.

In this project, we used the BoltzTrap2 post-processing tool [143] to calcu-

late the Seebeck coefficients (as a function of temperature and concentration) and

electrical conductivity (using the common electron relaxation time of 10−14 sec-

onds), solving Onsager transport coefficients for extended systems in a linearized

Boltzmann transport equation framework, in conjuction with DFT. For computa-
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tional work in DFT, we use plane-wave pseudopotential code Quantum ESPRESSO

[68, 67] with PBE [164] exchange-correlation functional and Grimme-D2 van der

Waals correction [71] to quantitatively estimate the electronic band structure (po-

tential shifts and carrier concentrations) of Bi2Te3. (Note: to match the band

gap found with the GW approximation and spin-orbit coupling, the conduction

bands are shifted down by 0.19 eV). We use scalar relativistic Optimized Norm-

Conserving Vanderbilt pseudopotentials [79] obtained from Pseudodojo [2] to ob-

tain the relaxed lattice parameters (a = b = 4.33 Å, and c = 31.46 Å; with α = β

= 90° and γ = 120°) for a half-shifted 8×8×2 k-grid with a kinetic energy cutoff

of 1224 eV.

These calculations help estimate the shift in effective potential and estimate

the doping concentration in the experiment. We used our bulk Bi2Te3 results to

approximate also the doped nanoribbons, assuming the rigid band approximation.

With the electronic bandstructure calculated, we can now calculate the shift of

the nanoribbon’s surface potential by assuming the electronic structure of bulk

Bi2Te3 and coating an external p-type carrier donor. In Figure 4e, we have plotted

the points where the experimentally measured Seebeck coefficient and electrical

conductivity at 250 K intersect with the theoretically obtained curves for both

Bi2Te3 and Bi2Te3/F4-TCNQ samples. This analysis allowed us to estimate the

effective range of surface potential shift achieved through extrinsic p-type dopant

coating, falling within the range of 625–640 meV, as shown in Fig. 6.5
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Figure 6.5: Intersections of the measured S (black diamonds) and σ (red diamonds)

at 250 K with the calculated S (black line) and σ (red line) as a function of chemical

potential with respect to the middle of the electronic band gap.

The Bi2Te3 nanoribbon displays a consistently negative Seebeck coefficient,

ranging from -4 to -22 µV K−1, with this effect diminishing as the temperature

rises from 30 to 250 K. In contrast, the Bi2Te3/F4-TCNQ nanoribbon exhibits a

strikingly positive Seebeck coefficient, spanning from 12 to 127 µV K−1 over the

same temperature range. This observation strongly indicates a transformation of

the primary carrier type, shifting from n-type to p-type. Our theoretical calcula-

tion (see Fig 6.6) confirms this transformation, as the Bi2Te3 nanoribbon demon-

strates a high n-type carrier concentration of ∼1021 cm−3, whereas the Bi2Te3/F4-

TCNQ nanoribbon displays a substantial p-type carrier concentration of around

1020 cm−3. Consequently, the Bi2Te3/F4-TCNQ nanoribbon consistently outper-

forms the Bi2Te3 nanoribbon, exhibiting performance improvements of at least 3

times across the entire temperature range of 30–250 K and about 6 times within

the range of 150–250 K.
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Figure 6.6: Plot for Seebeck coefficient versus temperature with different carrier

concentrations for heavily doped cases, showing comparison between measured

points and simulated curves.

6.4 Polarized Raman spectroscopy of HfTe5 under

strain from DFT and experiment

Hafnium Telluride (HfTe5) is a compound that has recently gained significant

attention in the fields of condensed matter physics due to topological and ther-

moelectric properties. As a topological insulator, HfTe5 exhibits unique electronic

behavior on its surface, characterized by protected Dirac fermions. These sur-

face states enable efficient and low-energy dissipation conduction channels, holding

great potential for applications in next-generation electronics and quantum com-

puting. [129, 54] Additionally, HfTe5 possesses excellent thermoelectric properties,

making it a promising candidate for converting heat into electricity. [96] With a
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high thermoelectric figure of merit (zT ) [98] and low thermal conductivity, [183]

it has the potential to revolutionize the field of thermoelectric materials, enabling

more efficient energy harvesting and waste heat recovery. HfTe5’s versatility, sta-

bility, and compatibility with existing technologies make it a standout material

for advancing both topological physics and thermoelectric applications, paving the

way for innovative solutions in energy conversion and quantum technologies.

The research interest in strained-tuned topological phase transitions is on the

rise. This field of study presents significant challenges, and one widely accepted

mechanism for inducing topological phase transitions is the application of strain to

the material. [122] This phenomenon has been investigated in various materials,

including Cd3As2 [213] and ZrTe5 [59], where topological phase transitions have

been calculated and explored. HfTe5, similar to ZrTe5 also could have topological

phase transition under strain. Therefore, understanding the elastic and strain

properties is crucial. This work mostly reports the polarized Raman under strain.

The Raman spectroscopic measurements were conducted at ambient conditions

in reflection mode using 532.3 nm continuous wave excitation (∼1.6 mW, Oxxius

LCX-532S-100, continuous wave (CW) single longitudinal mode diode pumped

solid state laser), in a Horiba LabRAM HR Evolution high resolution confocal Ra-

man microscope fitted with volume Bragg gratings. The experiment was configured

using an 2400 mm−1 holographic grating blazed at 500 nm, a 100 mm confocal hole

diameter, and a 50X, 0.9 N.A. cover glass-corrected objective. Spectral calibration

was performed using the 1332.5 cm−1 band of a synthetic Type IIa diamond, and

spectral intensity was calibrated using a VIS-halogen light source (NIST test no.

685/289682-17).

For our DFT calculations, we use plane-wave density functional theory (DFT)

implemented in the code Quantum ESPRESSO, version 7.1 [67]. We used local

density approximation (LDA) functional [165] from Pseudodojo set [2]. Kinetic

energy cutoffs of 952 eV (70 Ry) was used. Half-shifted k-point grids of 4× 4× 2

were chosen to converge the total energies within 0.001 eV/atom and the stresses

were relaxed below 0.1 kbar.

The crystal structure of HfTe5 has the D2h point group with an orthorhombic



147

crystal structure in a conventional unit cell. The lattice parameters are a = 3.92

Å, b = 14.27 Å, and c = 13.42 Å, as shown in Fig. 6.7. Because of this crystal

anisotropy, we expect different Raman spectra when strain is applied.

We initiated our study by comparing the polarized Raman spectra obtained

from both theoretical calculations and experimental measurements. In the exper-

imental setup, we aligned the long, needle-like shape of the material, believed to

represent the a-axis, [58] with the horizontal polarization of incident light. As

shown in Figure 6.8(a), we achieved a good agreement in the spectra, with incom-

ing and outgoing polarizations aligned parallel to the a-axis. Note that in order

to compensate the temperature effects, we reduced the experimental results by

multiplication factor of ω(1− e−−h̄ω
kT ) (where ω is the Raman shift and T= 300 K)

which helps to compare to the calculated absolute Raman intensities as discussed

in [196]. In the (HV ) polarization setup, there are two possible perpendicular

axes to the known a-axis. The measured spectra in this configuration only partly

agree with both polarizations, as demonstrated in Figure 6.8(b). This suggests

that further measurements and analysis are necessary to confirm the exact lattice

orientation. Additionally, calculated results shown in Figures 6.9, 6.10, and 6.11

depict the impact of tensile and compressive strain applied along the x-, y-, and

z-axes of the crystal, respectively, under different polarizations of light. These re-

sults highlight the sensitivity of anisotropic HfTe5 to strain-induced Raman shifts.

This is a valuable asset in understanding and characterizing the effects of strain on

HfTe5, especially when applied in other studies, such as those related to topological

phase transitions.
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Figure 6.7: Crystal structure of HfTe5 with two different views. Blue rectangular

box represents conventional unit cell. Crystal is layered structure along y-axis.
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(a) z(HH)z (b) z(HV )z

Figure 6.8: Polarized Raman intensity from theory and experiment. Polarization

parallel to long needle is termed as ‘H’ and perpendicular to the chain is termed

as ‘V’. Usually, long needle like chain is x-axis [58]. The experimental Raman is

measured at room temperature. ‘V’ ∥ y or z means analyzer is parallel to the

crystal’s y- or z-direction.
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(a) (X X) (b) (Y Y)

(c) (Z Z) (d) (X Y)

(e) (X Z) (f) (Y Z)

Figure 6.9: Calculated Raman spectra under strain. Strain is along x-axis of

crystal. Symbols in parentheses represent the direction of polarization of light.
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(a) (X X) (b) (Y Y)

(c) (Z Z) (d) (X Y)

(e) (X Z) (f) (Y Z)

Figure 6.10: Calculated Raman spectra under strain. Strain is along y-axis of

crystal. Symbols in parentheses represent the direction of polarization of light.
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(a) (X X) (b) (Y Y)

(c) (Z Z) (d) (X Y)

(e) (X Z) (f) (Y Z)

Figure 6.11: Calculated Raman spectra under strain. Strain is along z-axis of the

crystal. Symbols in parentheses represent the direction of polarization of light.



Chapter 7

Conclusions

Low-dimensional materials, such as Transition Metal Dichalcogenides (TMDs)

and perovskites, represent an intriguing frontier in materials science and nanotech-

nology. These materials have the potential to revolutionize device technology by

making them faster, more efficient, cost-effective, and durable. However, despite

their remarkable potential, the integration of low-dimensional materials into the

real-world devices is hindered by several significant challenges.

One of the foremost challenges lies in the synthesis and scalability of these

materials. While various synthesis methods exist [111], ensuring consistent and

large-scale production with minimal defects remains an ongoing hurdle. [123] Each

material often requires specific synthesis techniques, making it challenging to effi-

ciently produce a diverse array of materials. Integrating low-dimensional materials

into existing electronic and photonic devices is complex. These materials often ne-

cessitate the development of novel manufacturing processes and materials to ensure

compatibility and optimal performance, adding complexity and cost to integration

efforts.

On the flip side, the prospects for these materials are equally compelling. They

offer great promise in the realm of optoelectronic devices, as they efficiently ab-

sorb and emit light, potentially enhancing the efficiency of solar cells, LEDs, and

photodetectors. Furthermore, they are emerging as strong contenders in quan-

tum technologies due to their unique quantum properties and tunability, opening

exciting opportunities in quantum computing and communication. Perovskites,

153
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in particular, have the potential to revolutionize the renewable energy sector and

LEDs, thanks to their cost-effectiveness, high energy conversion efficiency in solar

cells, and broadband emission. These materials are also well-suited for flexible and

transparent electronics, heralding innovations in wearable technology, transparent

displays, and portable devices. Their tunable properties enable customization to

meet specific application requirements, making them versatile for a wide range of

technological advancements. Moreover, the multifunctional properties often exhib-

ited by TMDs and perovskites, combining electrical conductivity, optical response,

and magnetism, hold the potential to revolutionize various industries through the

development of multifunctional devices.

In this dissertation, I have explored a diverse array of low-dimensional mate-

rials, spanning transition metal dichalcogenides, perovskites/organic metal halide

hybrids, Bi2Te3, and HfTe5. Each class of material presents unique and intriguing

features. For instance, the incorporation of Ni into MoS2 enhances lubrication

performance, offering low wear and extended lifetime, particularly beneficial for

space applications. Metallic layered materials exhibit promise for battery appli-

cations, while Ni-doped 1H monolayer MoS2 introduces in-gap states suitable for

quantum emitters. The ferroelectric properties of 1T monolayer MoS2 make it

valuable for data storage devices, and its distinct electronic structure with higher

gaps in the conduction band holds potential for transparent conductors, intermedi-

ate band solar cells, and photon down conversion. Bi2Te3 and HfTe5 demonstrate

enhanced thermoelectric and topological insulating properties, shaping the future

of electronics with efficient electron transport in topological insulators. Moreover,

organic metal halide hybrids offer broad-spectrum emission for LEDs and pho-

ton down-conversion applications. Furthermore, this work not only highlights the

potential applications but also provides a methodology for studying these materi-

als. The systematic exploration of doping effects, analysis of new crystal phases,

and the examination of exciton dynamics during light absorption contribute to a

comprehensive understanding of studying similar materials. These methodologies

offer a guide for future researchers, enabling them to unravel the properties of

other low-dimensional materials and further expand the scope of knowledge in this
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field. Moreover, this thesis paves the way for further explorations. While we in-

vestigated Ni doping on MoS2, there’s an opportunity to explore on what happens

when we dope other TMDs with Ni or other transition metals. The novel recon-

structed structures observed in Ni-doped 1T phase MoS2 raise questions about

potential similar or distinct reconstructions in other 1T phase TMDs with diverse

transition metal dopants. The exploration of doping in the 9R phase, which we

introduced, is an open field for further investigation. Additionally, our novel ap-

proach to comprehend excited state dynamics raises further opportunity to extend

the understanding of light-induced degradation. These unexplored aspects provide

exciting opportunities for future research in the field of low-dimensional materials.

In conclusion, low-dimensional materials, while accompanied by challenges in

synthesis, stability, and integration, hold remarkable prospects for transforming

multiple industries. These materials are poised to reshape the landscape of op-

toelectronics, energy conversion, quantum technologies, and flexible electronics.

Researchers and industry leaders are dedicated to overcoming these challenges,

marking a new era where low-dimensional materials may influence the way we

harness energy and interact with our environment. Their potential for sustainable

and high-performance technologies is a driving force behind ongoing research and

innovation in this field.
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